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Abstract. Using a comprehensive return data set and an array of 27macroeconomic, stock,
and bond predictors, we find that corporate bond returns are highly predictable based
on an iterated combination model. The large set of predictors outperforms traditional
predictors substantially, and predictability generated by the iterated combination is both
statistically and economically significant. Stock market and macroeconomic variables play
an important role in forming expected bond returns. Return forecasts are closely linked
to the evolution of real economy. Corporate bond premia have strong predictive power
for business cycle, and the primary source of this predictive power is from the low-grade
bond premium.
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There is a large body of literature on whether stock
returns are predictable, and there is also an equally
impressive number of studies on government bond
returns, but there is only a handful of research on
the predictability of corporate bond returns.1 The vast
studies have considerably improved our understand-
ing for time variations in equity and government bond
risk premia and their roles in asset pricing, portfolio
allocation, risk management, and performance evalu-
ation of investment managers. By contrast, much less
is known about corporate bond risk premia. Keim
and Stambaugh (1986) conduct perhaps the first major
study on predicting corporate bond returns. Subse-
quently, Fama and French (1989) find that default
spreads, term spreads, and dividend yields are valu-
able predictors both in-sample and out-of-sample.
More recently, Greenwood and Hanson (2013) and Lin
et al. (2014) further identify issuer quality and liquid-
ity and forward rate factors, separately, as additional
predictors for corporate bond returns. Variant to these
time-series predictability studies, Chordia et al. (2016)
and Choi and Kim (2016) study the cross-sectional
predictability of corporate bond returns, investigat-
ing whether equity variables that capture stock return
anomalies can explain the cross section of expected
bond returns. The momentum studies of Jostova et al.
(2013) and Lin et al. (2016) are also on cross-sectional
predictability.
In this paper, we conduct a comprehensive study

on the time-series predictability of corporate bond

returns using both a large data set and a new forecast
method. This line of research is important because it
helps understand the time-varying risk premia in the
corporate bond market, which is a vital sector of the
financial system with a sheer size of about 10 trillion
dollars and is the primary source of long-term capi-
tal in the United States (Bhojraj and Sengupta 2003).
From the perspective of investors and fund managers,
corporate bond return predictability is of fundamen-
tal importance for asset pricing and portfolio alloca-
tions. Moreover, studying bond risk premia is essential
for understanding firms’ interest rate exposure as well
as corporate financing choices and capital structure.
Finally, to the extent that time-varying bond risk pre-
mia carry information for forecasting the risk-bearing
capacity of the financial sector, corporate bond return
forecasts provide important signals for future aggre-
gate financial risk.

We address four major questions. The first is what
economic variables can have predictive power for cor-
porate bond returns. The number of predictors used by
Fama and French (1989) and Greenwood and Hanson
(2013), among others, is admittedly few. While these
studies provide insights into why certain predictors
should be looked at, they ignore other potentially
important predictors and hence can underestimate the
true predictability of bond returns. Indeed, the eco-
nomic value of predictability from a limited num-
ber of predictors prescribed by the existing studies
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is not significant. From an investment perspective, it
is important to find the maximum predictability of
returns because underestimated predictability can lead
to less investment gains. Toward this goal, it is neces-
sary to explore a number of predictors that have poten-
tially important information for return forecasts. In this
paper, we consider three types of predictors that are
relevant in theory for corporate bond returns: stock
market, Treasury market, and corporate bond market
variables. The predictors are those typical in the litera-
ture. For example, Chordia et al. (2016) and our paper
share most of the stock predictors, though we use the
aggregate ones. A unique approach taken here is that
we study the joint predictability of all the predictors,
a total of 27, simultaneously. As we shall demonstrate,
the pooling of information from the large set of pre-
dictors improves the predictability of corporate bond
returns dramatically.2

The second question is how to combine the infor-
mation from a large set of predictors to obtain opti-
mal bond return forecasts. As shown by Welch and
Goyal (2008) in the context of equity risk premium
forecasts, a naive multiple regression of asset returns
on a large number of predictors will overparameter-
ize the model and lead to poor out-of-sample fore-
casts. While the principal component analysis (PCA)
is a popular method in the literature for extract-
ing information from a large number of variables,
it does not perform well out of sample either in
our applications. A well-known econometric tool (see
Timmermann 2006) is a combination method. The pre-
dictive regressions are first run on each predictor to
obtain individual forecasts, and then a combination of
the individual forecasts, such as their mean, serves as
the forecast. In macroeconomic forecasting, Stock and
Watson (2001) find that such a simple mean combina-
tion (MC) method is the favored strategy rather than
using dozens of individual predictive models. Consis-
tent with their finding, Rapach et al. (2010) show that
the MC delivers a significant out-of-sample forecast of
the equity risk premium. In this paper, we use the MC
as well as a weighted combination (WC) proposed by
Bates and Granger (1969).

A unique methodological contribution of this paper
is that we provide a simple method to improve
the MC and WC further by combining them again
with the historical sample mean forecast. From an
econometric standpoint, the new combined forecasts
are a special case of the general combination frame-
work set out by Granger and Ramanathan (1984) and
Capistrán and Timmermann (2009), adapted to our
applications. Intuitively, as the second-step combina-
tion combines either MC orWC optimally with the his-
torical sample mean, it should generally provide better
forecasts than using either MC (or WC) or the histori-
cal mean alone. To emphasize this feature of repeated

combination, we call the new combinations the iterated
mean combination (IMC) and the iterated weighted
combination (IWC), respectively.

We show that the IMC forecast has a close relation-
ship to the partial least squares (PLS) forecast, which
was first proposed by Wold (1966) and has recently
been developed further by Kelly and Pruitt (2013,
2015).3 The PLS and the IMC, in fact, belong to the same
class of forecasts in the case of linear models, though
the latter is more general and applicable to nonlin-
ear models as well. Hence, our proposed methodology
not only advances the literature on combination fore-
casts but also provides an alternative interpretation for
the powerful PLS forecast. Since our applications show
that the IWC can improve the IMC further, the IWC
forecast will be our focus throughout this paper.

The third question is whether the predictability is
of economic value. While Fama and French (1989)
and Greenwood and Hanson (2013) find that the pre-
dictability of corporate bond returns is statistically
significant, the issue of economic significance is not
investigated. Considering an investor who has a mean-
variance utility with a risk aversion of 5, we find that
the average utility gains (annualized certainty equiv-
alent returns) from ignoring the predictability com-
pletely to using the predictability based on the IWC are
5.74% (3.77%) at the monthly (quarterly) horizon. By
contrast, the average gains are less than 1.86% for the
best existing model, the Fama–French (1989) model, at
both monthly and quarterly horizons, which are not
economically significant at the conventional 2% cut-
off point. Thus, our use of comprehensive bond and
stock predictors and the new methodology produces
distinctly better out-of-sample forecasts, which are not
only statistically but economically significant. Further-
more, the economic gain of using the proposed predic-
tion methodology is robust to transaction costs.

The fourth question is what the economic sources
are that drive the corporate bond return predictability.
Fama and French (1989) are the first to link variations
in expected corporate bond returns to business con-
ditions. However, their inference is based only on in-
sample forecasts, and it is unclear whether or not the
out-of-sample forecasts are also tied to business condi-
tions. We conduct extensive analysis on the economic
sources of out-of-sample corporate bond return pre-
dictability. Our results, confirming Fama and French’s
(1989) in-sample study that return predictability of cor-
porate bonds is linked to variations in business condi-
tions, suggest that time-varying macroeconomic risk is
the main source of return predictability.

Our paper is about time-series predictability that
explains the time-varying bond risk premia. This is dif-
ferent from cross-sectional predictability that is about
predictability of one group of bonds relative to another
in the cross section. For example, Chordia et al. (2016)
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examine whether equity variables, such as firm size,
profitability, and idiosyncratic volatility, can explain
bond return differences, and Choi and Kim (2016)
find that asset growth and investment can predict
bond returns cross-sectionally. By contrast, our paper
focuses on the traditional time-series predictability
(e.g., Fama and French 1989)—that is, the predictabil-
ity of bond risk premia over time—and the predictors
in our study are all aggregate variables rather than
at the firm level. Moreover, we examine time varia-
tions in the aggregate bond risk premia and focus
on out-of-sample forecasts and the economic gains
from the time-series forecasts. In addition, we link the
bond risk premia to changing macroeconomic risk. In
short, as in equity studies, time-series predictability
and cross-sectional predictability are quite different,
but both provide valuable insights into understanding
the behavior of expected bond returns.

1. The Methodology
In this section, we introduce a new econometric meth-
odology that pools the information from a large set
of predictors and has a linkage with the PLS forecast
recently advanced by Kelly and Pruitt (2013).

1.1. Standard Combinations
In forecasting future corporate bond excess returns, we
use the standard predictive regression model:

rt+1 � α+ β1z1t + β2z2t + · · ·+ βN zNt + εt+1 , (1)

where rt+1 is the return of a corporate bond in excess
of the riskless rate, z jt is the jth predictor at time t ( j �
1, . . . ,N), and εt+1 is an error term with mean equal to
zero. For the Fama–French (1989, hereafter referred to
as FF) model, N � 2 if the predictors are term spreads
and default spreads (or N � 3 if dividend yields are
also included).
When N is large, the predictive regression model is

generally poorly behaved because of limited data in
practice. For example, when N � 14, Welch and Goyal
(2008) show that the “kitchen sink” regression with
all predictors ends up with useless out-of-sample fore-
casts for the equity risk premium. In our case with N �

27, the problem is further compounded.
A practical solution is to use forecast combination

methods (e.g., Timmermann 2006). The idea is first to
run the predictive regression on each predictor

rt+1 � a j + b j z jt + εt+1, j (2)

to obtain individual forecasts,

r̂t+1 | t , j � â j + b̂ j z jt , (3)

where â j and b̂ j are the regression coefficients from
the individual predictive regression on the jth pre-
dictor, where εt+1, j is, as usual, the disturbance with

a mean equal to zero, and then combine the individ-
ual forecasts. A mean combination forecast will be the
average of the N individual forecasts that utilizes the
information of all predictors,

r̂MC
t+1 | t �

1
N

r̂t+1 | t , 1 +
1
N

r̂t+1 | t , 2 + · · ·+
1
N

r̂t+1 | t ,N . (4)

Besides the mean combination or average forecast,
the median and trimmed mean combinations are also
often used. Bates and Granger (1969) propose another
simple combination method that sets the combination
weights to be proportional to the inverse of estimated
residual variances, known as the weighted-average
forecast,

r̂WC
t+1 | t �

1/σ̂2
t , 1∑N

j�1(1/σ̂2
t , j)

r̂t+1 | t , 1 +
1/σ̂2

t , 2∑N
j�1(1/σ̂2

t , j)
r̂t+1 | t , 2

+ · · ·+
1/σ̂2

t ,N∑N
j�1(1/σ̂2

t , j)
r̂t+1 | t ,N , (5)

where σ̂2
t , js are the estimated residual variance from

the individual predictive regressions (2) using infor-
mation up to time t. If individual forecasts are unbi-
ased, both mean combination and weighted-average
combination forecasts are unbiased. Both r̂MC

t+1 | t and
r̂WC

t+1 | t will be used in this paper.
Both r̂MC

t+1 | t and r̂WC
t+1 | t are based on the simple weight-

ing of individual forecasts. Although there are many
alternatives in the literature (see Timmermann 2006
and references therein), later studies (see, e.g., Rapach
et al. 2010 and references therein) show that the simple
combination forecasts work well in practice and often
do better than complex ones, especially when the num-
ber of predictor N is large or the time-series data points
T are relatively small. Hence, our paper will focus on
r̂MC

t+1 | t and r̂WC
t+1 | t , which are simple and generally reli-

able. We also consider median (r̂MD
t+1 | t) and trimmed

mean (r̂TC
t+1 | t) combination as a robustness check. The

median combination forecast selects the median of
forecasts by N predictors, and the trimmed mean com-
bination forecast is the mean forecast by excluding the
largest and smallest values of individual forecasts.

1.2. Iterated Combinations
Unlike existing studies, our paper proposes an iter-
ated combination—that is, a further combination of the
combination forecasts of either r̂MC

t+1 | t or r̂WC
t+1 | t with r̄t ,

which is the sample mean of rt+1 using all observations
till time t. Consider, for example, the combination of
r̂MC

t+1 | t with r̄t . From a statistical standpoint, we are inter-
ested in a predictor of the following regression type:

rt+1 � b0 + b1 r̄t + b2 r̂MC
t+1 | t + ut+1 , (6)

where ut+1 is the noise. Instead of using the bivariate
regression, we use the constrained version,

rt+1 � (1− δ)r̄t + δ r̂MC
t+1 | t + ut+1 , (7)
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because it has an interesting portfolio diversification
interpretation.4 A suitable portfolio of r̄t and r̂MC

t+1 | t
is generally better than using either r̄t , the popular
benchmark, or r̂MC

t+1 | t , the conventional one-step combi-
nation forecast. Since our combination method essen-
tially repeats a combination to a combination forecast,
we refer to it as an iterated combination method.
Granger and Ramanathan (1984) provide three ver-

sions of regressions to combine forecasts that include
the above regression as a special case. Capistrán and
Timmermann (2009) extend their framework further
with a time-varying number of predictors and pro-
vide simulation evidence. The study by Capistrán and
Timmermann (2009) seems to be the first and the only
other study that considers an iterated combination that
also combines themean and the average forecast. How-
ever, in their applications, Capistrán and Timmermann
(2009) are more concerned about the bias of the aver-
age forecasts of experts and so they use the mean to
correct this bias. By contrast, the average forecast here,
obtained from averaging the regression forecasts with
an intercept, is unbiased already. Hence, bias reduction
is not an issue here. Instead, our primary objective is to
increase the R2 or to minimize the mean squared error.

Mathematically, our objective is to solve the follow-
ing optimization problem:

min
δ

Et(rt+1− r̂t+1 | t)2 �Et

[
rt+1−(1− δ)r̄t − δ r̂MC

t+1 | t
]2
. (8)

Note thatalthoughinprinciple δ canbeanyrealnumber,
it isgenerallygreater than1 inourapplicationsbelow. In
the special cases, δ� 0 implies that r̂MC

t+1 | t hasno informa-
tionwhatsoever,and δ�1suggests that it isunnecessary
to use information about r̄t to improve rMC

t+1 | t . Theoret-
ically, there exists such a δ that makes the new combi-
nation better than either r̄t or rMC

t+1 | t . Indeed, it is easy to
solve the optimal δ from the first-order condition of the
objective function:

δ∗ �
covt(rt+1 − r̄t , r̂MC

t+1 | t − r̄t)
vart(r̂MC

t+1 | t − r̄t)
. (9)

Empirically, δ∗ is estimatedstraightforwardly from(9)
by replacing the population ratio with that of the sam-
ple covariance to the sample variance. Let δ̂MC be the
estimate. When all data are used, this will yield the in-
sample iteratedmean combination (IMC) forecast,

r̂IMC
t+1 | t � (1− δ̂MC)r̄t + δ̂

MC r̂MC
t+1 | t . (10)

Now replacing r̂MC
t+1 | t by r̂WC

t+1 | t , the same procedure pro-
duces δ̂WC. Then we obtain the in-sample IWC forecast,

r̂IWC
t+1 | t � (1− δ̂WC) r̄t + δ̂

WC r̂WC
t+1 | t . (11)

Obviously, any other forecasts may also be used in the
iteration, but, for simplicity, we consider only r̂IMC

t+1 | t ,
r̂IWC

t+1 | t , r̂ IMD
t+1 | t , and r̂ ITC

t+1 | t in the remainder of this paper.

To generate out-of-sample forecasts, at time t we use
the data up to t to estimate the delta, so that only infor-
mation available at t is used to forecast the return at
t+1. In this way, the forecast will not contain any future
data and thus will be out-of-sample. This is the recur-
sive procedure that we use to obtain out-of-sample
forecasts.

To see how the iterated combination works, we ex-
amine a simple example. This example mainly serves
the purpose of providing an intuition for the work-
ing of iterated combination, despite the fact that the
optimal solution of the mean squared error problem
should yield an improved forecast in general. Suppose
that the true return obeys the following process:

rt+1 � 3%+ 0.02z1t + · · ·+ 0.02znt + εt+1 , (12)

where z1t , . . . , znt are known predictors that are inde-
pendently distributed cross-sectionally with mean 0
and variance 1, and the residual has 0 mean as usual.
Since the predictors have equal distributions, the MC
and WC will be the same. Ignoring the estimation
errors, we have

r̂WC
t+1 | t � 3%+ 0.02× z1t + · · ·+ znt

n
. (13)

Then

rt+1 − r̂WC
t+1 | t �

n − 1
n

0.02(z1t + · · ·+ znt)+ εt+1 , (14)

and hence its mean squared error is

Et[rt+1 − r̂WC
t+1 | t]2 �

(n − 1)2
n

× 0.022
+ σ2

ε , (15)

where σ2
ε is the variance of εt . As shown, the number

of predictors affects the mean squared error almost lin-
early. The greater the number of predictors, the greater
the error. On the other hand, from (12), the optimal
forecast is

r̂∗t+1 | t � 3%+ 0.02× (z1t + · · ·+ znt), (16)

whose mean squared error is

Et[rt+1 − r̂∗t+1 | t]2 � σ2
ε ,

which is smaller and independent of n. Note that for
an appropriate large sample size T, the sample mean
should be close to 3%. In other words,

r̂∗t+1 | t ≈ r̄t + 0.02× (z1t + · · ·+ znt)
� (1− n)r̄t + nr̂WC

t+1 | t . (17)

This shows that in the special case of independently
and identically distributed predictors, δ should be
large and close to n. In practice, since the predictors
have complex joint distributions, δ can, of course, be
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quite different from n. The main point is that it is
generally not between 0 and 1 in contrast to many port-
folio problems.
Finally, it should be pointed out that δ is estimated

in applications, and so there are estimation errors that
are sample dependent. Therefore, there is no guaran-
tee that the iterated combination forecast will always
outperform the sample mean or the underlying combi-
nation forecast. This is because, when the sample size
is small or the system is highly unstable, the errors in
estimating δ can be large. Nevertheless, in our appli-
cations, this is not a concern. As will be shown, the
iterated combination forecasts always outperform the
simple combination forecasts substantially.

1.3. Relation to PLS
Our paper differs from others in the literature by con-
sidering a large number of predictors that are related
to future stock and bond returns. To maximize the ben-
efits from a wealth of data, we employ an efficient
method to extract the relevant information from this
large set of predictors to obtain better forecasts. In a
separate vein, the PLS forecast method, pioneered by
Wold (1966) and further developed by Kelly and Pruitt
(2013, 2015), provides another powerful procedure for
abstracting information from a large set of predictors.
It will be useful to compare our method with the PLS.

Interestingly, of our four combinations, IMC reduces
to the PLS in the case of linear regression models. To
see this, let PLSt �

∑N
i�1 ωi zit be the PLS combination of

the predictors; then

rt+1 � a + βPLS PLSt + vt

� a +ω1βPLSz1t + · · ·+ωNβPLSzNt + vt . (18)

Comparing this with (2), we have

βi

β j
�
ωi

ω j
�

cov(rt+1 , zit)
cov(rt+1 , z jt)

. (19)

On the other hand, it is straightforward to verify that
the above equality also holds true for the IMC if the
individual forecasts are obtained from univariate lin-
ear predictive regressions.
Therefore, when we use IMC in linear regression

models, we are effectively using the PLS. However,
IMC can be applied to both linear and nonlinear mod-
els. Moreover, IWC is different from the PLS, and, as
will be shown later, it generally performs better than
the IMC in our applications.

1.4. Out-of-Sample Performance Measures
We conduct extensive out-of-sample analysis in addi-
tion to common in-sample studies (e.g., Greenwood
and Hanson 2013) to establish firmly the predictability
of corporate bond returns. The out-of-sample forecast
is exactly the same as the in-sample forecast, except

that it is done recursively. That is, if the out-of-sample
forecast evaluation begins from time m, we use all
available data or information up to time t � m − k to
estimate the parameters of the predictive model to con-
struct the forecast of the excess return k periods ahead,
at time t + k � m, where k is the forecast horizon. This
recursive forecast procedure applies to any future time
until T − k. Following Campbell and Thompson (2008)
and Pettenuzzo et al. (2014), we impose the economic
restriction that the risk premium must be positive to
be consistent with theory. From an econometric stand-
point, the sign restriction can minimize the impact of
volatile out-of-sample forecasts when a regression is
estimated over a short sample period. However, we
note that our results are robust to this restriction.

Following the convention in return forecasting
(Fama and French 1989, Campbell and Thompson
2008), we evaluate the out-of-sample performance of
the model relative to the updated historical average
using the out-of-sample R2 statistic:5

R2
OS � 1−

∑T−k
q�m (rq+k − r̂q+k)2∑T−k
q�m (rq+k − r̄q+k)2

, (20)

where rq+k is the realized return at q+k, r̂q+k (r̄q+k) is the
out-of-sample forecast from the predictive regression
model (historical average), q is the time that the forecast
is made, k denotes the periods ahead in the forecast,
and T is the sample size. The out-of-sample R2 gauges
the improvement of the predictive regression model
over the historical average forecast in terms of mean
squared prediction errors (MSPEs). When R2

OS > 0, the
predictive regression forecast performs better than the
historical average forecast. We test the statistical sig-
nificance of R2

OS by the p-value of the MSPE-adjusted
statistic of Clark and West (2007), following the pro-
cedure in Rapach et al. (2010).6 For the forecast hori-
zon longer than a month, we use the Hodrick (1992)
method to account for the effect of overlapping residu-
als on standard errors.7

Moreover, to assess whether adding variables signif-
icantly improves the predictive power of the model,
we employ the test of Harvey, Leybourne, and New-
bold (Harvey et al. 1998; hereafter referred to as HLN).
The null hypothesis is that the model 1 forecast encom-
passes themodel 2 forecast, against the one-sided alter-
native that the former does not encompass the latter.
Let et+k � (û1, t+k − û2, t+k)û1, t+k ,where û1, t+k � rt+k − r̂M1

t+k ,
û1, t+k � rt+k − r̂M2

t+k , and r̂M1
t+k and r̂M2

t+k are the k-period-
ahead return forecasts by models 1 and 2, respectively.
The test statistic is

HLN �
T −m − k − 1

T −m − k
[V̂(ē)−1/2]ē ,

where ē � (1/(T− k−m))∑T−k
t�m et+k , V̂(ē)� (T− k−m)−2 ·∑T−k

t�m(et+k − ē)2; HLN has a t distribution with T −
m − k − 1 degrees of freedom. When the HLN statistic
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is greater than the critical quantile of the t distribu-
tion, the null hypothesis is rejected. This test statistic
is used to assess if a set of forecasting variables con-
tains additional information not already in another set
of forecasting variables. We use this method to test
whether a predictive model encompasses another pre-
dictivemodel. If the forecast of amodel is encompassed
by anothermodel, we say the latter hasmore predictive
power than the former.
Following Campbell and Thompson (2008), we mea-

sure the economic significance of return forecasts. The
measure is based on realized utility gains for a mean-
variance investor who switches from ignoring pre-
dictability to using thepredicted return calculated from
the out-of-sample forecast. The investor who forecasts
the corporate bond return using a model i will allocate
a proportion of the portfolio wi , t � (1/γ)(r̂t+1 | t ,i/σ̂2

t+1 | t)
to risky bonds at time t, where γ is the risk aver-
sion coefficient, and σ̂2

t+1 | t is the estimate of the vari-
ance of bond excess returns. The realized utility gain
of the investor over the out-of-sample period is v̂i �

µ̂i − 0.5γσ̂2
i , where µ̂i and σ̂2

i are the sample mean and
variance of returns of the portfolio formed using the
bond return forecast of model i. Note that v̂i − v̂0 gives
a direct measure of economic significance between the
portfolio choices using forecastmodel i and benchmark
model 0. In our empirical analysis, we use the histori-
cal average forecast as the benchmark model. The vari-
ance is estimatedby the returndata in the last five years.
We primarily use the variance of a broad or rating port-
folio to calculate the utility gain but also examine the
robustness of results to the consideration of covariance
between bonds of different ratings and maturities. The
utility gain measure can also be interpreted as the fee
investors would be willing to pay to obtain the forecast
instead of using the historical average. A utility gain
of 2% or more by the predictive model is usually con-
sidered to be economically significant.

2. The Data
Corporate bond data are collected from several
sources: the Lehman Brothers Fixed Income (LBFI)
database, Datastream, the National Association of In-
surance Commissioners (NAIC) database, the Trade
Reporting and Compliance Engine (TRACE) database,
and Mergent’s Fixed Investment Securities Database
(FISD). Using individual bond data to form portfolios,
we examine return predictability for bonds with differ-
ent ratings, maturities, and other bond characteristics.
The LBFI database covers monthly data for corpo-

rate bond issues from January 1973 to March 1998. The
data include month-end prices, accrued interest, rat-
ing, issue date, maturity, and other bond characteris-
tics. Datastream reports the daily corporate bond price
averaged across all dealers for that bond. We choose
U.S. dollar-denominated bonds with regular coupons
and obtain the data up to June 2012. The TRACE and

NAIC databases contain transaction data for corporate
bonds. TRACE coverage begins in July 2002, and NAIC
data start from January 1994. TRACE initially covers
only a subset of corporate bonds traded in the over-the-
counter market, and we supplement it by NAIC, which
covers transactions primarily by insurance companies.8
FISD provides issue- and issuer-specific data such as
coupon rate, issue date, maturity date, issue amount,
rating, provisions, and other bond characteristics. We
merge price data from all sources. Month-end prices
are used to calculate monthly returns. The monthly
corporate bond log return as of time t is as follows:

Rt � log
(Pt +AI t)+Ct

Pt−1 +AI t−1
, (21)

where Pt is the price, AI t is accrued interest, and Ct
is the coupon payment, if any, in month t. We discard
the Datastream data if returns are available from other
sources, and we choose transaction-based data when-
ever these data are available. We exclude bonds with
maturity less than two years and longer than 30 years
and choose only straight bonds to evade confounding
effects of embedded options. The sample period runs
from January 1973 to June 2012.9

We form bond portfolios by rating and maturity. To
construct monthly returns of portfolios, we calculate
value-weighted mean returns of bonds in each port-
folio. In each month, we sort all bonds independently
into five rating portfolios and four maturity portfolios
using the cutoff points of 5, 7, and 10 years, resulting in
20 portfolios at the intersection of rating and maturity.
The short-maturity portfolio is constructed using the
bonds with maturity less than 5 years, while the long-
maturity portfolio is constructed using the bonds with
maturity more than 10 years.

From the literature of equity return forecasts and
bond return prediction literature, we consider 27 vari-
ables as predictors. We divide predictive variables into
three groups: stock market, Treasury market, and cor-
porate bond market variables. The stock market vari-
ables include those predictors used in the equity return
studies and liquidity indices constructed from stock
transaction data. The Treasury bond market variables
include those variables which have been shown to have
predictive power for Treasury bond returns and the liq-
uidity measures for this market. Finally, the corporate
bond market variables include default yield spreads,
default return spreads, the issuance quality index, and
the debt maturity index. Previous studies have shown
that these predictive variables are closely related to
credit risk premia. Using different market variables in
the regressionallowsus tosee the roleof eachvariable in
the predictability of corporate bond returns as a whole
and for bonds with different ratings and maturities. In
particular, these variables include the following:10
1. Stock market variables: dividend-price ratio (D/P),

dividend yields (D/Y), the earnings-price ratio (E/P),
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the dividend-payout ratio (D/E), stock variance
(SVAR), the book-to-market ratio (B/M), net equity
expansion (NTIS), S&P 500 index return (S&P500),
aggregate leverage ratios (LEV1 and LEV2), effective
cost (EC), Pastor–Stambaugh stock liquidity (PSS), and
Amihud stock liquidity (AmS).
2. Treasury market variables: Treasury bill rate

(TBL), long-term yield (LTY), long-term return (LTR),
term spread (TMS), inflation rate (INFL), Cochrane-
Piazzesi (2005; hereafter referred to as CP) 5-year factor
(CP5), Cochrane–Piazzesi (2005) 10-year factor (CP10),
percentage changes in the money market mutual fund
flow (∆MMMF), and on-/off-the-run spread (Onoff).
Note that the 5- and 10-year CP forward factors are
computed in real time, not based on the full sample.We
only use the available data up to the time of forecast to
estimate the CP factors for forecasting future returns,
and so there is no lookahead bias.
3. Corporate bond market variables: default yield

spread (DFY), default return spread (DFR), issuance
quality index (IQ), debtmaturity index (DM), and port-
folio yield spread (PYS).

Using the above-mentioned predictors (27 in total),
we consider the following predictive regressions:

a. the predictive regressions using the above indi-
vidual predictors;

b. the predictive regressions using the combination
and iterated combination predictors from the 27 indi-
vidual predictors;

c. the predictive regression using the principal com-
ponents of all individual predictors;

d. themultiple predictive regression using term and
default spreads as in Fama and French (1989), and
then adding Treasury bill rates, lagged high-yield bond
returns, and the issuer quality factor as in Greenwood
and Hanson (2013). In the extended analysis, we also
run multiple regressions with all predictors and sub-
sets of predictors and compare their performance with
that of the iterated combination forecast.11

3. Empirical Results
3.1. In-Sample Predictability
To understand the role of individual variables in return
prediction, we first run regressions of future returns
of corporate bonds with different ratings against each
predictor. All monthly forecasts are based on monthly
nonoverlapping value-weighted bond returns, and
quarterly forecasts are based on overlapping bond
returns where quarterly returns is the sum of current
and past two monthly returns. Returns are all based
on log returns. The unreported results (see the Internet
appendix) show that individual predictors have vary-
ing predictive power and each of these predictors con-
tains information in different dimensions for returns of
bonds with distinct quality and premium components
(e.g., default and liquidity). This finding suggests that

there is considerable room for combining individual
forecasts to increase the predictive power of the model.
The individual forecasts can be combined using the
traditional methods such as mean, median, trimmed
mean, and weighted average combination methods.
However, as we demonstrated earlier, the iterated com-
bination method can substantially improve the perfor-
mance of the predictive model. We next investigate this
possibility based on the in-sample and out-of-sample
results of forecasts for corporate bond returns.

The left panel of Table 1 reports the results of
in-sample predictions by using typical combination
methods and our new iterated combination methods.
Besides the MC and the WC, we consider the median
combination (MD) and trimmed mean combination
(TC). Consistent with the literature, combination fore-
casts are valuable in combining the information. Fur-
thermore, the MC and WC appear to perform the best
among the four combination methods.

Better than expected, iterated combination methods
further improve drastically the already impressive in-
sample combination forecasts. As shown in the right
panel of the table, each of the four iterated combi-
nation forecasts has a substantially higher R2 than
its respective combination counterpart. For example,
the in-sample R2 of IWC for AAA bonds (a value-
weighted portfolio of AAA bonds across maturities)
is 9.46, which is 4.6 times that of the WC. However,
the IMD has much lower R2 than that of the IWC,
indicating that the relative performance of the iter-
ated combination forecasts is linked to the strength of
the underlying combination methods. Consistent with
Kelly and Pruitt (2013), the IMC, which is equivalent
here to the PLS, is a powerful predictor. Nevertheless,
the IWC improves even further and provides overall
the best forecasts. All of the above results are robust to
different ratings and maturities.12

We now compare the IWC forecast with three major
alternative forecasts in the literature. The first is the
PCA forecast that is based on the first principal com-
ponent of all predictors. The second is the FF model
(Fama and French 1989) model that uses default
spreads and term spreads as predictors. The third is the
Greenwood–Hanson (2013) model (hereafter referred
to as GH) that uses the Treasury bill rates, lagged high-
yield bond returns, and the issuer quality ratio as addi-
tional predictors.

The right panel of Table 1 compares the in-sample R2

values for different models. The results cover both
the rating portfolios as well as the maturity portfo-
lios in each rating category. The FF model performs
well with an average in-sample R2 of 4% for the
monthly forecast and 8.52% for the quarterly fore-
cast. Though not reported in the table, the R2 values
are 7.07% and 13.02% over 1973–1987, which covers
part of the FF sample period, and 2.01% and 4.97%
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Table 1. In-Sample R-Squares

Combination forecast vs.
iterated combination forecast Other predictors and comparison

Combination Iterated
forecast (%) combination forecast (%) Monthly (%) Quarterly (%)

MC MD TC WC IMC IMD ITC IWC PCA FF GH ∆ IWC PCA FF GH ∆

All
AAA 2.06 0.99 1.79 2.07 9.28 5.27 8.49 9.46 0.20 2.06 0.73 7.40 11.73 0.41 4.85 3.49 6.88
AA 3.04 1.64 2.77 3.04 11.18 6.57 10.55 11.30 0.44 4.48 2.72 6.82 17.13 0.86 9.40 6.88 7.73
A 2.93 1.27 2.62 2.93 11.33 9.13 10.72 11.46 0.07 5.28 3.59 6.18 16.59 0.11 10.38 8.53 6.21
BBB 3.71 1.73 3.41 3.70 13.40 8.34 12.82 13.52 0.26 7.25 5.04 6.27 19.44 0.56 14.72 11.38 4.72
Junk 3.95 2.12 3.53 3.90 14.03 11.06 13.04 14.11 0.17 6.33 4.73 7.78 21.17 0.36 12.04 9.51 9.13
All 2.76 1.25 2.44 2.79 11.01 5.72 10.12 11.22 0.25 4.00 2.35 7.22 15.64 0.47 8.52 6.34 7.12

Short (2 years <Maturities < 5 years)
AAA 2.46 0.96 2.08 2.53 12.38 9.42 11.38 12.72 0.01 2.28 1.11 10.44 13.71 0.01 4.42 4.04 9.29
AA 3.54 1.65 3.17 3.56 14.14 8.81 13.41 14.40 0.25 4.99 3.58 9.41 20.29 0.37 9.76 8.00 10.53
A 3.41 1.30 3.03 3.41 14.22 11.49 13.58 14.41 0.00 5.99 4.78 8.42 19.27 0.01 10.33 9.28 8.94
BBB 3.86 1.94 3.52 3.84 15.00 11.20 14.47 15.20 0.05 7.62 5.88 7.58 20.35 0.05 13.81 10.90 6.54
Junk 3.49 2.03 3.10 3.43 12.96 10.68 12.24 13.02 0.11 5.80 4.32 7.22 18.32 0.17 8.99 6.83 9.33
All 3.12 1.22 2.71 3.18 13.92 8.59 12.77 14.31 0.07 4.27 2.77 10.04 17.75 0.11 7.85 6.18 9.90

5 years <Maturities < 7 years
AAA 2.43 0.86 2.02 2.47 11.93 6.44 10.47 12.21 0.02 1.73 0.78 10.48 13.34 0.01 3.78 3.17 9.56
AA 3.03 1.59 2.72 3.03 11.44 6.66 10.61 11.65 0.38 3.89 2.22 7.76 16.04 0.71 7.94 5.59 8.10
A 3.23 1.37 2.86 3.22 12.67 9.78 11.84 12.85 0.06 5.30 3.94 7.55 16.91 0.06 9.36 7.93 7.55
BBB 3.06 1.36 2.78 3.06 11.73 6.47 11.02 11.84 0.17 5.65 3.97 6.19 17.67 0.49 12.78 9.88 4.89
Junk 2.74 1.26 2.46 2.72 10.21 6.64 9.52 10.32 0.06 4.16 2.62 6.16 19.89 0.13 12.76 10.75 7.13
All 2.72 1.17 2.39 2.75 11.30 5.95 10.33 11.61 0.16 3.76 2.37 7.85 15.68 0.39 8.10 6.34 7.58

7 years <Maturities < 10 years
AAA 1.75 0.79 1.48 1.76 8.08 3.85 7.25 8.25 0.13 1.37 0.23 6.88 9.71 0.74 4.12 3.20 5.59
AA 2.79 1.42 2.52 2.79 10.43 5.66 9.70 10.57 0.35 3.81 2.18 6.76 15.38 0.71 8.24 6.23 7.14
A 2.73 1.07 2.42 2.73 10.63 7.55 9.89 10.74 0.05 5.05 3.35 5.69 15.80 0.06 10.60 8.92 5.20
BBB 3.23 1.38 2.90 3.24 12.03 9.34 11.39 12.15 0.06 7.24 5.36 4.91 18.39 0.10 14.88 12.45 3.51
Junk 3.35 1.61 3.04 3.34 10.92 6.41 10.00 11.00 0.58 4.38 3.18 6.62 18.37 0.81 10.77 8.90 7.60
All 2.51 1.01 2.21 2.52 9.95 4.69 9.15 10.12 0.15 3.83 2.30 6.29 15.00 0.38 8.66 6.78 6.34

Long (Maturities > 10 years)
AAA 1.62 0.65 1.42 1.61 7.27 3.74 6.61 7.33 0.16 1.99 0.63 5.34 10.95 0.81 6.71 4.94 4.24
AA 2.38 1.32 2.19 2.35 7.91 4.47 7.47 7.94 0.64 3.61 1.79 4.33 14.26 1.43 8.47 5.83 5.79
A 2.24 0.92 1.97 2.23 7.83 4.73 7.03 7.86 0.20 4.51 2.68 3.35 14.71 0.60 11.18 8.39 3.53
BBB 2.88 1.42 2.68 2.87 9.81 5.52 9.42 9.90 0.55 5.45 3.75 4.45 16.88 1.63 13.47 10.97 3.41
Junk 2.66 1.02 2.26 2.63 9.83 5.08 8.68 9.77 0.01 4.79 2.88 4.98 19.18 0.00 10.49 8.31 8.69
All 2.42 0.95 2.11 2.43 9.28 3.81 8.35 9.39 0.26 3.60 1.83 5.79 15.25 0.87 10.01 7.42 5.24

Average 2.87 1.31 2.55 2.87 11.20 7.10 10.41 11.35 0.20 4.48 2.92 6.87 16.49 0.45 9.58 7.58 6.91

Notes. The left panel reports the in-sample R-squares of combination and iterated combination forecasts, including the MC, the MD, the TC,
the WC, and their iterated combination forecast for the portfolio (All) that includes all bonds and portfolios by rating and maturity (Maturity).
The right panel reports the in-sample R-squares of the PCA, the FF model, and the GH model at the monthly horizon and for the four models
including IWC at the quarterly horizon. The difference between in-sample R-squares of the IWC and FF models is denoted by ∆. The sample
period is from January 1973 to June 2012.

in the post-FF period 1988–2012, for monthly and
quarterly forecast horizons, respectively. Although the
predictability degenerates somewhat since the publica-
tion of their paper, the FF variables do have significant
predictive power over time.
Surprisingly, the GH model does not perform better

than FF even in the in-sample forecast, even though
it has more predictors. This finding echoes previous
studies on stock predictability that show adding more
variables will not necessarily improve forecasting per-
formance (see Welch and Goyal 2008). The reason is
that, econometrically, the predictive multiple regres-
sion model tends to perform poorly with highly corre-
lated regressors.

The principal component predictor PCA has poor
performance too. All its R2 values are substantially
below 1%. These results are based on the first factor
of PCA. For robustness, we also use multiple factors
extracted by the principal component method. Unre-
ported results show that in-sample R2 values increase
as the number of factors increases to three (e.g., by
about four percentage points with three factors), but
the IWC still outperforms substantially.

The last column (∆) for each forecast horizon in
the right panel reports the difference in the R2 val-
ues between the prediction using the IWC predic-
tor and that using the FF model, to further highlight
the improvement of the IWC. The differences are all
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positive, with the maximum value equal to 10.48% for
the monthly forecast and 10.53% for the quarterly fore-
cast. The superior performance of the IWC is robust
across ratings and maturities. The results suggest that
relying on the FF model will substantially underesti-
mate the true predictability and that there is value of
using a large set of predictors.

3.2. Out-of-Sample Predictability
Welch and Goyal (2008) argue forcefully that in-sample
predictability can be due to overfitting, and out-of-

Table 2. Out-of-Sample R-Squares

Combination forecast vs.
iterated combination forecast Other predictors and comparison

Combination Iterated
forecast (%) combination forecast (%) Monthly (%) Quarterly (%)

MC MD TC WC IMC IMD ITC IWC PCA FF GH ∆ IWC PCA FF GH ∆

All
AAA 2.18a 1.10a 1.82a 2.21a 5.21a 5.60a 4.52a 5.32a −0.47 1.60a 0.71b 3.72 5.73b −1.67 3.37a 1.05 2.36
AA 3.46a 1.84a 3.02a 3.49a 9.88a 8.58a 9.09a 9.93a 0.15 5.52a 2.79a 4.41 15.60a −0.58 10.41a 5.63b 5.19
A 2.63a 1.14a 2.29a 2.67a 8.55a 7.55a 8.12a 8.56a −1.38 4.86a 1.40b 3.70 11.30a −3.08 9.24a 4.40c 2.06
BBB 3.00a 1.24a 2.70a 3.05a 9.58a 6.71a 9.63a 9.68a −0.70 5.99a 1.51b 3.69 15.27a −2.06 13.42a 6.56c 1.85
Junk 2.97a 1.11a 2.51a 3.03a 11.22a 7.72a 10.94a 11.34a −0.68 5.72a 3.03a 5.62 16.98a −2.54 10.31a 3.91b 6.67
All 2.92a 1.44a 2.55a 2.96a 7.70a 6.78a 7.10a 7.82a −1.32 3.58a 0.72b 4.24 12.07a −2.83 7.28a 3.11b 4.79

Short (2 years <Maturities<5 years)
AAA 2.80a 1.16a 2.23a 2.87a 4.46a 5.01a 3.34a 4.67a −2.32 1.14a 0.41b 3.53 5.70a −5.04 2.44b 0.93 3.26
AA 4.03a 1.92a 3.43a 4.09a 11.88a 11.11a 10.70a 11.98a −1.19 5.94a 3.25a 6.04 17.68a −3.74 10.46a 6.00b 7.22
A 3.02a 1.28a 2.55a 3.07a 10.81a 6.75a 10.11a 10.83a −2.22 5.47a 2.65b 5.36 13.08b −4.85 9.16a 5.54c 3.92
BBB 3.12a 1.51a 2.78a 3.18a 11.24a 9.95a 11.31a 11.24a −1.37 6.39a 2.14c 4.85 14.96b −4.18 12.14b 4.34c 2.82
Junk 2.32a 0.92a 1.93a 2.37a 8.91a 5.17a 8.87a 8.86a −0.55 5.42a 3.39b 3.44 10.32b −1.64 7.45a 2.32b 2.87
All 3.15a 1.37a 2.68a 3.23a 7.19a 5.20a 6.41a 7.41a −2.78 2.98a 0.08b 4.43 11.20a −6.68 5.41a 2.13b 5.79

5 years <Maturities < 7 years
AAA 1.86a 0.99a 1.62a 1.89a 5.10a 5.10a 4.69a 5.25a −0.69 0.55c −0.54 4.70 5.35c −2.65 0.82a −1.99 4.53
AA 3.08a 1.54a 2.68a 3.12a 8.69a 7.34a 7.96a 8.70a 0.55 4.91a 2.55b 3.79 13.77a 0.34 9.14b 4.76 4.63
A 2.61a 1.06a 2.20a 2.64a 8.40a 7.19a 8.17a 8.38a −1.01 5.03a 2.32c 3.35 11.36b −2.58 8.71a 4.81 2.65
BBB 2.34a 0.96a 2.15a 2.37a 6.48a 3.53a 6.62a 6.49a 0.06 3.80a 0.15 2.69 12.94a −0.54 10.22a 3.65 2.72
Junk 2.09a 0.74a 1.81a 2.12a 6.27a 4.38a 6.46a 6.28a −0.54 3.13a 0.63c 3.15 12.73a −1.55 6.87a 1.81c 5.86
All 2.67a 1.22a 2.3a 2.72a 6.90a 5.94a 6.17a 7.05a −1.32 3.03a 0.52b 4.02 12.76a −3.33 7.18a 3.36c 5.58

7 years <Maturities < 10 years
AAA 1.88a 0.94a 1.55a 1.91a 3.16a 3.82a 2.39a 3.27a −0.71 0.99c 0.16 2.28 3.77b −0.57 3.07a 2.18b 0.70
AA 3.03a 1.64a 2.67a 3.06a 8.22a 8.48a 7.75a 8.26a 0.15c 4.82a 2.06b 3.44 12.75a −0.61 9.12a 4.32c 3.63
A 2.58a 1.06a 2.28a 2.61a 7.42a 6.39a 7.25a 7.44a −1.11 5.06a 1.25c 2.38 10.81a −2.60 9.70a 4.59c 1.11
BBB 3.09a 1.18a 2.75a 3.15a 8.14a 6.56a 8.22a 8.29a −0.85 7.3a 2.30b 0.99 15.09a −2.12 15.5a 8.86b −0.41
Junk 3.08a 1.25a 2.70a 3.13a 8.86a 5.51a 8.78a 9.02a 0.35 3.81a 0.72b 5.21 13.10a −1.24 9.93a 3.13a 3.17
All 2.78a 1.16a 2.43a 2.82a 7.09a 5.54a 6.65a 7.17a −1.19 4.17a 1.35b 3.00 13.00a −2.89 9.38a 3.46a 3.62

Long (Maturities > 10 years)
AAA 1.36a 0.63a 1.18a 1.37a 2.11a 2.02a 2.37a 2.10a −0.28 1.49b −0.39 0.61 3.72b 0.83 5.93a −0.34 −2.21
AA 2.38a 1.21a 2.10a 2.39a 5.66a 5.31a 5.45a 5.72a 0.71b 4.11a 1.71b 1.61 11.58a 0.85 8.58a 2.99c 3.00
A 2.03a 0.87a 1.82a 2.04a 4.88a 5.08a 4.74a 4.92a −0.27 4.00a 0.91b 0.92 10.37a −0.70 10.12a 3.77b 0.25
BBB 2.49a 1.08a 2.31a 2.51a 5.77a 4.74a 5.96a 5.77a 0.87b 4.04a 1.76b 1.73 12.49a 2.76b 9.29a 5.41b 3.20
Junk 1.82a 0.59a 1.48a 1.86a 6.59a 3.23a 6.24a 6.78a −0.97 3.7a 0.35b 3.08 12.30a −2.72 7.11a 0.24b 5.19
All 2.29a 1.00a 2.01a 2.33a 5.41a 4.04a 4.99a 5.49a −1.12 2.99a −0.02 2.50 10.83a −2.22 8.80a 2.35c 2.03

Average 2.63 1.17 2.28 2.67 7.39 6.01 7.03 7.47 −0.74 4.05 1.33 3.42 11.62 −2.01 8.35 3.44 3.27

Notes. The left panel reports the monthly out-of-sample R-squares of the four combination forecasts and their iterated combination forecasts
for the portfolio (All) that includes all bonds and portfolios by rating and maturity (Maturity). The right panel reports the out-of-sample
R-squares of the PCA, the FF model, and the GH model at the monthly horizon, and the four models including the IWC at the quarterly
horizon. The p-value is based on the MSPE-adjusted statistic of Clark and West (2007). The difference between out-of-sample R-squares of
the IWC and FF forecasts is denoted by ∆. The sample period is from January 1973 to June 2012, while the out-of-sample forecast starts from
January 1983.

a, b, and c denote the significance levels of 1%, 5%, and 10%, respectively.

sample forecasting is a more stringent test of return
predictability. Henceforth, we shall focus on out-of-
sample results in the remaining analysis.

The left panel of Table 2 reports out-of-sample R2

values of the four forecasting combination methods
and their iterated analogues. There are several major
findings. First, all of the combination methods deliver
positive and statistically significant R2 values, imply-
ing that they are indeed robust forecasting procedures
that are able to predict returns both in-sample and
out-of-sample. Second, the MD (median combination
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forecast) seems to have the worst performance among
the four combinations, suggesting that the forecasts
across individual predictors are asymmetric. Third, the
iterated combinations improve their original combi-
nations substantially. Overall, results strongly suggest
that iterated combination is a superior method to gen-
erate more efficient forecasts.
Figure 1 plots the time series of δ estimates from

the combination forecast regression. The left graph
of panel A plots δ estimates using all predictors and
the right graph of panel A plots estimates using only

Figure 1. (Color online) IWC Coefficients
:

:

Notes. Panel A plots the IWC coefficients using all variables and Treasury market variables. The left panel plots the coefficients if all variables
are used. The right panel plots the coefficients when only Treasury market variables are used. Panel B plots the time series of the coefficient
of iterated weighted combination forecast (δ̂) for bond portfolios using different sliding windows of historical data. The curve of “recursive”
uses all historical data available at time t, “10-year rolling” uses the data of the last 10 years at time t, and “5-year rolling” uses the last five
years of data.

the Treasurymarket predictors for comparison. Results
show that the value of δ is much larger than 1. Also,
when more predictors are used (see the left panel),
the δ value is higher, which is consistent with our anal-
ysis in Section 1.2.

In addition, to examine the stability of δ estimates,
we estimate this parameter using different sliding win-
dows. Panel B of Figure 1 plots δ’s using the sliding
windows of 5 and 10 years of past monthly obser-
vations as well as the recursive rolling window that
uses all information up to forecasting time t. Results
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show that the current recursive rolling method pro-
duces much smoother estimates for δ’s than the 5-year
and 10-year rolling windows.
We next compare the out-of-sample performance of

the IWC with the other three predictive models: PCA,
FF, and GH. Note that when performing the out-of-
sample forecast at time t, we only use the available
information up to time t to perform forecasts. Hence,
the PCA method uses available information from all
predictors only up to t, and the FF and GH are based
on recursive regressions.
The right panel of Table 2 compares the out-of-

sample R2 of the four predictive regression models.
Similar to the in-sample results in Table 1, FF and GH
have sizable out-of-sample predictive ability. The out-
of-sample R2 for all bonds using the FF model is 3.58%
for the monthly forecast and 7.28% for the quarterly
forecast. The results for the GH model are weaker but
still significant. Most of the out-of-sample R2 values of
PCA are negative.
The IWC has the best out-of-sample predictive per-

formance among the four models (see the last col-
umn of the left panel and the first column of quarterly
results in the right panel). All out-of-sample R2 values
are significantly positive. For the monthly forecast, it
can be as high as 11.98% (AA short-maturity portfo-
lio). The average out-of-sample R2 of the IWC is 7.82%
for all bonds at the monthly horizon. For the quarterly
forecast, the highest R2 is 17.68% (AA short-maturity
portfolio), and the R2 is 12.07% for all bonds. Both are
much higher than the out-of-sample R2 values of FF
and GH. Interestingly, these out-of-sample R2 values
are substantially higher than those for forecasting the
stock risk premium. For example, Rapach et al. (2010)
report an out-of-sample R2 of only about 1% for the
quarterly forecast during 1975–2005. Thus, the results
suggest that the corporate bond market is much more
predictable than the stock market.
The last column (∆) for each forecast horizon in the

right panel reports the differences in out-of-sample R2

values between the IWC and FF. All the differences
are overwhelmingly positive, indicating that the IWC
model has much higher predictive power than the FF.
The improvement of monthly forecasts by the IWC is
greater than that of quarterly forecasts. Similar to in-
sample results, the improvement is quite robust across
ratings and maturities, and it is attributable to a better
use of the information in a large set of predictors by the
iterated combinationmethod.We also conduct forecast
encompassing tests using the HLN statistics of Harvey
et al. (1998) to formally evaluate which model is better.
The empirical results (see the Internet appendix) show
that the IWCmodelencompassesothermodels strongly.

3.3. Economic Significance
Table 3 reports results of economic significance mea-
sured by utility gains or certainty equivalent returns

(CER). Certainty equivalent gains are all annualized
values based on monthly or quarterly forecasts. The
risk aversion coefficient is set equal to 5, and the opti-
mal weight is between 0 (short-sales constraint) and 5,
similar to other studies such as Thornton and Valente
(2012) and Goh et al. (2013). The left panel reports
the results of monthly forecasts, while the right panel
reports quarterly forecasts. As in the case for the out-of-
sample R2 values, we compare the four models: IWC,
PCA, FF, and GH.

Consistentwith the out-of-sample R2 values, the util-
ity gains of the IWC are much larger than those of the
FF, which in turn are often much larger than those of
the GH and PCA. The utility gains of the IWC are all
positive except for only one case for junk bonds with
long maturity. Even in this particular case, the IWC
still performs the best among the four models at the
monthly forecast horizon. Across rating and maturity
portfolios, the utility gains of the FF model are mostly
economically insignificant. Similar to the results based
on R2 values, the GH model performs worse than the
FFmodel, while the PCA is the worst performer whose
gains are all negative except for BBB bonds with long
maturity.

The last column in both panels of Table 3 reports
the differences in utility gains between the IWC and FF
models. These differences are overwhelmingly positive
for both monthly and quarterly forecast horizons. The
improvement in economic value by the IWC is greater
for the monthly forecast, and results are again robust
across ratings and maturities.

Overall, results show that the gains of the out-of-
sample forecasts by the IWC are not only statisti-
cally significant as shown earlier, but also economically
meaningful. For the monthly forecast, the utility gain
is 5.74% for the sample that includes all bonds. For
the quarterly forecast, the gain is 3.77% for all bonds.
The utility gains of the IWC are much larger than other
models and also considerably higher than those for
the stock market reported by Rapach et al. (2010), sug-
gesting there is substantial economic value of using a
large set of predictors and the proposed methodology
in bond return forecasts.

3.4. Multiple PCA Predictors
Another issue is that up until now, we have used
only the first PCA factor as a predictor in out-of-
sample forecasts. This raises a potential concern that
we may have underestimated the predictive power of
the PCA model, as additional factors may contain use-
ful information. To address this concern, we rerun
the out-of-sample regressions using two to five factors
extracted from PCA. Table 4 reports the out-of-sample
forecast results using more PCA factors. For brevity,
we only report the results associated with three and
five factors. The predictive power increases somewhat
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Table 3. Utility Gains

Monthly (%) Quarterly (%)

Maturity Rating IWC PCA FF GH ∆U IWC PCA FF GH ∆U

All AAA 6.10 −0.53 1.37 0.16 4.73 2.46 −0.74 1.75 0.01 0.72
AA 6.04 −0.28 2.33 −0.10 3.71 4.25 −0.53 2.89 1.65 1.35
A 5.94 −1.86 1.74 −1.11 4.20 3.04 −1.79 1.47 1.11 1.57

BBB 6.15 −1.73 1.31 −2.56 4.84 1.84 −1.73 0.82 −2.21 1.03
Junk 2.35 −1.73 −1.77 −3.69 4.12 1.13 −1.95 0.55 0.50 0.58
All 5.74 −1.41 1.58 −0.38 4.16 3.77 −1.46 1.86 0.37 1.91

Short AAA 2.28 −2.90 −0.77 −0.38 3.05 0.69 −2.24 0.17 −0.67 0.51
(2 years <Maturity < 5 years) AA 4.32 −1.67 0.51 −0.35 3.81 3.46 −1.46 1.81 0.79 1.66

A 3.54 −3.06 0.62 −1.02 2.92 2.27 −2.87 0.36 0.30 1.91
BBB 6.90 −2.36 1.14 −1.70 5.76 1.12 −3.12 −0.61 −3.35 1.73
Junk 4.28 −0.85 2.94 1.23 1.34 3.73 −0.76 3.10 2.28 0.62
All 2.86 −3.16 −0.85 −1.48 3.71 1.42 −2.81 −0.41 −1.06 1.83

5 years <Maturity < 7 years AAA 5.15 −1.43 −1.58 −1.63 6.73 0.48 −1.41 −1.60 −0.80 2.08
AA 5.78 −0.10 1.75 −0.98 4.03 3.54 −0.31 2.41 1.41 1.12
A 3.28 −1.79 −0.53 −2.80 3.81 0.96 −1.67 0.43 1.40 0.53

BBB 4.81 −0.95 −1.56 −4.75 6.37 0.24 −1.14 −0.97 −4.01 1.20
Junk 2.23 −0.74 −1.11 −4.70 3.34 2.78 −0.98 1.08 −1.34 1.70
All 4.97 −1.73 1.05 −0.69 3.92 3.23 −1.51 1.30 −0.08 1.94

7 years <Maturity < 10 years AAA 5.11 −0.94 −0.36 −0.56 5.47 2.15 −0.29 1.09 0.87 1.06
AA 7.66 −0.32 2.11 −0.98 5.55 3.84 −0.58 2.42 1.23 1.42
A 5.74 −1.56 −0.29 −3.47 6.03 2.54 −1.47 0.53 1.06 2.01

BBB 6.49 −1.44 2.73 −0.83 3.76 2.53 −1.46 1.52 −1.02 1.00
Junk 5.78 −0.22 −1.72 −7.12 7.50 1.22 −0.94 −0.60 −5.19 1.82
All 6.93 −1.37 2.06 −0.43 4.87 4.31 −1.16 2.56 1.04 1.75

Long AAA 2.82 −0.67 −0.51 −2.30 3.33 0.91 −0.23 1.55 −0.36 −0.64
(Maturity > 10 years) AA 4.00 −0.06 1.46 −1.75 2.54 2.25 −0.28 2.39 1.26 −0.15

A 2.80 −0.92 −0.82 −3.00 3.62 0.55 −0.95 1.18 0.34 −0.63
BBB 3.60 0.15 −0.27 −4.11 3.87 −0.07 0.43 1.57 −2.00 −1.64
Junk −0.60 −0.78 −4.35 −0.70 3.75 1.85 −1.00 −2.70 2.22 4.55
All 6.42 −1.43 1.33 −2.54 5.09 3.87 −1.08 2.24 0.14 1.63

Average 4.65 −1.26 0.32 −1.82 4.33 2.21 −1.25 1.01 −0.14 1.21

Notes. This table reports the annualized utility gains of the IWC, the PCA, the FF model, and the GHmodel for the portfolio (All) that includes
all bonds and portfolios by rating and maturity (Maturity). The difference between the utility gains of the IWC and FF models is denoted
by ∆U. The sample period is from January 1973 to June 2012, while the out-of-sample forecast starts from January 1983.

when the number of factors increases from 1 to 3. For
example, for monthly (quarterly) out-of-sample fore-
casts, the average R2 value increases to 1.75% (3.21%)
when the number of factors increases from 1 to 3. How-
ever, the R2 value declines after the number of factors
exceeds 3 and becomes negative with five factors. For
example, the out-of-sample R2 for the monthly (quar-
terly) forecast is 1.17% (−1.42%) when the number of
factors used in forecasts is equal to 5. A similar pattern
is found for the utility gain, but results are worse for
quarterly forecasts. Results show that an increase in the
number of factors improves the forecast power of PCA
only modestly and up to a certain limit. Despite the
increase in the forecast power of PCA when including
more factors, the IWC continues to outperform PCA
by a substantial margin of about 6% and 9% in out-of-
sample R2 values for monthly and quarterly horizons,
respectively (see Table 2). These findings again suggest
that the iterated combination produces the best out-of-
sample forecasts.

3.5. Longer-Horizon Forecasts
We have shown thus far that corporate bond returns
are highly predictable at monthly and quarterly hori-
zons. We next examine the forecasts for longer hori-
zons. For brevity, we provide the results only for junk
bonds, as the premium of these bonds is particularly
interesting. Panel A of Table 5 reports return forecasts
at longer horizons ranging from two quarters to one
year for speculative-grade bonds. Results show that
junk bond returns are predictable over longer horizons.
For the in-sample forecasts, the IWC model continues
to perform much better than the Fama–French model.
The improvement in in-sample R2 by the IWC over
the FF model is quite substantial and increases with
the forecast horizon. The increases in R2 range from
15.3% to 20.5% for the whole sample that includes all
bonds. Similarly, the out-of-sample forecasts show pre-
dictability at longer horizons. The IWC model consis-
tently outperforms the FF model across all horizons.
The out-of-sample R2 values of the IWC are quite high,
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Table 4. Forecasts with Multifactor PCA Models

Monthly Quarterly

R2
OS (%) Utility gains (%) R2

OS (%) Utility gains (%)

Maturity PCA(3) PCA(5) PCA(3) PCA(5) PCA(3) PCA(5) PCA(3) PCA(5)

All AAA 0.87b 0.21b 1.03 5.11 −2.34 −6.22 −1.69 −0.83
AA 6.04a 2.62a 3.54 5.02 10.38a 5.41b 0.07 0.52
A 8.60a 0.81a 4.01 4.01 13.11a 3.53b 0.14 0.16

BBB 12.36a 1.94a 3.32 5.27 17.23a 9.57a 0.02 0.30
Junk 10.59a 4.76a 3.12 −0.46 17.21a 9.28a −2.31 −2.73
All 1.75a 1.17a 2.31 4.86 3.21a −1.42 −2.10 −1.55

Short AAA 0.71a −2.16 −1.59 2.39 −4.26 −8.27 −3.57 −2.70
(2 years <Maturity < 5 years) AA 7.54a 6.07b 0.51 2.17 11.87a 12.00b −0.97 −0.57

A 7.12a 0.62a 0.98 1.70 9.98a 4.76b −0.65 −0.56
BBB 12.19a 1.95a 3.93 5.41 18.86a 5.94a −1.84 −2.15
Junk 10.55a 2.65a 4.87 0.61 14.07b 4.61b −0.62 −1.08
All 3.54a 0.65b −0.78 1.74 2.13a −1.20 −4.02 −3.25

5 years <Maturity < 7 years AAA 0.60b 0.43b 0.39 6.46 −6.75 −13.13 −0.98 −0.08
AA 4.77a 0.57b 3.25 4.00 8.96a 2.04c 0.35 0.76
A 8.73a 5.22a 2.85 2.86 9.08b 4.05c 0.12 0.23

BBB 10.66a 1.97a 3.91 3.87 14.18a 6.18b 0.51 −0.17
Junk 6.44a 1.87a 2.43 1.08 12.52a 5.13b −0.29 −0.46
All 1.70a −0.63 2.18 4.18 4.49a −1.13 −1.31 −0.73

7 years <Maturity < 10 years AAA −0.58 −0.97 0.40 4.06 1.93a −1.88 −0.74 0.00
AA 4.18a 1.06b 3.48 4.29 8.10a 3.91c −0.03 0.48
A 5.87a −2.81b 3.92 3.39 11.38a 1.29c 0.27 0.07

BBB 9.65a 2.98a 5.45 5.79 19.89a 13.40a 1.09 0.88
Junk 7.50a 4.66a 4.21 3.02 14.68a 9.28a −0.60 −1.20
All 1.57a −0.44 2.12 4.56 5.10a 0.24c −1.38 −0.71

Long AAA −2.79 −3.03 0.08 2.43 −2.36 −8.05 −1.38 −0.46
(Maturity > 10 years) AA 5.96a −0.95 1.37 0.95 7.56b 2.39b −0.24 0.20

A 3.18b −0.67 0.70 0.62 11.15a 3.36b −0.12 −0.28
BBB 8.07a 3.22a 4.80 3.02 16.14a 8.60a 2.24 2.15
Junk 8.00a 0.76a −0.25 −1.65 10.80a 3.75a −2.38 −3.44
All 0.16b −1.29 2.24 4.82 2.04a −3.11 −1.82 −1.08

Average 5.52 1.11 2.29 3.19 8.68 2.48 −0.81 −0.61

Notes. This table reports the out-of-sample R-squares (R2
OS) and utility gains of multifactor PCA models for the portfolio that includes all

bonds (All) and portfolios by rating and maturity (Maturity). PCA(3) and PCA(5) are the principal component models with three and five
factors, respectively. The p-value of R2

OS is based on the MSPE-adjusted statistic of Clark and West (2007).
a, b, and c denote the significance levels of 1%, 5%, and 10%, respectively.

ranging from 23.5% to 28.1% from two quarters to one-
year horizon.
Thepredictabilityof junkbondreturns in longerhori-

zons is of economic significance.As shown inpanelAof
Table 5, the utility gains from using the IWCmodel are
overwhelmingly positive. For thewhole sample includ-
ing all bonds, the IWCmodel delivers higher economic
value than the FFmodel by amargin of 2.87%–3.20% in
terms of CER. Results show that the economic value of
using the IWC predictor is significant.

3.6. Joint Asset Allocations Across
Ratings and Maturities

The analysis of economic gains in the preceding sec-
tions is carried out separately for each bond portfolio.
This approach has been used in equity studies (see,
for example, Campbell and Thompson 2008) and can
be viewed as a way to improve an asset allocation.

Once the allocation is given to an asset, this analysis
shows the gains of an allocation based on predictabil-
ity versus the one based on historical estimates. More
recently, in studying the portfolio allocation for Trea-
sury bonds, Thornton and Valente (2012) and Sarno
et al. (2016) carry out the asset allocation jointly for
Treasury bonds of all maturities. These studies deal
with an asset allocation problem consisting of bonds
with different maturities. In this section, we extend our
analysis of economic gains by using a similar approach
to implement asset allocation, which considers mul-
tiple risk bonds jointly across all maturities. In our
context of corporate bonds with various ratings, we
carry out the asset allocation jointly for bonds with
different ratings and maturities, respectively. Value-
weighted bond portfolios in the rating/maturity buck-
ets are used to calculate the joint asset allocation.
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Table 5. Extended Tests

Panel A: Longer-horizon forecasts of junk bonds

Two quarters (%) Three quarters (%) One year (%)

Maturity FF IWC ∆ FF IWC ∆ FF IWC ∆

In-sample R-squares
All 19.65 34.96 15.31 26.63 44.93 18.29 30.78 51.27 20.49
Short 17.20 33.81 16.61 22.69 41.97 19.28 26.35 48.50 22.15
5 years <Maturity < 7 years 20.50 33.95 13.45 27.04 43.37 16.33 29.73 49.28 19.55
7 years <Maturity < 10 years 15.55 28.64 13.09 21.09 37.32 16.23 24.91 43.91 19.00
Long 17.34 31.27 13.93 24.49 41.42 16.94 29.68 48.74 19.05

Out-of-sample R-squares
All 15.88a 23.51a 7.63 21.73a 24.78b 3.05 26.46a 28.05b 1.59
Short 12.83a 18.42b 5.58 17.25a 19.96b 2.71 20.76a 23.13b 2.37
5 years <Maturity < 7 years 12.24a 19.23a 6.99 20.47a 23.72b 3.25 27.73a 29.18b 1.45
7 years <Maturity < 10 years 13.76a 20.31a 6.55 20.32a 24.53b 4.21 25.07a 28.17b 3.10
Long 11.75a 17.08a 5.32 17.67a 20.54a 2.87 21.46a 24.89b 3.43

Utility gains
All −2.84 0.03 2.87 −2.48 0.72 3.20 −2.06 0.81 2.87
Short 0.52 3.55 3.03 0.45 2.81 2.36 0.63 2.51 1.87
5 years <Maturity < 7 years −0.51 2.62 3.13 1.27 2.90 1.63 2.67 2.61 −0.06
7 years <Maturity < 10 years −1.26 −0.38 0.88 −1.69 −0.44 1.25 −0.19 0.27 0.46
Long −2.52 2.08 4.60 −1.00 2.69 3.69 −0.16 2.74 2.89

Panel B: Utility gains of joint asset allocation

Monthly (%) Quarterly (%)

FF IWC ∆ FF IWC ∆

Rating portfolio
Short (2 years <Maturity < 5 years) 1.00 4.57 3.56 0.88 2.98 2.10
5 years <Maturity < 7 years −0.09 6.53 6.62 0.45 3.95 3.49
7 years <Maturity < 10 years 2.21 9.59 7.38 2.99 4.92 1.93
Long (Maturity > 10 years) 0.92 3.20 2.28 0.00 3.19 3.18
All 1.16 7.52 6.37 1.73 4.14 2.40
Average 1.04 6.28 5.24 1.21 3.84 2.62

Maturity portfolio
AAA −2.15 2.05 4.20 0.34 1.46 1.11
AA 0.22 4.52 4.31 1.88 3.51 1.64
A 0.39 2.56 2.17 1.31 2.88 1.57
BBB 0.39 3.05 2.66 1.63 1.68 0.04
Junk 2.25 2.59 0.34 2.78 3.69 0.91
All −0.14 3.70 3.84 0.63 2.64 2.01
Average 0.16 3.08 2.92 1.43 2.64 1.21

Notes. This table reports the results of extended tests including longer-horizon forecasts and utility gains of joint asset allocation. Panel A
reports the results of longer-horizon forecasts over two quarters, three quarters, and one year for junk bonds. The difference between the
results of the IWC and FF models is denoted by ∆. Panel B reports the annualized utility gains by allocating different rating and maturity
(Maturity) portfolios jointly, where ∆ reports the difference between the utility gains of the IWC and FF results.

Panel B of Table 5 reports the results based on joint
asset allocations of portfolios across either ratings or
maturities. For brevity, we compare only the results
for the FF and IWC models, as these two models are
our focus. The upper panel reports the results of joint
asset allocations across ratings for eachmaturity group
and for all maturities (All), while the lower panel
reports results by considering correlations of risk pre-
mia across maturities for bonds in each rating category
and for all rated bonds (All).

The results show that the utility gains remain signifi-
cant with the joint allocation approach. Across ratings,

the lowest utility gain is 3.2% for the long-maturity
group at the monthly horizon, which is economically
significant. The differences in the utility gains based
on the forecasts of the IWC and FF models are sizable.
Across maturities, utility gains are smaller but still
of significant economic importance. The lowest util-
ity gain is 2.05% for AAA bonds at monthly horizon.
Interesting, even in this case, the gain is still above 2%.
Overall, the results show that our economic gain anal-
ysis is robust to the consideration of joint asset alloca-
tions of multiple bonds across all maturities or ratings,
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suggesting again that the IWC delivers superior fore-
casting performance.13

3.7. Transaction Costs
The preceding analysis shows that the gains fromusing
the predictive model are economically significant. This
implies that investors will be better off by taking an
investment strategy based on model forecasts. How-
ever, the gains of using return forecasts of the pre-
dictive models are overstated by ignoring transaction
costs. In this subsection, we explore the impacts of
transaction costs and examine whether returns and
utility gains based on the model forecasts survive
transaction costs. We first compute the turnover rates
of portfolios each month. We then estimate transaction
costs by accounting for the turnover rates of the portfo-
lios formed by the forecasts of different models, andwe
report returns and utility gains net of transaction costs.

Table 6. Transaction Costs and Economic Significance

Panel A: Turnover ratios and breakeven transaction costs

Return (%) Turnover ratio Breakeven cost (%)

RW FF IWC RW FF IWC 1 2 3

All
AAA 0.77 1.10 1.43 0.04 0.22 1.06 1.87 0.65 0.40
AA 0.87 1.39 1.72 0.05 0.25 0.99 2.55 0.90 0.45
A 0.91 1.48 1.75 0.06 0.27 0.93 2.68 0.97 0.42
BBB 1.07 1.88 2.22 0.06 0.31 0.95 3.18 1.29 0.53
Junk 1.60 2.33 3.04 0.09 0.33 1.03 2.95 1.53 1.02
All 1.11 1.49 1.84 0.07 0.27 0.99 1.88 0.80 0.49

Short (2 years <Maturity < 5 years)
AAA 1.18 1.08 1.33 0.10 0.28 1.28 −0.55 0.13 0.25
AA 1.17 1.24 1.62 0.09 0.30 1.14 0.34 0.43 0.46
A 1.23 1.33 1.53 0.12 0.32 1.03 0.48 0.33 0.28
BBB 1.30 1.74 2.09 0.11 0.34 1.07 1.95 0.82 0.47
Junk 1.18 1.81 2.29 0.08 0.32 1.06 2.66 1.14 0.65
All 1.38 1.30 1.60 0.11 0.32 1.14 −0.38 0.22 0.37

5 years <Maturity < 7 years
AAA 0.70 0.96 1.48 0.03 0.20 0.97 1.61 0.83 0.67
AA 0.71 1.24 1.60 0.03 0.23 1.06 2.64 0.88 0.44
A 0.87 1.43 1.67 0.06 0.25 0.89 2.88 0.96 0.37
BBB 0.90 1.49 1.83 0.06 0.26 0.88 2.85 1.13 0.55
Junk 0.95 1.49 2.16 0.04 0.23 0.85 2.72 1.48 1.09
All 1.02 1.33 1.66 0.06 0.25 1.00 1.62 0.68 0.44

7 years <Maturity < 10 years
AAA 0.77 1.05 1.45 0.04 0.18 1.05 1.93 0.67 0.46
AA 0.76 1.42 1.88 0.03 0.24 0.96 3.21 1.22 0.65
A 0.82 1.40 1.77 0.04 0.24 0.83 2.94 1.20 0.62
BBB 0.97 1.88 2.07 0.05 0.27 0.74 4.07 1.58 0.39
Junk 1.00 1.68 2.63 0.03 0.23 0.82 3.51 2.07 1.60
All 1.01 1.54 1.93 0.05 0.23 0.87 2.85 1.11 0.60

Long (Maturity > 10 years)
AAA 0.68 1.03 1.38 0.02 0.14 0.70 2.91 1.03 0.62
AA 0.74 1.38 1.84 0.02 0.20 0.77 3.69 1.47 0.79
A 0.73 1.45 1.70 0.03 0.23 0.67 3.60 1.50 0.56
BBB 0.76 1.70 2.01 0.02 0.23 0.67 4.63 1.92 0.70
Junk 2.00 2.64 3.32 0.10 0.27 0.66 3.58 2.33 1.75
All 0.99 1.64 2.09 0.03 0.24 0.88 3.20 1.31 0.71

Average 1.00 1.50 1.90 0.06 0.26 0.93 2.47 1.09 0.63

The left side of panel A in Table 6 reports mean
returns of investment portfolios based on the fore-
casts of random walk (RW) or historical average, FF
and the IWC models. Results show that the invest-
ment strategy based on the IWC model on average
produces the highest returns for the portfolio that con-
siders all bonds (All) and across portfolios of different
ratings and maturities. For example, average monthly
returns for the portfolio that includes all bonds (All)
are 1.84% when using the IWC model as opposed to
1.49% for the FF model and 1.11% for the randomwalk
model. Results show that it is more profitable for bond
investors to use the IWC model than the FF or RW
model to forecast returns.

The turnover rates are reported in the middle of
panel A for the portfolios formed by the three forecasts.
Results show that the turnover rate is the highest for
the portfolios using the iterated combination forecasts.
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Table 6. (Continued)

Panel B: Utility gains net of transaction costs

Monthly (%) Quarterly (%)

FF IWC ∆ FF IWC ∆

All
AAA −1.05 3.84 4.88 0.86 2.06 1.20
AA 0.28 2.56 2.28 2.00 3.40 1.41
A 1.52 4.33 2.81 1.01 2.73 1.72
BBB 1.69 2.87 1.18 0.14 1.00 0.85
Junk −0.39 −1.14 −0.75 0.28 0.28 0.00
All 0.54 3.54 3.00 1.20 3.29 2.09

Short (2 years <Maturity < 5 years)
AAA 1.77 7.29 5.52 0.11 1.76 1.65
AA 2.12 5.39 3.26 1.54 3.58 2.04
A 3.03 7.51 4.48 0.74 3.29 2.55
BBB 5.17 8.19 3.01 −0.25 1.68 1.92
Junk 3.47 2.31 −1.16 2.96 3.20 0.24
All 2.03 6.31 4.28 0.18 2.44 2.26

5 years <Maturity < 7 years
AAA −2.29 3.50 5.79 −2.10 0.50 2.60
AA −0.99 1.64 2.64 1.65 2.70 1.05
A 0.54 3.08 2.54 0.09 0.87 0.78
BBB 0.78 2.11 1.34 −1.65 −0.57 1.07
Junk −1.38 −1.49 −0.10 0.44 1.66 1.22
All 0.09 3.51 3.41 0.66 2.80 2.14

7 years <Maturity < 10 years
AAA −1.61 3.16 4.77 0.33 1.31 0.98
AA −0.31 3.14 3.45 1.64 3.00 1.36
A −0.27 3.60 3.86 0.03 2.23 2.20
BBB 2.54 3.61 1.08 0.73 1.96 1.23
Junk −0.95 −0.09 0.87 −0.86 0.32 1.18
All 0.85 4.42 3.57 1.71 3.73 2.02

Long (Maturity > 10 years)
AAA −0.76 0.48 1.24 0.84 0.13 −0.70
AA −0.32 −0.71 −0.39 1.79 1.28 −0.51
A −2.49 −0.97 1.52 0.53 −0.31 −0.84
BBB −0.94 −1.31 −0.38 0.48 −1.55 −2.03
Junk −1.14 −2.42 −1.28 −2.85 1.49 4.34
All 0.50 2.93 2.42 1.41 2.97 1.55

Average 0.40 2.71 2.30 0.52 1.77 1.25

Notes. The left part of panel A reports mean returns, and the middle part reports mean turnover ratios of the portfolios using forecasts of the
RW, FF, and IWCmodels, respectively. The right part reports the breakeven cost thatmakes the return performance of two portfolios indifferent.
Breakeven cost 1 is the cost thatmakes the return of the portfolio using the FFmodel indifferent from that using the RWmodel. Breakeven cost 2
(respectively, 3) is the cost that makes the portfolio return using the IWC model indifferent from that using the RW (respectively, FF) model.
Panel B reports the utility gains of the IWC and FF models net of transaction costs. Transaction costs per dollar of trading are 0.25% before July
2007 and 0.60% afterward for investment-grade bonds, and 0.35% before July 2007 and 0.50% afterward for junk bonds. The difference of utility
gains between the FF and IWCmodels is∆. Results are reported for all bonds (All) and portfolios by rating andmaturity (Maturity).

This pattern holds for the portfolio that includes all
bonds and for the portfolios formed by rating and
maturity. As the IWC model incorporates more vari-
ables and uses the information more efficiently in
return forecasts, it is not surprising to see the portfolios
based on this forecast have higher turnover rates than
those based on other forecasts.
We next calculate the breakeven transaction cost that

will render investors indifferent between the two com-
peting strategies based on the models (see Grundy
and Martin 2001, Thornton and Valente 2012). The
transaction cost is set equal to a fixed proportion of

the value traded in the different bond portfolios. Fol-
lowing Thornton and Valente (2012), we calculate the
breakeven cost of two strategies between strategy 1 and
strategy 2 using the following formula:

E(rp , 1) −E(rp , 2)
TO1 −TO2

, (22)

where E(rp , 1) and E(rp , 2) are the portfolios’ mean
returns, and TO1 and TO2 are the average turnover
ratios of strategies 1 and 2, respectively. In comparing
a predictive model with the historical average (random
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walk) or another model, an investor with a transaction
cost lower than the breakeven cost will prefer the for-
mer model to the latter.
The right side of panel A in Table 6 reports the trans-

action cost per dollar of trading that will make the
return of the portfolio using a forecast model indif-
ferent from that of the portfolio using another fore-
cast model. Column 1 under the breakeven cost section
compares portfolios formed by the FF model with
those by the RW model, column 2 compares the IWC
model with the RW model, and column 3 compares
the IWC model with the FF model. For example, for
the portfolio that is constructed from all bonds, it will
take additional cost of 0.8% for the investment strategy
using the IWC model to be indifferent from the strat-
egy using the RWmodel (see the sixth row in column 2
under breakeven cost). Edwards et al. (2007) report
an average transaction cost of about 24 basis points
per dollar trading for a median size of corporate bond
trade. On the basis of this transaction cost estimate,
the profits from the investment strategy using the IWC
forecasts survive transaction costs across the board.
Transaction cost tends to be higher for low-grade bonds
for a fixed trade size. A question is whether invest-
ment strategy will be profitable for speculative-grade
bonds. Edwards et al. (2007) estimate a transaction cost
of about 35 basis points for junk bonds. On the basis
of this transaction cost estimate, predictability prof-
its of junk bonds also survive transaction costs by a
wide margin.

Our finding implies investors will be better off by
investing in portfolios formed by the forecasts of the
predictive models. Corporate bond prices and trans-
action data are disseminated by TRACE, which cov-
ers trading of all publicly traded bonds, and basic
bond characteristics such as ratings and maturities
are readily available from brokers. Investors can form
their rating and maturity portfolios using publicly
available data to implement the investment strategy
based on the model forecasts. This is especially the
case for the corporate bond market, which is domi-
nated by institutional investors who are much more
sophisticated and have more resources to conduct the
analysis and implement the investment strategy. For
retail investors, exchange traded funds (ETFs) tracking
the bond indexes at different maturities and ratings
are widely available with low transaction costs. These
investors can apply our method to forecast returns and
invest in ETFs with low trading costs without hav-
ing to form rating and maturity portfolios by them-
selves. Thus, our analysis has practical implications for
investors to improve their investment performance.

As for stocks, the bond returns tend to be more pre-
dictable in bad states of the economy (see the Internet
appendix). A related issue is whether returns of low-
grade bonds are more predictable because the trans-
action cost for these bonds is high especially in the

bad economy. Jostova et al. (2013) estimate transac-
tion costs of corporate bonds for the period of 2009–
2010, which overlaps with the subprime crisis. Their
estimates of transaction costs are higher than those
reported by Edwards et al. (2007). Jostova et al. (2013)
report average transaction cost of 54 basis points for
noninvestment grade (NIG) bonds of private firms and
51 basis points for NIG of public firms. Using these
high estimates of transaction costs, returns of junk
bonds still survive the transaction cost. Furthermore,
unreported results (omitted for brevity) show that
returns for junk bonds have become more predictable
in the post-TRACE period during which the transac-
tion cost is lower than in the pre-TRACE period. Thus,
there is little evidence that returns for junk bonds are
more predictable because transaction costs for these
bonds are higher than other bonds, or bond returns are
more predictable in bad states of the economy because
of higher transaction costs. However, this argument
is subject to a caveat. In the financial crisis, markets
for high-risk assets can virtually freeze. Besides trad-
ing costs, there is an illiquidity issue. Thus, the profits
may not be realizable for high-risk bonds in times of
stress when liquidity dries up. This issue requires a
further investigation that goes beyond the scope of the
current paper.

We next calculate the utility gains net of transaction
costs. We first subtract the transaction cost from the
portfolio returns and then recalculate the utility gains
or certainty equivalent returns. Because our sample
period covers the normal and crisis periods, we use the
transaction cost estimates of Edwards et al. (2007) for
the period before July 2007 and the cost estimates by
Jostova et al. (2013) afterward. The use of higher trans-
action in the post-crisis period is rather conservative.
Panel B of Table 6 reports the utility gains net of trans-
action costs. Results show that utility gains remain pos-
itive even after accounting for the transaction costs. The
net gains delivered by the IWC are, on average, 3.54%
and 3.29% for monthly and quarterly horizons, com-
pared with 0.54% and 1.20% for the FF model. Thus,
there is evidence of significant net economic gains from
using the predictive models, and the IWC model out-
performs the FF model substantially. However, while
overall there are net economic gains, results show that
transaction cost reduces the gains for junk bonds. For
instance, net gains for junk bonds for the monthly hori-
zon become smaller or turn negative after adjusting
for transaction costs, although they remain positive
for quarterly horizons. Results suggest that transaction
costs play a more important role in high-risk bonds.

4. What Drives the Predictive Power?
The analysis above shows that bond and stock market
variables contain important information for expected
corporate bond returns and the IWC is an effective
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method for extracting such useful information from
thesevariables. In this section,weexaminehowthe IWC
predictor links to economic fundamentals to under-
standmore about the source of its predictive power.
Cochrane (2007) suggests that return forecasts are

more plausibly related to macroeconomic risk if the
return predictors also demonstrate an ability to fore-
cast business cycle. The predictability can then bemore
credibly attributed to time-varying risk premia due to
changing risks or risk aversion. In what follows, we
examine whether the IWC predictor can forecast real
economic activity.

Consider the following predictive regression:

∆Yt+1 � α+ βXt + εt+1 , (23)

where ∆Yt+1 is the change in macroeconomic condi-
tions in the next period, and Xt is the IWC predictor
for a given bond portfolio in the current period. In
this regression, we examine how the IWC predictor is
related to the future state of the economy. Since the
PCA is widely used for predicting returns, it is of inter-
est to compare the IWC with the PCA in this context.
To do so, we simply run similar regressions with Xt
replaced by the PCA predictor.
WeuseeightmeasuresofYt+1 in thepredictive regres-

sion, including smooth recession probability (SRP),
industrial production growth (IPG), Treasury bill rates
(TBL), default yield spreads (DFY), implied volatility
index (VIX), expecteddefault frequency (EDF),Chicago
FedNational Activity Index (CFNAI), and Aruoba et al.
(2009) business conditions index (ADSI).
Table 7 reports results of the predictive regression

in (23) for quarterly horizons.14 The t-values are cal-
culated using the Newey and West (1987) adjusted
standard errors. The results strongly indicate that the
IWC predictor has high predictive power for the future
change in economic conditions. Among all macroeco-
nomic measures, only the results for Treasury bill rates
(TBL) are not significant. The predictive power of the
IWC varies across bond ratings. An important find-
ing is that the IWC predictor associated with lower-
grade bonds has much higher predictive power than
that associated with higher-grade bonds. For exam-
ple, when forecasting the SRP (recession probability),
the adjusted R2 of the IWC predictor of the BBB bond
portfolio is 9.52%, while it is only 3.62% for the IWC
predictor of the AAA bond portfolio. The results for
other macroeconomic variables show a similar pat-
tern. Results show that the predicted premia by the
IWC for BBB and junk bonds have consistently higher
predictive power for future economic activity than
those of higher-grade bonds. These findings suggest
that the expected excess return or risk premium of
lower-grade bonds contains substantially more infor-
mation for future economic activity than that of higher-
grade bonds. This evidence supports the prediction of

Table 7. Future Macroeconomic Conditions and the
Forecasts

X β t-stats R2 (%) β t-stats R2 (%)

Y � SRP Y � IPG
IWC

AAA −0.81 −2.28 3.62 1.18 1.37 0.74
AA −0.75 −3.16 7.13 1.25 2.23 2.15
A −0.80 −3.69 9.21 1.33 2.63 2.82
BBB −0.64 −3.72 9.52 1.10 2.75 3.20
Junk −0.52 −3.44 8.63 0.88 2.52 2.78

PCA −0.64 −0.38 −0.11 −0.48 −0.12 −0.21
Y � TBL Y � DFY

IWC
AAA −2.12 −1.08 0.75 −0.56 −1.12 0.79
AA −0.97 −0.83 0.24 −0.67 −1.71 2.93
A −1.00 −1.02 0.33 −0.70 −1.93 3.78
BBB −0.52 −0.64 0.02 −0.62 −2.22 4.78
Junk −0.68 −1.07 0.35 −0.50 −1.95 4.34

PCA −4.77 −0.50 0.01 0.22 0.11 −0.21
Y �VIX Y � EDF

IWC
AAA −0.29 −1.63 1.97 −0.26 −2.20 3.06
AA −0.23 −2.38 4.23 −0.20 −2.61 3.92
A −0.20 −2.43 4.41 −0.21 −2.99 4.87
BBB −0.16 −2.49 4.31 −0.16 −2.89 4.43
Junk −0.14 −2.66 5.15 −0.14 −3.07 5.01

PCA −0.43 −0.52 −0.28 −0.21 −0.48 −0.12
Y �CFNAI Y �ADSI

IWC
AAA 2.08 1.93 1.85 2.01 1.53 1.20
AA 2.07 2.88 4.35 2.02 2.48 2.98
A 2.17 3.31 5.51 2.16 2.98 3.94
BBB 1.84 3.62 6.44 1.79 3.20 4.44
Junk 1.42 3.15 5.30 1.46 3.04 4.09

PCA −0.97 −0.19 −0.19 1.06 0.18 −0.20

Notes. This table reports results of the predictive regression

∆Yt+1 � α+ βXt + εt+1 ,

where ∆Yt+1 is the change in the recession probability (SRP), indus-
trial production growth (IPG), Treasury bill rate (TBL), default yield
spread (DFY), implied volatility index (VIX), expected default fre-
quency (EDF), Chicago Fed National Activity Index (CFNAI), or the
Aruoba-Diebold-Scotti (2009) business conditions index (ADSI); Xt
is the IWC predictor for a given rating portfolio or the PCA predic-
tor. The forecast horizon is one quarter. The t-statistics are calculated
using the Newey andWest (1987) adjusted standard errors. The sam-
ple period is from January 1973 to June 2012.

Greenwood and Hanson (2013) that bonds issued by
low-quality firms provide more reliable signals for the
future economic and financial conditions. Our results
are also consistent with the finding of Gilchrist and
Zakrajšek (2012) that the excess bond premium has
strong predictive power for future economic activ-
ity. However, when further examining the predictive
power of different rated bond premia, we find that it
is the risk premium or credit spread of lower-grade
bonds that contains the most predictive information
content for future economic activity.
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By contrast, none of the results using the PCA to
predict future economic conditions is significant and
the adjusted R-squares are extremely low, suggesting
that the PCA is not a good predictor for the future
economic condition. This finding sheds light on the
reason why the PCA is a poor predictor for bond risk
premia, as shown earlier.
In summary, our empirical results strongly suggest

that the predictive power of the IWC forecast is derived
from its ability to forecast future macroeconomic con-
ditions. Economic fundamentals are the forces driving
time variations in expected corporate bond returns,
and the IWC does a good job in tracking the temporal
movement of these forces. This explains why the IWC
predictor performs much better than the popular PCA
factor in predicting bond returns. More importantly,
we find that the predominant source of the predictive
power of bond premia for business cycle is from low-
grade bonds. Empirical evidence shows that low-grade
bond premium has the highest forecast power for a
wide range of economic indicators.

5. Conclusions
In this paper, we conduct a comprehensive study on
the predictability of returns for bonds with differ-
ent ratings and maturities. We consider a large num-
ber of individual predictors, including stock, Treasury,
and corporate bond market variables, and we pro-
pose a new iterated combination method that com-
bines the information from a large set of predictors. We
find that the iterated weighted-average combination
forecast performs substantially better than the Fama–
French (1989) model, the Greenwood–Hanson (2013)
model, the traditional combination forecasts, multi-
ple regression models, and a predictor based on the
principal component analysis in in-sample and out-of-
sample forecasts in terms of both statistical and eco-
nomic significance. This finding is robust to bondswith
different ratings andmaturities, aswell as to data based
on individual bond or index returns with and without
controlling for the return on Treasuries.

Stock and bond market variables contain useful
information for predicting corporate bond returns.
However, these variables must be carefully combined
to preserve the valuable information in them for return
forecasts. Improper use of these variables by a naive
multiple regression or the principal component analy-
sis destroys the value of these predictors. We show that
the proposed iterated combination method is capable
of retaining the useful information and reducing noise
in individual predictors to obtain much better fore-
casts. Using this method, we find that the true pre-
dictability of corporate bond returns is considerably
understated if the predictors are restricted to only a
few conventional variables. On source of predictability,
we find that risk premia of bonds with different ratings

contain important information about future macro-
economic activities at short and long horizons. In par-
ticular, the risk premium of high-rated short-maturity
bonds provides the information for the short-term
prospects, and that of low-rated long-maturity bonds
provides the information for the long-term prospects
of business conditions.
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Endnotes
1See, for example, Fama and Schwert (1977), Fama and French (1988),
Campbell and Shiller (1988), Kothari and Shanken (1997), Pontiff and
Schall (1998), Campbell and Vuolteenaho (2004), Ang and Bekaert
(2007), Rapach et al. (2010), Henkel et al. (2011), Dangl and Halling
(2012), Pettenuzzo et al. (2014), and Rapach et al. (2016) for predict-
ing stocks; and Fama and Bliss (1987), Campbell and Shiller (1991),
Cochrane and Piazzesi (2005), Ludvigson and Ng (2009), Almeida
et al. (2011), Goh et al. (2013), and Gargano et al. (2016) for predicting
government bonds.
2 In the stock market, Rapach et al. (2010) and Kelly and Pruitt (2013)
are examples of using large sets of predictors to obtain significant
predictability on the equity risk premium.
3Kelly and Pruitt (2013) show that the PLS generates a powerful
book-to-market ratio predictor of the stock market, and Huang et al.
(2015) find that the PLS provides a strong investor sentiment index
for forecasting the equity risk premium.
4The unconstrained bivariate regression yields qualitative similar
results in our applications below.
5To our knowledge, Fama and French (1989) are the first to pro-
pose such a statistic, which is used by Welch and Goyal (2008) and
Campbell and Thompson (2008) and known subsequently in many
predictability studies as Campbell and Thompson out-of-sample R2.
6To perform the test, we first compute the following square error
difference: υq+k � (rq+k − r̄q+k)2 −[(rq+k − r̂q+k)2 −(r̄q+k − r̂q+k)2] and then
regress υq+k on a constant. The t-statistic of the constant term gives
the p-value for the one-sided (upper tail) test.
7Correction by the Newey and West (1987) method gives similar
results.
8The procedure of Bessembinder et al. (2009) is used to filter out can-
celed, corrected, and commission trades, and daily prices are trade
size-weighted average of intraday prices over the day.
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9 In screening the data, we delete the observation with price more
than 150 or less than 50 and the data if the time of last available
bond price information is more than six months ago. We take the last
available price information if there is no price information on the last
day of each month and use interpolation to calculate the return.
10 Information on the 27 predictors is reported in detail in the Internet
appendix.
11We have also examined other models used by Fama and French
(1989) and found similar results, available upon request.
12We also compare our two-stage iterative model combination
approach with a simpler one-step combination approach where the
sample mean r̄t is added as one of the models in the combination—
that is, on the right-hand side of Equations (4) and (5). The results
continue to show that our iterative approach significantly outper-
forms this one-step combination. We thank an anonymous referee
for making this suggestion.
13Although unreported here, the IWC also improves substantially
the existing forecasting procedures, such as the linear regression,
PCA, andMC, in forecasting returns on Treasuries. We find that pre-
dictability for AAA bonds is a bit higher than that for Treasuries
reported in the literature largely because the methodology proposed
in this paper produces better forecasts. We also calculate the eco-
nomic gain for Treasuries using the IWC and find that it is compa-
rable to the result reported by Gargano et al. (2016), who document
significant economic value for Treasury return forecasts.
14We obtain similar results at monthly and yearly horizons.
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