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Abstract

Access to energy has been a key driver of global progress and growth, with this
growth comes increased global energy demand; currently at around 18 TW on
average and projected to increase. An accessible and distributed source of power
is needed to �ll this growing need. Solar power �ts this need, and the future
of this technology lies in reducing the energy cost to manufacture photovoltaic
(PV) systems, retain or improve performance, and tailor their properties for niche
applications.

Since the design of new PV materials depends on optimising the response of
materials to light, optical spectroscopy is a critical experimental tool. Of the dif-
ferent spectroscopic tools, transient absorption spectroscopy is ideal for under-
standing the photophysics of solar cells because PV materials always have visible
absorption signatures that evolve over time. Being a pump–probe technique, the
advent of ampli�ed femtosecond laser systems allows femto– to micro– second
timescales to be routinely measured, making it possible to track the evolution of
the excited state species from exciton formation to relaxation or recombination
back to the ground state.

This thesis characterises the photophysics of multiple di�erent bulk–heterojunction
(BHJ) organic photovoltaic (OPV) systems containing di�erent electron accep-
tors. Using transient absorption spectroscopy, we have developed an under-
standing of how changes to the organic materials and morphology a�ect the
photophysics and subsequent solar power conversion e�ciency.



The thesis is separated into four main sections; the �rst, Chapter 2 looks at
improvements made to the experimental setup to allow the characterisation of
organic–photovoltaics over a low excitation power that can provide information
relevant to operating conditions, and in the following three chapters, this im-
proved technique is used to look at the various classes of electron acceptors in
BHJ–OPVs: fullerenes, polymers, and small molecule acceptors (SMA).

Chapter 3 covers fullerene acceptor BHJ–OPVs looking at two di�erent systems.
First, the weight percentage of PC71BM is varied, resulting in changes to the
photophysics consistent with variation in domain size and purity; this interplay
between photophysics and morphology highlights how understanding both is
crucial to optimising BHJ–OPVs. The second looks at changing the functionality
of the fullerene, looking at three common fullerene derivatives PC61BM, PC71BM,
and ICBA. Here, the di�erences are more subtle, showing that while ICBA and
PC61BM blends generate charges promptly, a combination of poor quenching in
the ICBA blend and shorter lifetimes in the PC61BM blend explain the higher
power conversion e�ciency of the PC71BM system.

In Chapter 4, blends with a polymer used as the electron donor and a di�er-
ent polymer used as the electron acceptor are studied. In this chapter, we see
that the photophysics of a system can have little to no correlation to the overall
power conversion e�ciency. The increased �uorination of the polymer electron
acceptor, PNDITPhT, results in no observable changes in the measured photo-
physics, while the power conversion e�ciency (PCE) changes from 3.1 % to 4.3 %
(improves by more than 30 %). Also, in this chapter, the e�ect of the donor poly-
mers (PTB7–Th and PTB7) blended with P(NDI2OD–T2) is investigated; show-
ing a doubling of power conversion e�ciency from 2.1 % to 4.4 %; attributed to
longer–lived and more mobile charges.

Finally, we investigate at small molecule acceptors in Chapter 5. Here, we look
at one of the �rst small–molecule acceptor systems to have better e�ciency than
fullerene:polymer blends developed at this time. By comparing several polymer



acceptors, it is found that for the small–molecule acceptor IDIC, the photophysics
of an e�cient blend are similar to those observed when using a fullerene acceptor.
And, when matching the SMA with low–bandgap polymers, the materials do not
su�er from the triplet loss mechanism present in low–bandgap BHJ–OPVs.

Together, this thesis provides insight into the photophysics of several di�erent
material systems, and improves our understanding of how the power conversion
e�ciency is improved, whether it be by morphology, charge lifetimes, mobility,
or increased absorption. We ultimately �nd that while many of the key pho-
tophysical requirements remain unchanged between fullerene and SMA–based
BHJ–OPVs, the active role that SMAs play in absorbing light and generating pho-
tocurrent provides a new avenue to increase e�ciency, with more work still to be
done in understanding the heterojunction and how it could be tuned to optimise
generation from electron –donor and –acceptor phases.
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Chapter 1

Introduction

Whether it is the automation of repetitive movement via the steam engine, the
forefather to robotics, or massive scale power and transport made possible by fos-
sil fuels’ energy density, energy is a crucial driver of modern society. Global en-
ergy demand is currently around 580 EJ (18 TW on average) and is projected to in-
crease due to the combined e�ects of population growth and economic growth.1,2

A ubiquitous, abundant and accessible source of power is needed to �ll this grow-
ing need.3,4 If one were to look down on the Earth, they would see that days and
nights come and go; here–in lies the universal truth; solar power is everywhere.
The high energy density of fossil fuels have transformed modern societies and
economies. And su�cient reserves, particularly of coal, exist for the continued
use of fossil fuels for centuries. However, our massive dependence on fossil fu-
els; particularly in the past half–century, has revealed an unbearable cost:climate
change.

Fossil fuel combustion releases energy alongside the oxidation of hydrocarbons
to ultimately generate carbon dioxide (CO2). Already naturally present in the at-
mosphere, anthropogenic CO2 emissions have increased CO2 levels from 280ppm
in pre–industrial times, ca. 1850, to 416 ppm at present.5,6 Since CO2 is a green-

1
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house gas that intercepts infrared light radiating from the Earth, elevated CO2
levels and other greenhouse gases in the atmosphere have contributed to the
increased global mean surface temperature, 1.02°C since 1880, with the year–
on–year warming increasing at an accelerating rate.7 Climate change impacts
include sea–level rise, extreme weather events, and signi�cant changes in marine
and terrestrial environments and associated economic activities. The Intergov-
ernmental Panel on Climate Change (IPCC) warns that we must urgently transi-
tion away from a carbon–based economy to keep within an additional tempera-
ture increase of 1.5°C before more catastrophic impacts become inevitable. Thus,
maintaining global economic activity and wellbeing demands carbon–neutral en-
ergy sources be deployed at scale.

While solar irradiation might be higher in some parts of the world, its abun-
dance and ubiquity address two problems; everyone can access it, and there is
more than enough to meet the worlds energy needs.3,8 Solar illumination deliv-
ers 90,000 TW to the Earth’s surface – exceeding current energy use by a factor
of 5000.9–11 Furthermore, solar irradiation is distributed in nature allows equal
access across the globe, and its renewable nature and predictable supply add se-
curity and stability.

1.1 A brief history of photovoltaics

The photovoltaic e�ect was �rst demonstrated in the late 1800s12, and solar pho-
tovoltaic (PV) technologies began to take o� after the development of the silicon
p–n junction solar cell by Bell Labs in 1954.13 In simple terms, light absorbed by
a semiconductor (i.e., silicon) generates charge carriers, which drift and di�use
to electrodes on opposite sides of the semiconductor layer (Figure 1.1). This pho-
tocurrent is also associated with a photovoltage – related to (but always lower
than) the bandgap of the semiconductor – the product of photovoltage and pho-
tocurrent results in electrical power.14,15
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Figure 1.1: Simpli�ed schematic of the photovoltaic process, 1. a photon incident on a solar cell,
2. free charges are generated, 3. the charges migrate to the electrodes, 4. the separated charges
do work.

Silicon PV cells’ e�ciency improved markedly through the 1980s and 1990s,
saturating at around 25 % power conversion e�ciency on the lab scale, with
the e�ciency of commercial modules currently around 20 %.3,8,16,17 Moreover,
more complex (and expensive) multi–junction cells achieve e�ciencies above
40 %.18–21 From a technical perspective, it is clear that we can e�ectively con-
vert sunlight into electricity. Alongside this technical advancement, their cost
has continually fallen through improved manufacturing processes, fueling a dou-
bling of installed PV capacity globally approximately every two years.3,22–24

Following the �rst generation silicon technology, a second–generation that in-
cluded amorphous silicon, copper indium gallium selenide (CIGS), and CdTe
failed to take o� because of the high price of raw materials and the plummet-
ing price of �rst–generation technology3,24,25

The third generation of PV technology is currently being developed; aiming for
a step–change reduction in price, alongside e�ciencies as high, or higher than
existing silicon PV technologies. The third generation PV technology that is
amenable to large–area, low–cost production includes solution–processable or-
ganic, inorganic, and hybrid materials.8,26–30
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To develop low–cost, easily accessible solar power generation, organic solar cells
comprised of molecular or polymeric photoactive components o�er distinct ben-
e�ts over existing silicon PV technologies and other potential third–generation
PV technologies. When comparing solar cell technology in a commercial envi-
ronment, the two key metrics are Levelized Cost of Energy (LCOE) and Energy
Payback Time (EPBT). In both these metrics, organic–based materials show a
clear advantage over competing technologies26,31–36 Secondly, unlike their in-
organic counterparts, organic solar cells do not require highly specialised pro-
cessing and are compatible with simple roll–to–roll printing. The simplicity of
print–based production will reduce the capital barriers for emerging nations and
�nally allow them to bene�t from the printing press, not by free speech but with
endless energy to power their tyrannical regimes.

The future lies in reducing the energy cost to manufacture PV systems, retain or
improve performance, and tailor their properties for niche applications. Here a
combination of semi–transparency, �exibility, or low capital cost manufacturing
gives organics materials an advantage.34,37–42

1.2 Organic Photovoltaics (OPV) Solar Cells

The de�ning component of organic photovoltaic (OPV) is the organic semicon-
ductors, rather than an inorganic material like silicon, as the ’active layer’ that
converts absorbed light energy into photocurrent. Organic semiconductors get
their semiconducting properties from p–conjugated electronic structures, essen-
tially re�ecting an alternating single and double carbon bonds pattern, including
ring motifs and other heteroatoms.43

As they are commonly known today, organic semiconductors were pioneered by
successfully synthesising semi–conductive conjugated polymers with electrical
conductivity in the 1970s.44 Interest in the �eld was renewed with the advent
of a successful p– n– heterojunction photovoltaic cell, fabrication of a thin–�lm
transistor and the demonstration of electroluminescent diodes.45–51
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Since then, thousands of di�erent conducting organic materials have been de-
veloped. The majority contain a high degree of conjugation, giving rise to chro-
mophores that absorb the visible to near–infrared portion of the electromagnetic
(EM) spectrum. Even after polymerisation, these conjugated polymers do not
contain one extended chromophore; instead, several distinct chromophore units
are created by breaks in conjugation due to entropic considerations.52

Combining these e�ects gives an organic molecule that is well–suited for pho-
tovoltaics; it can absorb light across the visible to near–infrared spectrum and
transport charge carriers.

1.2.1 TheDi�erenceBetweenOrganic Photovoltaics and Sil-
icon Solar Cells

The material properties of organic semiconductors bring several signi�cant ad-
vantages to PV applications. First, their high absorption cross–section allows
for very little organic material to be used.8 For organic materials, an active layer
thickness of 200 nm is su�cient to absorb nearly all of the incident light in an
OPV, compared with hundreds of microns in a silicon PV cell (due to silicon be-
ing an indirect bandgap semiconductor).3,53 This intrinsic di�erence signi�cantly
reduces the amount of high purity, energy–intensive material needed.

Second, with organic molecules, it becomes possible to use various synthetic
strategies to tune the energy levels and bandgap, opening up the possibility of
tailoring the absorption and transmission characteristics for niche applications
such as semi–transparent or coloured solar cells.4,34,40,54–57 In addition to their
electronic properties, properties important for manufacturing can also be tuned
by chemical modi�cations.55,58–60

Finally, they can be deposited onto lightweight, �exible substrates at relatively
low temperatures, facilitating low–cost roll–to–roll manufacturing.3,60,61 In ad-
dition, being �exible and lightweight enable new applications, i.e. �exible or
curved panels.
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When considering the combination of material tunability, �exibility, and low
cost, OPV technologies have an untapped potential to enhance our day–to–day
life, both through reduced carbon footprints and lower ecological costs when
integrated into existing infrastructure.

OPVs have two main drawbacks when compared to today’s silicon technolo-
gies. The �rst drawback is that organic materials are prone to degrade, reducing
the period over which they can produce electricity. Although similar problems
have been overcome in related organic light emitting diode (OLED) technolo-
gies, outdoor lifetimes studies suggest OPV cells survive for several years.62 The
degradation of OPVs is linked to the presence of oxygen and moisture, making
encapsulation strategies an important route to improvement.63–66 Although en-
capsulation will address some degradation pathways, several degradation path-
ways exist across a working organic photovoltaic cell; further detail can be found
in these excellent articles.64,67

The second drawback of OPVs relates to their fundamentally di�erent mecha-
nism of photocurrent generation. Whereas light absorption directly creates free
charge carriers in silicon, organic semiconductors have a much lower dielectric
constant (around 4, compared to 12 for silicon)61,68–72, meaning that charge pairs
remain coulombically bound in states called excitons.4,38,73,74 The excitons gener-
ated in organic photovoltaics require additional measures to generate signi�cant
photocurrent, which increase the complexity of the system. The most e�ective
way of overcoming exciton binding in OPVs is to combine two organic semi-
conductor materials; an electron acceptor and an electron donor, whose o�set
electronic energy levels provide the driving force to split excitons.73,75,76

This second drawback should be emphasised; the exciton formed on the absorp-
tion of a photon is tightly bound and needs to be separated into free charge
carriers. A need to separating the exciton into charge carriers, thus extracting
electricity, drives us to understand the photophysics of OPVs; and is the main
focus of this work.
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1.2.2 Early History of OPVs

The �rst organic photovoltaics was created shortly after the discovery of semi-
conducting organic polymers with the �rst low–e�ciency device developed in
1986 with an e�ciency of less than 1 %.45 This device consisted of a heterojunc-
tion between copper phthalocyanine and perylene tetracarboxylic derivative.

A heterojunction is created when there is an interface between an electron–
donating and an electron–accepting material, allowing for the initially gener-
ated exciton migration to the interface and then undergo charge generation at
this interface, as illustrated in Figure 1.2A. The electronic energy o�set between
the lowest unoccupied molecular orbital (LUMO) of the acceptor and the high-
est occupied molecular orbital (HOMO) of the donor are engineered to break the
coulombic binding between electron and hole, Figure 1.2B, as the electron hops
to a lower energy state, while the hole, which prefers higher energy does not
transfer to the acceptor material.73,75,76

The simplest implementation of an organic heterojunction is a bilayer device
architecture comprising layers of donor and acceptor materials. These bilayer
devices appeared soon after the �rst OPV devices; however, their modest e�-
ciencies suggested further fundamental constraints.3,4,31,38,45 An e�ective bilayer
device requires the combined layers to be su�ciently thick to absorb most of
the incident light, but at the same time, the layers need to be su�ciently thin
for photogenerated excitons to di�use to the heterojunction within their life-
time.3 Extensive studies of exciton di�usion in organic semiconductors showed
that their exciton di�usion lengths were usually only 5–10 nm, signi�cantly less
than their 100 nm light absorption lengths.77–82 Thus, in an early organic bilayer
structure, only light absorbed within 10 nm of the heterojunction would produce
photocurrent.

A breakthrough came in 1995, with the introduction of the bulk–heterojunction
(BHJ), a mixture of donor and acceptor components that contains nanoscopic
domains of donor and acceptor.83,84 Figure 1.3 illustrates the domain and mixing
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Figure 1.2: An illustration of the additional steps, when compared to a traditional photovoltaic
needed to extract carriers from a photon in a heterojunction. The additional steps are introduced
between the absorption of photons and charge extraction. A and B both show the additional
steps:1. Exciton generation, 2. Exciton di�usion, 3. Charge generation; A. presents a spatial
overview highlighting the role of di�usion while B includes the energy o�sets of the two mate-
rials showing the relative energies of each materials HOMO and LUMO needed to drive charge
separation.
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Figure 1.3: Representation of the spatial distribution of donor (blue) and acceptor (orange) in
a bulk–heterojunction (BHJ), the two materials donor and acceptor form distinct domains that
allow for charge transport. At the same time, the interfacial area (grey) is increased signi�cantly
compared to a bi–layer, facilitating increased charge generation.

of the two components. As the interfaces (grey highlighted area) are distributed
throughout the bulk material leading to an increase in the interfacial area while
maintaining contiguous donor and acceptor components, allow charge carriers
to be extracted from the respective electrodes. Thus, the BHJ concept permits
�lms of su�cient thickness to absorb most of the incident light while ensur-
ing that charge separating heterojunctions are distributed on length scales short
enough to overcome exciton di�usion lengths.

The work in this thesis will focus on the photophysics of BHJ devices. For a more
detailed discussion on the progress made in across other types of heterojunctions,
the reader is directed towards recent review articles.3,8,31,85

1.3 Bulk Heterojunction Organic Photovoltaics

Organic photovoltaic (OPV) research has garnered considerable interest in re-
cent years, driven by the promise of low cost, large area photovoltaic panels; a
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signi�cant portion of that research has focused on the BHJ–OPV, as it has shown
the highest e�ciencies.3,41,86,87

1.3.1 Progress in Power Conversion E�ciency

The earliest report of BHJs was a simultaneous pair of papers, one about a polymer–
polymer blend and the other a polymer–fullerene blend.83,84 Of these, the polymer–
fullerene blend had the highest power conversion e�ciency (PCE), ~2.9 %, lead-
ing to the rapid development of other polymer–fullerene BHJ blends.

A signi�cant era of development came with the introduction of regioregular
P3HT as a donor component in 2003, with an as–cast P3HT:fullerene blend had
an e�ciency of >1 % improving to 5 % when applying �lm processing methods
(solvent, thermal treatment).88,89 New synthetic strategies enabled the regular
orientation of sidechains in P3HT, which render the material semicrystalline.
Crystallinity results in good charge transport properties and nanoscale phase
separation between the polymer and fullerenes.31,90,91 The widespread availabil-
ity of high–quality P3HT and fullerene stimulated substantial e�orts to charac-
terise OPV cells’ structure and mechanism, including spectroscopic studies and
insights into the morphology (the mesoscopic (10–1000 nm) ordering of donor
and acceptor phases) and how to control it.31,92,93,93–96 In particular, the use
of low–boiling point solvent additives to tune phase separation morphology is
now common practice, following its successful development in P3HT:fullerene
blends.31,97–101

Inspite of the progress made in optimising P3HT:fullerene blends, the e�ciency
is limited because a) the large donor–acceptor energy level o�sets result in too
much voltage loss, and b) Neither material absorbs signi�cantly beyond 650 nm,
losing a large part of the solar spectrum.102

This lead to the development and optimisation of new donor and acceptors mate-
rials, focusing on extending the absorption band into the near–IR and decreasing
the di�erence HOMO–LUMO o�set between the donor and acceptor. The main
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drivers of progress in PCE were pushing the absorption band into the near–IR
with a series of lower bandgap donor polymers and an increased understanding
of how the morphology a�ects the photophysics (see Chapter 3 for a study of
morphology and photophysics in fullerene system.).31,41,92,93,93–96,99,103–105

A signi�cant e�ort has been made into �nding electron acceptors to replace
fullerenes with materials derived from Diketopyrrolopyrrole, Fluoranthene–fused
imide and various polymers (see Chapter 4 for polymer acceptor), to name a
few.55,106–109 The bene�ts of larger chemicals tunability and much higher extinc-
tion coe�cients than fullerenes would allow the absorption band to be expanded;
the additional chemical tunability could be used to control morphology or in�u-
ence stability and large scale manufacturing. This e�ort expanded the repertoire
of materials available but did not lead to record–breaking PCE until 2018.110

With the fundamental limits of fullerene BHJ–OPVs being approached (12 %)
there was a need for new electron–accepting material to replace fullerenes.102,111

This replacement was ITIC, �rst published in in 2015 with a PCE of 6.31 % it was
to herald in a new class of materials to replace fullerenes as the electron accep-
tor of choice, rapid rice of PCE from 6 % to > 13 % cemented its place as the new
standard electron acceptors.107,109,112,113 These non–fullerene small molecule ac-
ceptors (NF–SMA) enhance e�ciency by increasing the absorption while having
similar charge generation and separation characteristics to fullerenes, a detailed
analysis of one of the record–breaking NF–SMA BHJ–OPV is presented in Chap-
ters 5.

1.3.2 Figures of Merit

In order to assess the performance of a BHJ–OPV, the following measurements
are typically performed under standardised conditions that simulated solar ir-
radiation; short–circuit current (Jsc), open–circuit voltage (Voc), �ll factor (FF),
power conversion e�ciency (PCE), and external quantum e�ciency (EQE).3,31,38

These measurements are critical in understanding how well a device performs as
a solar cell and how e�ective the electrical extraction of charge carriers occurs.
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In general, the �gures of merit provided insights that are complementary to the
methods used to determine the photophysics discussed later (Section 1.4). These
�gures of merit give insight for commercial performance and device structure
optimisation/issues, but they mask many of the critical photophysical factors,
including identifying bottlenecks in the exciton to charge process.31

As these �gures of merit are critical to understanding the performance of a BHJ–
OPV, they are summarised below and discussed in more detail elsewhere in the
literature.27,114–121

Figure 1.4 presents a typical current vs. voltage (J–V) measurement for a BHJ–
OPV; the J–V curve is in red. From the J–V curve, it is possible to calculate
short–circuit current (Jsc), open–circuit voltage (Voc), and �ll factor (FF). Jsc is
the total current achieved under short–circuit conditions (i.e., zero output volt-
age); therefore, no work can be extracted. Nevertheless, Jsc gives insight into
the total amount of photogenerated charge and can be extracted under drift
dominated conditions. The measured Jsc depends on the amount of light ab-
sorbed, free charge generation, charge transport, and charge extraction at the
electrodes.27,115,117,118

Voc is the voltage obtained under the open–circuit condition; when there is no
net current �ow. Voc is the bias required to oppose the photogenerated current
following through the BHJ–OPV.3,31,38 The Voc will always be less than the en-
ergy gap and re�ect the energy di�erence between the valence band (HOMO) of
the donor and the acceptor’s conduction band (LUMO).27,116,119,122

The �ll–factor (FF) compares the fraction of power obtain under maximum power
conditions (Figure 1.4, yellow box) to that obtained if it was possible to operate
under ideal conditions; short–circuit current (Jsc) maintained at an open–circuit
voltage (Voc); Figure 1.4 green dashed lines.3,31,38 Non–ideality, i.e. a FF < 1, is
typically observed in BHJ–OPVs. Higher FF indicating the BHJ–OPV is behaving
closer to an ideal photovoltaic device; practically, this non–ideality re�ects the
bias required to extract photocarriers faster than they can recombine.3 There
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Figure 1.4: A synthetic J–V curve is illustrated in red with the axis of voltage and current density.
The key points of information in understanding solar cell performance are noted. Jsc is the short–
circuit current, Voc is open–circuit voltage, JMP is current under maximum power conditions,
and conversely VMP is the voltage under these conditions. The green dashed line presents the
expected J–V behaviour if the �ll–factor was ideal, while the yellow box illustrates the maximum
�ll–factor achievable with the measured (red) J–V characteristics.
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are a large number of factors that could contribute to this recombination, in-
cluding but not limited to; charge mobility, percolation pathways, and bu�er
layers.3,120,121,123,124 Hence understanding the cause of low FF is more complex
than lower Jsc and Voc.

External quantum e�ciency (EQE) is the ratio of electrons out vs incident pho-
tons and can be spectrally resolved (sometimes referred to as incident photon to
current e�ciency, IPCE) to give EQE vs excitation wavelength information.3,31,38

The EQE does not include the voltage (and therefore power); losses due to single–
junction solar cells operating at a single voltage Voc and therefore losing the en-
ergy di�erence between Voc and that of the absorbed photons. An EQE spectrum
allows one to assess what fraction of incident photons at a particular wavelength
produce photocurrent and the extent to which photocurrent is produced by ex-
citation of the donor or acceptor.

Finally, Power conversion e�ciency (PCE) is the ratio of output power to the in-
cident solar power, typically measured under AM1.5 conditions.3,31,38 The PCE
of a cell is the single most important metric for the commercial potential when
considering BHJ–OPVs designed to replace traditional OPVs; it is typically pre-
sented as a headline number and a good way to compare progress in the �eld.

1.3.3 The basics of a BHJ–OPV solar cell

A brief overview of the whole BHJ–OPV from photophysics, through morphol-
ogy and onto device structure is presented in this section, it is to provide the
context of how a bulk–heterojunction solar cell functions and the roll each dis-
tinct component has. The key component for this work is the active layer (Sec-
tion 1.3.3) which contains the photoactive materials, the electron donor and elec-
tron acceptor; and is thus where the photophysics investigated in this these oc-
curs. The remaining details in this section is for context and only covers each as-
pect brie�y; for more details there are a number of good articles available which
cover the functioning of a BHJ–OPV in considerable detail.3,8,38,41,99
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Photophysics

For an organic solar cell to function, it must; absorb light and then generate
free charge carriers, i.e. electrical current. How photons are converted into free
charge carriers encompasses the photophysics of BHJ–OPVs and is the main area
of focus of this thesis. A detailed description of the photophysics is presented in
Section 1.4, while the detail presented below sets the context to discuss the other
aspects of a BHJ–OPV solar cell.

There are �ve key steps in generating free charges: absorption, exciton migra-
tion, electron donation, charge separation, carrier migration; An overview of
these steps is illustrated in Figure 1.5.

• First, absorption of a photon to generate an electronically excited state of
a coulombically bound electron–hole pair (exciton);

• Second, exciton migration to a heterojunction (donor–acceptor) interface
(black arrow);

• Third, electron donation results in a bound charge transfer (CT) state whereby
the exciton still maintains coulombic binding energy

• Fourth, this CT state forms a charge–separated states through migration
of charges away from the interface (pink).

• Fifth, free charges are then collected by electrodes on either side of the
active organic semiconductor layer (grey arrows).

Device Structure

A BHJ–OPV device comprises several layers, as depicted in Figure 1.6. The light–
absorbing active layer is where the photophysics occurs; containing the donor–
acceptor blend that converts photoexcitations into photocurrent and is the focus
of this work. The active layer is sandwiched between selective hole, and some-
times electron, transport layers to ensure net current �ow is in one direction. The
anode and cathode are situated outside on either side of the charge transport lay-
ers, while other essential layers are a substrate (on the bottom) and encapsulation
(on the top).3,31,61
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Figure 1.5: This �gure illustrates the steps needed to generate electricity in a bulk–
heterojunction solar cell. The steps are numbered in the order they occur. 1. Photons are absorbed
and generate an exciton, 2. the exciton migrates to the interface, 3. A charge transfer (CT) state,
bound, is formed at the interface, 4. separation of the CT state into free charges, 5. migration of
free charges to the electrodes.

Figure 1.6: The two devices structures dominating BHJ–OPV literature, each illustrating the
layers needed to make a functioning BHJ–OPV. A. is the standard device structure with the holes
extracted on the same side as the light enters (ITO, glass substrate), while B. is the inverted device
structure with electrons extracted on the ITO side.
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At least one of the electrodes must be transparent to allow light to reach the
active layer. Two di�erent device architectures are popular in the �eld. The
standard device architecture is depicted in Figure 1.6A, in which the anode, with
a high work function for hole collection, is situated on the cell’s transparent
side and a low work function metal plays the role of the cathode (for electron
collection). In practice, this means that a transparent conductor like indium tin
oxide is deposited directly on the substrate before depositing the active layer,
and aluminium is used as the cathode as it does not need to be transparent.3,31,61

The alternative arrangement shown in Figure 1.6B is the inverted structure, in
which the low work function cathode is �rst deposited on the substrate, and
therefore must be a transparent conductor like molybdenum oxide, while the
(non–transparent) higher work function anode is deposited on top of the active
layer.3,31,61

The inverted device architecture has become the more popular orientation as it
has shown higher stability by allowing the cathode to be replaced with a less
air–sensitive material.64,125

Active Layer

A BHJ–OPV device contains many layers, but the light–absorbing layer contain-
ing the donor–acceptor blend that converts photoexcitations into photocurrent
is deemed the "active layer" and forms the part of the BHJ–OPV that is isolated
and studied in this thesis. The overall optimisation of BHJ–OPV active requires
several key metrics that a�ect the overall PCE in the active layer. The three key
factors are; absorption, the donor and acceptor’s relative energy level, and mor-
phology.3,27,41,87,126–129

There are several techniques used to optimise active layers, ranging from solvent
systems to chemical modi�cation. A detailed description of the underlying prin-
ciples and scope of optimisation techniques available to modify the active layer
are discussed in detail in various articles.27,87,130–135 As each chapter summarises
the chemical and structural modi�cation important to that particular material
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system and the scope of the �eld is broad, the subsequent section will brie�y
summarise the factors important to the active layer.

The more photons absorbed, the higher the current. For OPV, the amount of
light absorbed is related to the layer thickness and overlap with the solar spec-
trum.3,27 Increasing the thickness reduces charge extraction.27,31 A balance is
typically struck, making the device as thick as possible while still achieving high
charge extraction. It should be noted that at thicknesses employed in OPV, the
absorbance is typically greater than 2, so a 10 % increase in thickness would in-
crease the amount of light absorbed by 0.5 % while increasing the mean path to
the electrodes by >10 %, as charges are not expected to travel in a straight line to
the electrodes.

The bandgap of a conductive polymer determines the lowest energy photon
that can be absorbed, with all lower energy photons being transmitted. The
bandgap also de�nes how much energy can be extracted from any absorbed
photons, energy above the bandgap will be lost to thermalisation as the exci-
ton relaxes to the band edge. The optimal trade–o� between transmitting pho-
tons below the bandgap and the partial loss of energy to thermalisation gives
rise to the Shockley–Queisser relationship, which gives the ideal bandgap at
946 nm (1.31 eV), and an e�ciency of 32 %.21,103 The ideal energy level for the
donor and acceptor depends on two factors, the need to separate charges, i.e.
the donor–acceptor energy level o�set and the requirement to absorb at the
Shockley–Queisser limit to maximise PCE.

Figure 1.7 represents the relative HOMO and LUMO levels of the electron accep-
tor (blue) and electron donor (orange). The bandgap of each component (purple
arrows, Bg) and the energy gap (green arrows, Eg) between the HOMO–HOMO
(Eg1) and LUMO–LUMO (Eg2) are highlighted. The strategies used to optimise
energy levels are shown in Figure 1.7B and 1.7C. (compared with 1.7A); in both
cases, a similar strategy can be applied to the donor HOMO or LUMO but for
simplicity on the acceptor shown. In both cases, the trade–o� made is a reduc-



1.3. BULK HETEROJUNCTION ORGANIC PHOTOVOLTAICS 19

Figure 1.7: An illustration depecting the relative energy–levels of the electron donor (blue) and
acceptor (orange) employed in a BHJ–OPV. A. should be taken as the standard depiction so that B.
and C. illustrate typical changes made to improve performance. Eg1 and Eg2 are the energy gaps
between the LUMO–LUMO and HOMO–HOMO respectively, while BGdonor and BGacceptor are
the bandgaps of each material. B. shows how both the acceptor HOMO and LUMO can be shifted
up to increase open–circuit voltage (the di�erence between LUMOdonor and HOMOacceptor ).
C. shows the e�ect that decreasing the acceptor’s bandgap, thus shifting the absorption band,
has on the relative energy levels.

tion in driving force which typically helps charge separation. The relative levels
of the acceptor can be adjusted (Figure 1.7B); this increases open–circuit voltage
as the di�erence between LUMOacceptor andHOMOdonor is larger. Figure 1.7C
shows the level of the HOMO being raised (for the donor, it would be lowered; for
the LUMO, the donor would be lowered and the acceptor raised), which has the
e�ect of lowering the bandgap (Bgacceptor ) shifting and (hopefully) broadening
the absorption of the active layer.

The Shockley–Queisser limit sets the ideal bandgap for the lower bandgap part-
ner, either acceptor or donor. At the same time, the need to reduce voltage
losses means minimising the di�erence in LUMO between the donor and ac-
ceptor.116,119 The need to lower the LUMO to reduce voltage loss and increase
open–circuit voltage is balanced against an energy o�set that is thought to pro-
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vide a driving force to separate the exciton into free charges energy, i.e. the larger
the o�set, the greater the trade–o� against open–circuit voltage.73,75,76 However,
the need for this driving force has been questioned recently.136–138

An additional consideration that is of particular concern when using low–bandgap
polymers (necessary to reach the Shockley–Queisser limit in OPVs ) is the level of
the triplet state when compared to the charge–transfer state. If the triplet state
is easily accessible, it becomes a decay pathway that can signi�cantly impact
performance.139–141

The morphology of an OPV refers to the donor and acceptor’s mixing behaviour
on a nanoscopic to mesoscopic length scale. The two materials can form sepa-
rate domains of various sizes, be intermixed, or contain a mixture of pure do-
mains of donor and/or acceptor with some intermixed donor and acceptor re-
gions. The domain size and domain purity are commonly used to describe the
morphology; domain size refers to the average size of each donor and acceptor
domain.31,87,142,143 While domain purity indicates how much mixing of the other
phase typically occurs within a domain, one phase can be relatively pure, while
the other has low purity.31,87,142,143

The optimum domain size is small enough for the donor and acceptor molecules
to be within the exciton di�usion distance of an interface but large enough to
allow the formation of a percolation pathway for generated charges to reach
the electrode.31,73 Furthermore, the mixture of crystalline and mixed phases has
importance as the need for a 3–phase morphology to drive charge generation
and separation.92,95,130,144–149

As the interplay between morphology and photophysics is the topic of this work,
further discussion of the morphology and the interplay with photophysics is left
until Section 1.4.3.
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1.4 The Photophysics of BHJ–OPV Solar Cells

This thesis focuses on the conversion of light to photocurrent in the active layer
as a function of donor and acceptor constituents and the morphology of the
BHJ. In this section, the photophysical process from absorbed light to separated
charges is broken down into discrete steps, with the current (circa 2018) under-
standing of the photophysics and the in�uence of morphology discussed.

1.4.1 The pathway from photon to free charge carrier

The conventional description of charge generation in an OPV contains �ve pro-
cesses, are illustrated previously Figure 1.5. This sequence of events leads to the
extraction charges, with each stage competing with loss mechanism. Each stage
will be discussed in further details in the following paragraphs.

1. Absorption of a photon to generate an electronically excited state of a
coulombically bound electron–hole pair (exciton);

2. Exciton migration to a heterojunction (donor–acceptor) interface (black
arrow);

3. Electron donation results in a bound charge transfer (CT) state whereby
the exciton still maintains coulombic binding energy

4. Formation of charge–separated states through migration of charges away
from the interface (pink).T

5. Free charges are collected by electrodes on either side of the organic semi-
conductor layer (grey arrows).

The �rst step of the photophysical process is absorption. Here, with organic
polymers, absorption refers to a chromophore’s photoexcitation resulting in a
bound electronic excited state, an exciton. This exciton can be delocalised across
closely coupled sites and therefore located on several chromophoric units.150,151

After photo–excitation, the newly formed exciton will begin to di�use; this is
broken into two parts; a rapid Förster–type phase and a slower iso–energetic
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Figure 1.8: An illustration of the energy vs time (A) and spatial (B) dependence of an exciton
after photoexcitation. The Förster–type energy transfer (A. yellow arrow) occurs quickly with a
large loss of energy and leads to large exciton mobility (B. yellow circle and arrow). Following
the Förster–type energy transfer, an iso–energetic process occurs; minimal energy is lost and
happens within the system’s thermal energy, kT (A, pink arrow). The slower iso–energetic step
leading to reduced distance travelled (B, pink circle and arrow).

phase. Figure 1.8 illustrates the two phases, in respect to energy of the exci-
ton vs time (Figure 1.8 A) and with respect to how mobile the exciton is in each
phase (Figure 1.8 B). The �rst rapid energetically downhill segment (Yellow) can
be explained by a variation in the number of monomers in each chromophoric
unit, where longer chromophores have a red–shifted absorption. The rapid en-
ergy transfer will occur between chromophores that have o�set energy levels
with the exciton being funnelled to the lower energy sites; a rapid process due
to the large coupling and small distance between chromophores.151–155 Once the
exciton has reached the lowest energy chromophore, an iso–energetic process
(pink), dependent on thermal �uctuations and therefore is a slower process, al-
lows the exciton energy to be transferred between sites of similar energy.152–156

Exciton di�usion lengths of π–conjugated polymers are typically on the order of
5–10 nm, which molecular non–fullerene acceptors have been recently shown to
have substantially higher exciton di�usion lengths approaching 50 nm153,154,157
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The coulombic binding energy of excitons, 200–800 meV in BHJ–OPVs, needs
to be overcome before generating free charges.150,158,159 The coulombic binding
energy is larger than the thermal energy provided by room temperature (~25
meV), so a heterojunction, consisting of electron–donor and electron–acceptor,
is needed to provide the required driving force for charge separation. Charge sep-
aration is thought to occur in a two–step process. Initially, the electron is trans-
ferred from the excited donor to the acceptor’s lowest unoccupied molecular or-
bital (LUMO). If the acceptor material has the lower bandgap and/or absorbs light
e�ectively, as in non–fullerene acceptor materials, the charge transfer may pro-
ceed as hole transfer from the highest occupied molecular orbital (HOMO) of the
acceptor to the donor. In either case, charge transfer is energetically favourable
when the o�set between donor and acceptor LUMO energy levels (for electron
transfer) or HOMO levels (for hole transfer) is larger than coulombic binding in
the exciton (EBexc), resulting in a charge–transfer state (CT) that is a hole and
electron separated across the donor–acceptor interface. The separation between
the hole and electron is on the molecular scale, so there remains a signi�cant
coulombic attraction between the pair of charges (EBCT ).27,61,160

Once the CT state has been formed, the Onsager–Braun model can describe
charge separation.27,61,73 The Onsager–Braun model considers excess energy,
coulombic attraction, temperature, and a lifetime to determine if the initial CT
state goes on to form free charges or if it recombines at the interface. Figure 1.9
illustrates principles behind the Onsager–Braun model, the excitation is bound
and the interface, but it has a chance to escape as it must thermalise (a) due to the
excess energy caused by the donor and acceptor LUMO–LUMO o�set. During
this thermalisation process, if it can reach a distance (a2) outside of the capture
radius (rc), then it no longer feels its charge partner and can escape, but if it can-
non (a1), the charges will move towards each other and recombine. The capture
radius (rc) is dependent on the dielectric constant of the blend, as this is what
screens the charges from each other.
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Figure 1.9: The Onsager model is depicted in this �gure. The interface region where the charge
transfer state (CT) is presented as a grey region; from here, the electron and hole must both be
outside of the capture radius (rc) for coulombic attraction to become negligible making them
free charges, i.e. in a charge–separated state. The movement arrows (black above the carriers)
illustrate that the carriers are free of each other’s in�uence when they point away from each
other. The thermalisation radius (a1, a2) illustrates the distance each charge carrier travel as
they thermalise. Depending on the amount of excess energy, the thermalisation distance could
be larger (a2) or smaller (a1).
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The Onsager–Braun theory of charge generation has several inconsistencies when
applied to BHJ–OPVs that are highlighted by recent results; the higher than the
practical yield of charges on less than 100 fs timescales, and the lack of excess en-
ergy required to generate free charges.136 The need for excess energy has been
disputed by Vandewal et al. (2013), presenting internal quantum e�ciency (IQE)
measurements showing that IQE is independent of excitation energy when di-
rectly exciting CT states.136 The lack of excess energy is compatible with the de-
localisation across the fullerene polymer means there is no need to drive charge
separation as the coulombic attraction is below room temperature activation. Re-
cent analysis, considering disorder and movement in 2– and 3– dimensions, has
shown that energetic barriers can be suppressed or completely removed when
forming free energy rather than columb potential.161 Furthermore, entropic ef-
fects favour charge separation, o�setting the Coulomb potential to even account
for spontaneous charge separation.

Once a photon is absorbed and successfully split into two independent particles,
an electron and a hole, one last process occurs in the active layer; charge trans-
port. For this process to be successful, the independent charges must reach an
electrode before recombining. The intrinsic charge transport properties of the
materials used as the donor and acceptor are important, along with the method
used to cast the �lm and create percolation pathways.146,162–165 During charge
transport, the morphology is important as percolation path lengths relate to the
distance an electron and hole must travel to reach an electrode. As the morphol-
ogy of the material systems studied herein has changed, this �nal step of charge
transport must be considered when comparing PCE.

The timescales of photophysical processes

The various steps in the photogeneration of charge carriers happen over timescale
ranging from 100’s of femtoseconds to microseconds.8,27,96,166 To fully measure
the photophysics, it is necessary to measure this time range and uniquely iden-
tify the di�erent species generated after photoexcitation; singlet and triplet ex-
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citons and charges. These dual requirements are met by transient absorption
spectroscopy; details of this technique are discussed in Chapter 2.

In brief, it can measure from timescales of femtoseconds to microseconds, and
the broad spectral window allows the various species to be disentangled and the
lifetimes of each species tracked independently. Further to this, the nature of
absorption allows non–emissive species to be measured, i.e. triplet, and charge
states. These requirements form the crux of this work, with the implementation
of a transient absorption spectrometer that can record lifetimes and spectra over
the required range to study OPV’s presented in Chapter 2, and the subsequent
chapters highlight insights into all of these processes in many di�erent polymer
systems, including blends with fullerenes, polymers or SMAs.

1.4.2 Loss Pathways

Optimising an OPV’s active layer requires considering how the functional steps
described above are a�ected by changing the material compositions:light absorp-
tion, charge generation, charge separation, and charge transport. Understanding
how these steps relate to the active layer’s material composition and morphology
is the basis of this work. The desired pathways (black) and competing loss path-
ways (purple) are shown in Figure 1.10. The loss pathways are; non–radiative
and radiative recombination of the exciton (1.) and charge transfer states (2.) and
then non–geminate recombination as the electron and hole as they make their
way to the electrodes (3.).

The �rst step is for the generated excitons to migrate to the interface; the likeli-
hood of the exciton reaching the interface depends on intrinsic exciton lifetime,
the exciton di�usion coe�cient, and the domain sizes. The lifetimes of the ini-
tially prepared excited state can be measured in a neat �lm of the donor or accep-
tor, setting the baseline for the competing processes, i.e. radiative (photolumi-
nescence) and non–radiative recombination. Once the same species is identi�ed
in the blend, the new lifetimes can be used to estimate the yield (φCT , Equa-
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Figure 1.10: The various loss mechanisms (purple arrows) are depicted completing against the
desired process (black arrows). 1. Exciton di�usion to the interface competes with radiative and
non–radiative decay. 2. Charge separation of the charge transfer state formed at the interface
competes with non–radiative decay pathways (geminate recombination). 3. Each charge carrier
must reach an electrode before bumping into an interface with the opposite charge carrier present
(non–geminate or bimolecular recombination).

tion 1.1) giving a reliable measure of the CT or exciton quenching induced in the
blend.

Equation 1.1 is the relationship between the measured rates (k) or lifetimes (t) and
the yield of CT states (φCT ), assuming quenching is primarily by the formation
of CT states.

φCT =
kblend

kblend + kneat

= τblend

(
1

τblend
− 1
τneat

) (1.1)

Once at the interface, a charge transfer state can be formed that will still need
to separate, leading to free charges. Transient absorption spectroscopy has been
used to identify the initially formed excitons and the charges generated after-
wards, giving the two critical species in OPV.92,96,166–170
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Once the charge states have been generated, they can recombine by non–geminate
or geminate recombination; both are loss pathways. Non–geminate recombina-
tion is from two free carriers and so occurs from charge–separated states. Gem-
inate recombination typically occurs from the initially formed charge transfer
(CT) state at the donor and acceptor materials interface. However, it should
be noted that treatment of non–geminate recombination in BHJ–OPVs consid-
ered the equilibrium between CT states and charge–separated states; as such, the
characteristics of geminate recombination can in�uence non–geminate recom-
bination.

As discussed previously, the interaction of the bound CT state can be represented
by the Onsager model of charge separation (Equation 1.2). Each formed CT state
has a probability, P (CS), of dissociating into free charges is dependent on the
electron and hole separation distance (rc), excess energy, dielectric constants
(ε0εr ). In the Onsager model, the excess energy is encapsulated by the concept
of "hot" electrons and holes that are produced above the band edge and reach
distance (a) apart as they thermalise. Equation 1.2 also considers thermal energy
(kBT ) and electric �eld (E).

P (CS) = exp
(−rc
a

)(
1+

erc
2kbT

E

)
rc =

e2

4πεrε0kBT

(1.2)

While other treatments of the charge transfer state exist, and the observations in
BHJ–OPVs are inconsistent with the model, the general need to overcome exciton
binding energy is consistent.61 Once the exciton has reached the interface, the
key loss mechanism is the tight binding of charge–transfer states preventing the
formation of independent, free electrons and holes.

How e�ectively free charges are generated is one of the key areas to understand
the relationship between photophysics and the performance of BHJ–OPV. The
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determination of free charge yield is still hard to determine and, in most cases,
is alluded to only by eliminating other factors that could in�uence performance.
Even though the spectroscopic distinction between CT versus charge–separated
states is a challenge for transient absorption spectroscopy; Gallaher et al. found
shifts in transient absorption spectral shapes that are suggested to coincide with
charges moving away from interfaces.92 However, a lack of spectral shift in of
itself is not evidence of a low performance devices as there are many examples
of high performance devices without spectral shifts being noted.In any case, one
can safely assume that if the device is e�cient, charges must be extracted, so the
ability to detect polarons must represent the dynamics of this mixed population,
whether it is mostly CT states or free charges.

Once the charges are separated, they must travel to an electrode to be useful; on
this journey, they can contact other carriers and undergo non–geminate recom-
bination, sometimes referred to as bimolecular recombination. In BHJ–OPVs,
the probability for recombination depends on the carriers �nding each other;
therefore, the relative mobility and concentration are important.27,171,172 Hence,
a Langevin type equation can be used to describe the non–geminate recombina-
tion of charge carriers in BHJ–OPVs. Equation 1.3, is the basic Langevin model
for charge recombination; γ the recombination rate constant, which is dependent
on the relative mobility of the electron and hole (µ) and the dielectric constant
of the medium (ε0εr ).171,173 While Equation 1.3 is the basis for the treatment of
non–geminate recombination, signi�cant additional factors have been included
in additional work, these include but are not limited to spatial �uctuations in
energy o�sets and variations in carrier speed, details of additional factors added
to the Langevin equation can be found in this excellent review of bimolecular
recombination in BHJ–OPVs.171

γ =
e

ε0εr
µ (1.3)
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While this model provides a fundamental basis for interactions of separated charge
carriers, in BHJ–OPVs, signi�cant deviations are observed.168,174–177 These devi-
ations from ideal Langevin behaviour necessitating the introduction of a reduced
Langevin factor.174,178 The origin of these deviations are discussed across the lit-
erature, and in essence, relate to the equilibrium between the various charge
species (charge transfer, charge–separated, singlet and triplet) and interface dis-
order.91,163,168,174,178,179

These recombination processes compete with percolation to the electrodes, with
the competing pathway a combination of percolation pathlength and charge mo-
bility. Measurements of the non–geminate recombination and the intensity de-
pendence can give insight into mobility and the degree of non–geminate recom-
bination. Here the identi�cation of the charge species is essential, as the above
details are purely dependent on the lifetimes of the charge species returning to
the grounds state either via geminate (excitation intensity independent) or non–
geminate (bimolecular, intensity–dependent recombination).

It has been suggested that a possible decay pathway for free charges in OPV
materials is via charges–charge annihilation forming triplets. If the triplet state is
energetically obtainable, it can be generated when two uncorrelated spin charges
recombine. While statistically the triplet state is favoured, in a complex system
where many states are interacting, it is important to consider the rates generating
and competing with the triplet and the ability of the triplets to reform charge
carriers. When the triplet formation is allowed to reach equilibrium the statistical
outcome will not be the de�ning condition, and the system will evolve based on
the accessibility of each of the states.139,141,180,181 The signature of the polymer
triplet state is similar to that of charge–transfer states in PBDTTT–C (Figure
1.11).181 This discovery of a triplet signature overlapping with what was once
unambiguously a hole polaron (CT state signature) and the typical microsecond
lifetime of both species means additional experiments must be conducted to rule
out the possibility of triplets.
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Figure 1.11: This �gure is one presented by Gehrig et. al.181 There are two panels illustrating the
identi�cation of a charge and a triplet species observed in PBDTTT–C polymer using transient
absorption spectroscopy. A. shows transient absorption spectra taken at various decay times.
B. is an analysis of the spectra that represent them as two components, black and red, with the
black spectra matching the independently measured triplet spectrum (blue).

1.4.3 Interplay Between Morphology and Photophysics

Having established the key photophysics steps in a BHJ–OPV, we now consider
how the blend morphology can in�uence these steps. It should be noted that the
work presented below is to provide context for this thesis.

The aggregation and crystallisation of polymers have a large e�ect on the absorp-
tion spectrum compared to the solution spectra of the same polymer, with ag-
gregation typically red–shifting and broadening absorption peaks.95,182,183 Along
these lines, the degree of aggregation in thin �lms can also lead to measurable
changes in absorption.92,95,184,185 While it is true that aggregated polymers can
be a�ected by the degree of aggregation in �lms, the changes in morphology
studied in this work do not lead to a large change in absorption.

The role of morphology, how it in�uences exciton di�usion and/or delocalisa-
tion, and subsequent charge generation is hotly debated. It is argued that the
large charge yield formed within tens of femtoseconds after photoexcitation is
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the result of mostly delocalised initial excitons. The need for the delocalisation
of excitons arises because, within 100 fs, there is clear evidence of the formation
of CT states.186–191 As if we consider the accepted exciton di�usion coe�cients,
an exciton can only di�use 0.1–0.2 nm in 100 fs; more time is required before the
majority of excitons reach an interface, typically 5 nm from the exciton.79,192,193

To investigate the role of initial exciton delocalisation, Chen et al. (2013) mea-
sured the quenching of photoluminescence using ultrafast time–resolved photo-
luminescence (PL).157 A Perrin–type model is used to estimate the area of the
initial exciton. The initial exciton–exciton quenching is measured as a function
of exciton density (Figure 1.12), and �t to A Perrin–type model to give an exciton
volume of 17 nm3, larger than the interchain distance in OPVs. The large distance
and high rate of mobility are used to explain the temperature independence of
charge generation. Further, the broadband PL data shows a faster decrease in the
higher energy end of PL, consistent with relaxation to lower energy conforma-
tions within the polymer bulk. The relaxation on early timescales supports the
presence of higher energy delocalised excitons. Further supporting the role of
fullerene domain size and early time delocalisation, Friend et al. (2014) used an
electro–absorption (EA), which arises due to the Stark e�ect.194 A separation of
at least 4 nm is achieved within 40 fs; this is shown using electro–absorption acts
as a distance probe due to the electronic �eld between separated charges being
distance–dependent.

The domains of 4 nm to 5 nm are consistent with previous work to determine the
optimum OPV fullerene domain size of 10’s nm in length.31,73 The dynamics of
charge generation being separated into a prompt component occurs in less than
100 fs as the initial exciton delocalised or is formed next to phase boundaries, and
then a slower phase is generated from exciton migration the interface.96

The role of delocalisation for charge transfer was further supported by Friend
et al. (2012), where the authors measured the e�ect of an additional sub–bandgap
excitation.187 The sub–bandgap excitation was shown to re–excite bound/lower
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Figure 1.12: This �gure is one presented by Chen et. al.157 A graph of excitation density vs nor-
malised photoluminescence intensity (PL) the photoluminescence is taken over a 200 fs interval
that corresponds to the excitation time–frame. The PL is normalised to the PL intensity expected
at the given excitation density if there was no quenching. The relationship can then be used to
estimate the volume of the initial exciton (V0).

energy CT states into more delocalised CT states. The results show the re–
excited CT states added to photocurrent generation in a working OPV device.
To study the in�uence of fullerene domain size on charge separation and exciton
delocalisation, Ratner et al. (2014) performed computational studies.195 Figure
1.13 shows the e�ect on the density of states of increasing the fullerene clus-
ter size. As the cluster increases in size, the energy becomes larger (red arrow)
and overlaps better with the polymer energy level. The alignment of energy lev-
els allows delocalisation across the polymer–fullerene heterojunction, leading to
lower coulombic binding of the CT state. The density of states of the fullerene
and the alignment with the polymers exciton energy was linked to fullerene
domain size supporting previous claims of fullerene crystallinity dependence.
These results also justify the electric �eld and temperature independence of the
charge separations.

In addressing the e�ect of morphology on charge separation, Gallaher et al. (2015)
uses a series of polymers with varying backbone curvature to control the degree
of intermixing of polymer:fullerene components.92 This research employed sig-
natures obtained in transient absorption spectroscopy to identify charges species
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Figure 1.13: This �gure is one presented by Savoie et. al.195 The density of states (DOS) calcu-
lated for fullerene clusters of varying, including a point charge size, is shown in A. The fullerene
clusters’ geometries are shown in B., with the location of the point charge shown as a green
cross.

present in the ordered and disordered domains. Figure 1.14 shows the time de-
pendence of the peak position of the signature attributed to CT. In a 3–phase
system where the charges can move from intermixed to pure phases, there was a
shift in the CT state signature. In identifying the change in CT signature, it was
possible to track charges carriers in varying degrees of domain mixing, demon-
strating that a three–phase morphology leads to e�cient charge separation. It
was also observed that a lack of an intermixed phase hindered the overall charge
yield. This work shows the value of structural probes and the insight that can
be gained by isolating the structural environment of charge formation and that
which it �nally decays in. It was concluded that fullerene domain crystallinity
is important, and the electronic coupling and symmetric nature of the fullerene
states make it a good acceptor.

In order to understand the photophysics, the relationship between charges gen-
erated promptly (less than 100 fs) and at later timescales is of importance. No
direct correlation with morphology was made, the relationship between prompt
and delayed charge generation is explored by Barker et al. (2014).166 The relation-
ship between charges generated at di�erent timescales is understood by compar-
ing their distances distributions measured via the tunnelling rate of immobile
charges (charges are cooled to 10 K). Excitation intensity dependence shows that
charges are recombining via non–geminate recombination, and di�usion is an
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Figure 1.14: This �gure is one presented by Gallaher et al.92 The time–dependent polaron
(charge transfer state signature) peak spectral position (PIA–peak) extracted from transient ab-
sorption studies is graphed as a function of time. The immobile and mobile labels represent two
di�erent material systems studied. The lack of change in the PIA–peak position is correlated
with the 2–phase system (red), while the shifting PIA–peak position is from the material with a
3–phase (blue) morphology.

important factor. The tunnelling rate is �tted to two Gaussian distributions of
decay rates; the need for two distributions was consistent across many e�cient
and non–e�cient polymer materials. The �rst of the two rates is associated with
a population of charge pairs that are close to each other resulting in fast tun-
nelling, and the second when charge pairs have greater separation, thereby de-
creasing the tunnelling rate. This second population is associated with separated
charges. A universal relationship was observed between the yield of separated
charges (sc) at 10 K, and the yield of free charges (free) determined at room tem-
perature (Figure 1.15). The discovery of this relationship reveals that processes
occurring on the thermalisation timescale is correlated with the overall number
of extracted charges.

These results show the complicated relationship between morphology and over-
all e�ciency and the complexity of the photophysics in BHJ–OPVs. Two dis-
tinct timescales of charge generation, with the ratio of prompt:delayed indicating
the degree of phase separation, versus intermixed or delocalised singlet exciton.
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Figure 1.15: This �gure is one presented by Barker et. al.166 The data presented here is ex-
tracted from transient absorption measurements collected at 10 K and room temperature. The
separated charge yield (φSC ) are taken from long–lived lifetimes in data collected at 10 K, while
free charges (φf ree) are calculated from room temperature intensity–dependent measurements.
The two independent populations are measured under independent conditions but give rise to a
universal relationship, linking the distance charges separate at 10K to the yield of free charges
at working temperatures.
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Many species and multiple orders of magnitudes, whereby each is important;
prompt vs delayed charge generation occurs in <100 fs, overall quenching of sin-
glet occurs within 100’s of picoseconds, charge lifetimes are typically 100’s of
nanoseconds to microseconds and can be shortened by bimolecular recombina-
tion to 10s of nanoseconds. These characteristics lend themselves to examina-
tion by broadband transient absorption spectroscopy, which can observe spectral
changes over a wide region (400–1600 nm) and identify and observe both dark
and emissive species while tracking their evolution from 100s of femtoseconds
to 10s of microseconds, i.e. eight order of magnitude (10−13 to 10−5).

1.5 The Contributions made by this Thesis

The interplay between morphology and performance requires the characterisa-
tion of the underlying photophysics to understand the e�ects and pathways of
the various optimisation techniques. The drive towards optimal e�ciency can
see a trade–o� between all the steps that are needed for OPV to function; by
characterising each of these steps, we can diagnose what processes are being
a�ected by the changes made and therefore the bottlenecks and if they are par-
ticular to these materials of form a more general trend. Understanding and char-
acterising the bottlenecks and driving forces responsible for charge generation
in OPVs will lead to more e�cient OPV devices. Understanding the dominant
pathway or revealing a high tolerance for certain characteristics will help guide
the design of molecules, �lm optimisation strategies and aid in understanding
morphology.

The focus of this work is the characterisation of photophysics in a multitude
of di�erent BHJ–OPV systems looking for correlations and understanding how
changes to the material system a�ect the photophysics and if any general conclu-
sions can be drawn across the various systems studied. To this end, investigating
the interplay between morphology and photophysics, revealing if this relation-
ship is important for the device performance, i.e. what are the underlying pho-
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tophysics and are speci�c conditions needed for charge generation in�uenced
by morphology. The characterisation of photophysics is the focus of this thesis,
with the various changes discussed in reference to the electrical and morphology
characterisation completed by collaborators.

A summary of the relevant electrical and morphological characterisations in pre-
sented in each chapter, that was undertaken by collaborators. The electrical char-
acterisation gives a basis for the PCE and percolation, and morphology sets the
scene to understand the photophysics.

The characterisation of the photophysics is performed with steady–state ab-
sorption and photoluminescence and time–resolved transient absorption spec-
troscopy. These three complementary techniques are used to build a complete
picture of the photophysics, including understanding both the donor and ac-
ceptor phases, how e�ective these excitations are at making charges, and the
quenching e�ciency of excitons under steady–state conditions.

Collection of the absorption spectrum is necessary for both photoluminescence
and transient absorption measurements. It primarily allows the understanding
of what photons can excite the donor and acceptor phase; this can be used to
vary the initial excitation density in each phase to disentangle their contribution.
In addition, the comparison of the neat and blended spectrum allows for any
changes in absorption from morphology to be identi�ed and considered.

Comparing neat �lms of each donor and acceptor to the blend makes it possi-
ble to calculate the photoluminescence quenching. As the emissive species is
the initially generated singlet state, high quenching e�ciencies indicate charge
transfer, a positive process, or some loss pathway. In either case, for an e�cient
OPV, a high degree of PL quenching is expected. The majority of the absorption
and photoluminescence characterisation (except for Chapter 5) is undertaken as
part of this thesis.
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In order to characterise the photophysics of BHJ–OPVs, it is important to under-
stand the transient species generated after photoexcitation. Transient absorption
spectroscopy is used to understand the evolution of transient species from hun-
dreds of femtoseconds to tens of microseconds. It allows the tracking of the initial
generated singlet state to an eventual return to the ground state. This work fo-
cuses on developing and measuring a wide range of OPV systems using transient
absorption spectroscopy to understand the kinetics of these materials. As such,
Chapter 2 is dedicated to transient absorption spectroscopy detailing how it can
be applied to OPVs and the speci�cations needed.

1.5.1 The Three BHJ–OPV Systems

Chapters 3– 5 covers a range of electron acceptors used in BHJ–OPVs; these in-
clude fullerene, polymer and non–fullerene small molecules. Chapter 3 studies
fullerene acceptor looking at two di�erent systems. First, the weight percent-
age of PC71BM is varied, The second looks at changing the functionality of the
fullerene, looking at three common fullerene derivatives PC61BM, PC71BM, and
ICBA. In Chapter 4 a polymer is used as the electron acceptor. First, the e�ect
of changing the donor blended with P(NDI2OD–T2) from PTB7–Th to PTB7 is
investigated, and secondly, P(NDI2OD–T2) is changed for a polymer electron ac-
ceptor with increasing �uorination of its chemical structure. Finally, Chapter 5
looks at one of the �rst small–molecule acceptor systems to have better e�ciency
than fullerene:polymer blends developed at this time.
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Chapter 2

Collection and analysis of
transient absorption spectroscopy

2.1 Introduction

Ultrafast transient absorption spectroscopy (TA) is employed to understand the
photophysics of organic photovoltaic (OPV) materials. In order to successfully
apply TA to OPV materials a few essential criteria need to be met:

• A broad spectral window; to distinguish between the multiple excited state
species involved, singlet exciton, charges, triplets.

• Time range from femto– to micro– seconds; it is crucial to track the excited
state dynamics from initial excitation until the return to the ground state.

• A low noise background; to measure an OPV active layer under conditions
similar to a working device.

This chapter is separated into three sections. Section 2.2 presents a guide of
transient absorption with the aim of understanding the results and experimen-
tal improvements that follow. It introduces ultrafast pulses and how they can
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be made spectrally narrow and tunable or broad covering the 400 to 1600 nm
range, and how we can span the femto– to micro– second time range. Also in-
cluded in the �rst section is an outline of the processes that give rise to transient
absorption signals. The second section, Section 2.3, discusses experimental con-
siderations that have been quanti�ed or improved in our experimental set–up
as part of this thesis. The improvements have allowed the measurement of ex-
cited states over an extensive temporal and spectral range; these include: beam
collimation, instrument response function (IRF), spectral range, and reduction of
the noise �oor. Finally, Section 2.4 deals with transforming data into valid in-
ferences when working with a broad set of possible interpretations. It discusses
methods to extract species and decay pro�les that consider the in�nite solution
space provided by a 2D dataset. More speci�cally, this section discusses the ex-
traction of components via singular value decomposition (SVD) and the applica-
tions of constraints that lead to meaningful and comparable results, whether it
be parametrised (hard) or non–parameterised (soft) modelling of the data.

2.2 Conceptual overview

Transient absorption (TA) spectroscopy provides information on the change in
absorption at various times after photo–excitation. The change in absorption is
used to identify the species generated following photo–excitation; the intercon-
version between excited state species; and the return to the ground–state. TA
uses two laser pulses, an excitation (also known as pump) and a probe, to gen-
erate a two–dimensional dataset with a spectral and a temporal dimension. The
excitation pulse interacts with a sample to give rise to an excited state population
and needs to be tunable and spectrally narrow in order to be able to work with
a variety of materials. The probe pulse reveals electron transitions in the same
way as absorption spectroscopy, as the probe spectral range broadens it becomes
easier to unambiguously distinguish between multiple species.196–201 The non–
linear optical methods used to achieve the above characteristics are discussed
in Section 2.2.3. Additional experiments can be used to aid in the interpretation
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of the blended OPV. This includes measuring the excitation �uence dependence
to distinguish mono–molecular and higher order decay pathways. We measure
neat �lms of the individual materials before we blend the individual components
that are used to create the OPV active layers in order to understand the spectra
and which excited state species it can be attributed to.

Equation 2.1 describes the signal of interest in a TA measurement (∆OD) at var-
ious a �xed time after excitation (t); it is the di�erence between the absorption
from species in the excited state (Aex) and ground state (Ags) at a particular
wavelength (λ). In this manner, absorption by molecules in the ground state
can be isolated from absorption induced by molecules in an excited state.196,197

Equation 2.1 shows that only the probe intensity with (Ion) and without (Iof f )
the excitation pulse are required to measure the TA signal; this is only true if
there are minimal �uctuations between the measurement of Ion and Iof f . In this
work (and much of the literature) the ∆OD signal is present in terms of frac-
tional change in transmission (∆T /T ). Equation 2.2 is the relationship between
∆OD and ∆T /T .

∆OD(λ,t) = Aex(λ,t)−Ags(λ)

= −log Ion(λ,t)
I0(λ)

+ log
Iof f (λ)

I0(λ)

= −log Ion(λ,t)
Iof f (λ)

(2.1)

∆T
T

(λ,t) =
Ion(λ,t)− Iof f (λ,t)

Iof f (λ)

=
Ion(λ,t)
Iof f (λ)

− 1

∆T
T

(λ,t) = 10−∆OD(λ,t) − 1

(2.2)
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Figure 2.1: Illustrative instrumental layout for transient absorption spectroscopy (TA). Black is
the probe pulse that interacts with the sample and is then spectrally resolved in a spectrometer.
Blue is the sample excitation (pump) pulse, which is modulated with an optical chopper. The
excitation pulse also has a variable delay with reference to the probe, controlled either via change
in path length or electronically.

Figure 2.1 is an illustration of the experimental layout. It shows the excitation
(pump) pulse, probe pulse, and other necessary components such as the elec-
tronically controlled mechanical delay stage and spectrometer. The spectrome-
ter collects the intensity of the probe at each wavelength. The spectral range is
determined by the probe pulse, with a range from 500 nm to the 1600 nm being
routinely measured. The on/o� modulation is achieved by an optical chopper,
it sequentially lets through (on) then blocks (o�) the excitation pulse for each
measured probe pulse. The delay stage is used to generate the temporal dimen-
sion. The temporal resolution, determined by the temporal width of the excita-
tion pulse, which is discussed in greater detail in Section 2.2.2. By monitoring
the spectra and position of the delay stage we have all the information needed
for each data point; i.e. probe intensity, relative delay of excitation, and if the
excitation pulse is present.



2.2. CONCEPTUAL OVERVIEW 45

2.2.1 Observed signals

To understand the signals observed in a TA measurement we consider how the
interactions of light with the sample changes after excitation. The interactions
with light can be broken down into �ve categories:201

• Ground state bleach (decrease in the number of absorbed photons).
• Photo–induced ground state bleach
• Stimulated emission (the opposite of absorption)
• Photo–induced absorption (absorption by a species an excited state)
• Electro–absorption (change in the ground state absorption due to local

electric �eld)

The excited state species will always have a combination of these signals whether
they are of singlet, charge, or triplet character.

Figure 2.2a gives a simpli�ed overview of how the probe pulse can interact with
the sample. The initial excitation pulse perturbs the population in the system
from its ground state (1) into an excited state (2), this decrease of population in
the ground state gives rise to a ground–state bleach (GSB). This decreased ground
state leads to less absorption giving a positive signal (∆T /T ) with a spectral
shape that approximates the steady–state absorption. A similar e�ect is also seen
when a photo–product is formed after excitation, i.e a photo–stationary state is
formed, this new species can lead to a GSB signal that is not related to the steady
state absorption. The population in the excited state makes it possible for stim-
ulated emission (SE) to occur, whereby an interaction with the probe initiates a
transition back to the ground state releasing a photon. SE only occurs when the
probe pulse contains wavelengths that corresponds to the energy of optically al-
lowed transitions between the excited state to the ground state. This additional
photon increases the measured intensity giving a positive signal. The absorption
from an excited state into a higher excited state is called photo–induced absorp-
tion (PIA). This optical transition can occur from a singlet state to higher energy
singlet states, or if the molecule has relaxed to a triplet state, a higher energy
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triplet state. Due to a photon being absorbed the measured intensity decreases
giving rise to a negative signal. The �nal signal is electro–absorption (sometimes
called the Stark e�ect), this is due to local electric �elds caused by charge pairs
being formed in the excited state. The charge pairs produce an electric �eld that
shifts the ground state absorption giving rise to a derivative like feature spec-
trally overlapping the ground state absorption edge.

The broad nature of TA signals means that overlap of multiple signals results
in spectra that are the sum of many di�erent underlying features.199,200 This is
illustrated in Figure 2.2b where the top section shows the TA spectra if each of
the signals are separated while the bottom gives a more realistic description with
the dotted line representing the observed spectra after addition of the underlying
GSB, SE, and PIA. Separation of the underlying components can be achieved by
a combination of steady–state measurements of both ground state and model
compounds, and modelling the kinetic data.200,202–204

Building further on the complex nature of the observed signals Figure 2.3 presents
spectra associated with species present in a polymer:fullerene blend (FTAZ:IDIC,
discussed in Chapter 5). Figure 2.3a contain the �rst two spectra observed. An
exciton, in purple, that is expected to have GSB, SE, and PIA. And a polaron, in
orange which lacks the SE and should have two GSB regions. Diagnoses of the
exciton is done by comparison to the steady–state absorption spectra the high
energy peaks as being GSB and the peak at 710 nm (1.75 eV) arising from SE due
to the proximity it is expected that these two features overlap, supported further
by the polaron where no SE expected, and a small peak at 710 nm (1.75 eV) is
revealed. The exciton also has a PIA associated at 870 nm (1.43 eV) that over-
laps with the SE as seen by the sharp transition between negative and positive
signals. There is also a broad and weak PIA feature that continues into the near–
infrared region. The exciton species has been identi�ed by a number of the
TA signals mentioned above, i.e. GSB, SE, and PIA. Moving onto the polaron
species there is a shift in the PIA beak to lower energy, while a second GSB re-
gions 480-610 nm (2.6-2.0 eV) has appeared, this is due to charges comprising
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Figure 2.2: Illustration showing the electronic transition responsible for the observed signals
in a TA experiment. (a) Shows the electronic transitions, moving from the ground state (1) to
excited state (2) is caused by the excitation pulse. This gives rise to the �ves excited state signals,
with the �fth (photo–induced ground state bleach) arising due to a new steady–state equilibrium
formed under photo–excitation. (b) shows the expected sign of each signal class, ground–state
bleach (GSB) is a positive signal and arises due to decreased number of photons absorbed (green
arrow). Stimulated emission (SE) is an additional photon emitted when the excited state returns
to the ground state. Photo–induced absorption (PIA) is a transition to a higher excited state
following absorption of a photon. Electo–absorption (EA) is caused by a shift in the ground state
due to local electrical �elds (typically due to charge pairs). Finally photo–induced ground state
bleach which is similar to GSB except that it arises from the bleaching of a photo–product. (c)
shows the overall signal (blue line) when the individual components overlap, which is typical of
an experimental measurement.
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an electron and holes, whereby one exists on a donor and the other acceptor,
a polymer and small molecule respectively for this example. The new GSB ex-
hibits decreased signal strength due to an overlapping PIA feature, but can still
be identi�ed by the notable increase in signal intensity when compared with the
surrounding regions. The polaron species can be identi�ed by the apperance of
two GSB regions, one from the electron donor and the other the electron accep-
tor, and PIA at 910 nm (1.36 eV). If the spectra window were not broad enough to
reveal the GSB, SE, PIA feature inter–conversion or identi�cation species would
be di�cult to identify. Moving on the spectra presented in Figure 2.3b the charge
species for (a) and the later time change spectra is presented. The second charge
species is again a mix of GSB from the donor and acceptor materials, with a broad
and sharp PIA feature that identi�es it as a charge. The main di�erence is the shift
in GSB peak position which could be caused by morphological changes.92 This
again highlights the importance of the broad spectral range as resolving only
the near–infrared region, 800-1200 nm (1.6-1.0 eV), would not have revealed the
shifting GSB signals.

2.2.2 Femtosecond to microsecond time resolution

The time dimension of a TA surface is given by the time delay at the sample
between the excitation (generation of the excited state population) and the probe
(measuring the perturbation in the absorption spectra) pulses.197 A new pair of
excitation and probe pulses are used at each time delay; this is bene�cial when
compared with a single excitation and then measurements of a probe at various
delay times for two reasons: the probe will perturb the system from its natural
trajectory, and the electronic gating cannot achieve femtosecond resolution.

The path length of excitation pulses is changed by a mechanical delay stage to
achieve the change in arrival time between excitation and probe pulses on the
femto– to nano–second range, and by an electronic triggered excitation pulse
for delays from 1 nanosecond to 150 microseconds. In the mechanical regime
Equation 2.3 is used to calculate the time delay for various path lengths, t is
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Figure 2.3: Normalised spectra associated with species (as detailed) from a 712 nm excitation
0.26µJ cm−2 FTAZ:IDIC blend, discussed in detail in Chapter 5.3. Both a and b present spectra
that are made up of a combination of GSB, SE, and PIA, separation into two panels (a) and (b) is
to provide clarity with Charge1 spectra being identical in both panels.
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the arrival time at the sample and l is the total length each pulse travels. A
10µm di�erence in path length will result in a time di�erence of 30 fs. This path
length variation is set by a computer–controlled 500 mm linear translation stage
with ± 0.5µm accuracy (± 1.7 f s). A retro–re�ector (that returns light parallel
to the input direction) is mounted on the translation stage to give a maximum
time variation of 3.3 ns for a single bounce, and 6.7 ns for two bounces. This
second bounce is necessary because the electronically controlled laser has a pulse
duration of 800 ps preventing a non–convoluted signal from being observed until
2–3 ns depending on the signal lifetime (discussed further in Section 2.3)

∆t = tprobe − texcitation

=
lprobe
c
− lexcitation

c

=
1
c
(lprobe − lexcitation)

(2.3)

The need to extend the time resolution out to the microsecond range is due to
the timescales of processes that occur in an organic photovoltaic (Illustrated in
Figure 2.4). The variation in path length can allow for nanoseconds of delay be-
tween pump and probe, this is long enough to study the singlet exciton to charge
generation process, and most of the di�usion process, but if the recombination
dynamics are to be probed then extension out to the microsecond regime is nec-
essary.73,205,206 To extend out to the microsecond regime requires an alternative
excitation laser source that can be electronically triggered, as a delay of even 1µs
would correspond to a path length di�erence of 300 m.

2.2.3 Non–linear optics

To generate the excitation (narrow and tunable) and probe (spectrally broad)
pulses non–linear optical processes are used. The gigawatt instantaneous elec-
tromagnetic �eld present in femtosecond pulses breaks down the linear approx-
imation made when examining how electromagnetic �elds interact with mat-
ter.207,208 Equation 2.4 shows a Taylor expansion of the interaction between elec-
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Figure 2.4: Relationship between processes in OPV and how the delays are generated experi-
mentally. (a) shows the two di�erent delay mechanisms used. For times <6 ns the pathlength is
varied while for greater times th pulse is electronically delayed. (c) Shows the timescales corre-
sponding to; generation, di�usion, and recombination of charges in organic photovoltaic devices.

tromagnetic �eld E(t), and the interaction with the dipole moment of a material
P(t). The expansion contains χ2,χ3, . . . which is the second– , third– , etc., order
non–linear optical susceptibilities. The magnitude of the non–linear susceptibil-
ities is dependent on the material being used, in particular, the symmetry of the
material; with some crystals, e.g. β–barium borate (BBO), have large χ2 values.
These terms can be related to second and third order non–linear polarisation;
as shown in Equation 2.5. Second order e�ects are used for optical parametric
ampli�er and frequency doubling. White light generation is a more complicated
process that includes higher order non–linear polarisation terms. Both optical
parametric ampli�er and white light generation will be covered brie�y here, with
more in–depth coverage found in the literature.199,207–215

P (t) = ε(χ1E(t)1 +χ2E(t)2 +χ3E(t)3 + ... (2.4)
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P (t)2 = ε0χ
2E(t)2

P (t)3 = ε0χ
3E(t)3

(2.5)

White light generation

White light generation occurs when an intense femtosecond laser pulse, also
known as the seed, is focused into a transparent media. This e�ect has been
observed in gases, liquid, and solids.215,216 The white light generation process is
initiated by self–phase modulation and the corresponding self–focusing of the
pulse, due to the non–linear interaction modulating the refractive index of the
material. This highly focused pulse has a number of other e�ects including; self–
steeping, four–wave mixing, and ionisation contributing to the overall white
light generation. Further details can be found in a comprehensive review by
Couairon et al. (2007).210

The spectral bandwidth available from white light generation depends on both
the bandgap of the transparent medium and wavelength of the seeding laser
pulse. When seeding with an 800 nm central wavelength; sapphire is 470-1000 nm
(2.6-1.2 eV) continuum, CaF2 320-1200 nm (3.9-1.0 eV) continuum, and YAG
(yttrium aluminium garnet) 500-1600 nm (2.5-0.8 eV). Changing the seed wave-
length results in a shift in the respective bandwidth window in the same direc-
tion of the seed.199,215 Due to the broad spectra range and overlap with signals
expected in organic solar cells a YAG crystal is used as the white light generation
medium for this work.

Narrowband pump

The power generated at any wavelength using the white light generation process
is su�cient for the probe but falls short of that required for an excitation pulse.
Generation of an intense narrow bandwidth pump of selectable wavelength is
achieved by taking advantage of second order non–linear optical e�ects. These
involve the interaction of one or more laser pulses to generate two di�erent fre-
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quencies. The process used in this work are sum frequency generation (SFG), or
optical parametric ampli�cation (OPA).208

Crystals used for non–linear optics have an anisotropic refractive index. The re-
fractive index can be modi�ed by rotation along the appropriate symmetry axes.
The crystal orientation is set so that destructive interference between wave-
lengths generated via non–linear processes is minimised for the desired wave-
length, i.e. amplifying the chosen wavelength.208,209 The bandwidth of phase
matching constrains the number of frequencies ampli�ed narrowing the num-
ber of wavelengths ampli�ed. For example, an electric �eld that contains two
wavelengths (ω1,ω2) can be modelled using Equation 2.6 (c.c is the complex con-
jugate). The second–order polarisation interaction can be seen in Equation 2.7.
Combining these two equations (Equation 2.8) gives two new frequencies (high-
lighted in red); sum frequency generation which isω1+ω2 and OPAω1−ω1.208

E(t) =
1
2
E1e
−iω1t +

1
2
E2e
−iω2t + c.c (2.6)

P (t)2 = ε0χ
2E2(t) (2.7)

P (t)2 =
ε0
4
χ2

[
|E1|2 e−iω1t + |E2|2 e−iω2t + ...

2E1E2e
−i(ω1+ω2)t +2E1E2e

−i(ω1−ω2)t + ...(
|E1|2 + |E2|2

)
e0

]
+ c.c

(2.8)

2.3 Experimental considerations

With an understanding of the experimental set–up and non–linear processes we
can now discuss some of the experimental considerations. Speci�cally, those
that have been improved in the course of this thesis, luckily they encompass the
majority of considerations when working with thin–�lms.

The signal collected by TA spectroscopy contains some artefacts, their in�uence
is seen mostly in the time range similar to the pulse duration.200,217 The arte-
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facts can be broken down into three categories: single pulse, including instru-
ment response function, and chirp; multi–pulse, including two–photon absorp-
tion, cross phase modulation and stimulated Raman ampli�cation.201,217–219 The
single pulse and experimental artefacts are relevant to measurements on thin–
�lms while multi–pulse artefacts commonly only arise in solution phase mea-
surements. The distinction between solution and thin–�lm is due to the higher
interaction distance. In solution, the path length is typically 1 mm compared to
hundreds of nanometres for thin �lms. As this project is concerned with thin–
�lm details of the multi–pulse artefacts will be not be covered.

Instrument response function

Instrument response function (IRF) gives the minimal temporal resolution achiev-
able in our experimental setup, because the temporal width of the excitation
pulses is longer than the mechanical delay step. When the time resolution gov-
erned by the delay stage is shorter than the pulse duration the non–instantaneous
excitation leads to an observable rise of the signal around time–zero. The initial
excitation has a distribution of excitation time; some molecules are excited by
the leading and others the trailing edge of the excitation pulse, convolving the
signal by the temporal intensity pro�le of the excitation pulse.200,202 Figure 2.5
presents an illustration of the convolution process with the Gaussian excitation
pulse represented by the blue–dotted lines and the intrinsic decay shown in or-
ange. The integral of the IRF and intrinsic decay is the shaded blue area which
is mapped to an signal intensity below (red) at the central time of the Gaussian
excitation pulse. This is shown for all times as depicted by the shifted excita-
tion pulse (t1, t2, t3). In this manner, the signal does not spontaneously appear at
time–zero but instead has a rise governed by the IRF.

If the temporal width is a similar magnitude to the timescales studied then the
convolution of the underlying decay manifests itself in two ways. First the ampli-
tude of the signal is reduced, making a comparison of initial yields di�cult, and
secondly the position at which maximum signal is �rst reached shifts to earlier
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Figure 2.5: The observed decay (red) once an exponential decay (orange) is convolved with a
Gaussian instrument response function (IRF). The shaded blue area represents the overlap inte-
gral, which is the amplitude. It is attributed to the central point of the IRF.

times. To get a practical feel of these e�ects Figure 2.6 presents the variation in
amplitude (a) the time of reaching maximum (b) signal. These values are calcu-
lated by taking the exponential decay presented in (d) and convolving them with
the IRF, Gaussian, FWHM (full–width half–maximum) of 200 fs, this gives the
observed decays in (c). The decrease in the observed amplitude is most notable
when the decay is contained within IRF. A time constant half the FWHM of the
pulse gives a maximum amplitude that is 80 % of the non–convoluted value (Fig-
ure 2.6a). Also, the maximum amplitude of the peak is shifted by 150 fs, making
it appear as if signals are growing after time zero, but the intrinsic signal appears
at time–zero, and the o�set is an artefact of convolution.

The convolution of the excitation IRF and decay can lead to noticeable changes
in the observed data, this shows up in group velocity dispersion (GVD) of the
probe, discussed in Section 2.3, and calculation of static quenching. In all cases,
the most appropriate course of action is to incorporate the IRF into every model
where the dynamics of similar timescale to the IRF or signal amplitude are being
considered.
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Figure 2.6: The changes to underlying dynamics that has implications to the analysis of the ob-
served signal. (a) shows how the amplitude of the observed signal is e�ected when the dynamics
are exponential with time constant given in the details, and an instrument–response function
(IRF) given by a Gaussian with full width half maximum (FWHM) of 200 fs. Panel (b) then shows
how the peak amplitude is shifted from <75 fs to 200 fs as the lifetime increases. Panels (c) and
(d) present the convoluted and intrinsic exponential decays respectively.
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Increasing path length delay to overlap with picosecond excitation

To gain a complete picture of excited state dynamics (from formation to decay) in
organic photovoltaics, a timescale from the femtosecond to microsecond regime
is necessary.73,205,206 The femto– nano– second dynamics are controlled by ad-
justing the path length of the excitation pulse. Path length changes correspond-
ing to greater than a nanosecond is di�cult with a 1µs delay equating to 300 m of
additional pathlength. To achieve a microsecond pump–probe delay a secondary
laser is introduced, this is electronically triggered allowing it to be delayed form
the 10’s of picoseconds to seconds. The time–resolution is again not controlled
by the step–size in the electronic delay but the pulse width of 800 ps. These two
data sets are then merged to give an overall picture of photophysics from initial
excited state species, femtoseconds, all the way out to the decay of charge/triplet
species, microsecond timescale.

In order to be con�dent about the merging of data from two di�erent excitation
sources (sometimes from di�erent excitation wavelengths), a comparison of the
decay in the overlapping regions is important. If there is a decay on a similar
timescale to the IRF (800 ps) then the perturbation to the magnitude and decay
need to be considered. The simplest method is to exclude these e�ects by mea-
suring the decay with the femtosecond laser at signi�cantly longer times scale
than the IRF of the secondary excitation source, i.e much longer than 800 ps.

To increase the path length, the excitation pulses path into the delay stage was
altered. Figure 2.4. The original layout is depicted in (a), the excitation beam is
sent parallel to the direction the retro–re�ector (R1) will be moved, this is done
with the �rst mirror (M1). The overall change in path length is twice the change
in position of R1. To double the path length, allowing for 6.6 ns in overall delay
i.e a 2 m change in path length, a second bounce down the retro–re�ector (R1)
was added (Figure 2.4b). This was done by replacing M1 with a right–angle prism
mirror (M1’) which allowed input close to the central axis of the retro–re�ector,
mirrors M2 and M3 are then used to achieve an outer second bounce giving a
total pathlength change that is four times the change in retro–re�ector position.
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Figure 2.7: Changes made to experimental layout to double the possible change in path length
from one to two meters. (a) shows the original path onto the retrore�ector (R1) with a single
bounce, (b) has the improved layout allowing for two bounces onto R1 and hence a doubling of
the change in pathlength.

Figure 2.8 presents the data that has been collected with 532 nm excitation using
pules with an IRF approximated by a Gaussian with a FWHM of 100 fs (fs, 3 ns
and fs, 6 ns) and 800 ps (ps, 100µs) pulse widths. The bene�t of the added de-
lay time is highlighted in blue, clearly showing that the two di�erent excitation
sources lead to the same decay dynamics (points vs solid line). The e�ect of
convolving the decay with the IRF is also revealed with the decay dynamics only
matching between fs and ps excitation after two nanoseconds. This dataset high-
lights variation in peak amplitude and onset time mentioned above and shows
the need for collection of data points out to six nanoseconds if the dynamics are
to be unambiguously correlated between those collected with 100 fs and 800 ps
excitation pulses.

Group velocity dispersion

Group velocity dispersion (GVD, also referred to as chirp) is the term used to
describe the temporal o�set of wavelengths within a spectrally broad pulse. The
o�set arises because refractive index of the transparent media is wavelength de-
pendent.197,201 For the wavelengths of interest, i.e. 450-1600 nm (2.8-0.8 eV), the
shorter the wavelength (higher energy) the higher the refractive index. Higher
refractive indices are slowed more leading to shorter wavelengths arriving ear-
lier than longer wavelengths, i.e the barrel rolling principle.
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Figure 2.8: Kinetic trace of the data collected from two di�erent excitation sources of a poly-
mer:fullerene blend, the black solid line is following the electronically triggered excitation laser
while markers (triangles, and circles) show the kinetics from changing the pathlength of a fem-
tosecond excitation laser. The red represents data possible with only a single bounce, whereby
the blue datapoints is the extension with the additional delay.

Figure 2.9 showing TA dataset before (A) and after correction for GVD (B). The
onset of signal (blue/red) is seen to vary with wavelength, shorter wavelengths
arrive before the longer wavelengths. The correction of GVD is generally broken
down into two parts. First, the minimisation of the transparent media before
the sample and thus minimise the GVD seen in the experiment. By removing
the transparent media has the added advantage of reducing the number of time
points collected as once passed the onset time the spacing of time points becomes
exponential while during it is linear. The remaining GVD can be corrected by
applying o�set at each wavelength giving the dataset seen in Figure 2.9 (B), how
these wavelength dependent o�sets are generated is discussed below.

Determination of the time wavelength dependent o�sets can be done via a sep-
arate measurement relying on non–linear e�ects, either sum frequency genera-
tion217 or optical Kerr e�ect.220 It can also be estimated by the signal onset in
the measured dataset.221 Each method has its trade–o�s; the optical Kerr e�ect
involves adding additional optics to the probe path which introduces GVD. Us-
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Figure 2.9: Kinetic traces taken at photon energy presented in the details. (a) is before chirp
correction with the apparent onset time being earlier at higher energy, (b) shows the data after
chirp correction with all onset times centered around zero.
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ing signal onset relies on a well–de�ned signal onset that does not coincide with
growth or decay or the IRF timescale.

For the TA data discussed in this work, the GVD is approximated by the signal
onset. Due to the presence of dynamics on the <200 fs timescale in OPVs it is
essential to consider the shift in the apparent onset for signals that are convolved
with the IRF.186,197,205,222,223 Ideally, the IRF and wavelength dependent time–
o�sets would be included in the model used to describe the data (Some common
models are described in Section 2.4). If an explicit model is not being used, or
a model in which it is di�cult to include wavelength dependent time–o�sets,
the GVD can be estimated and the data corrected for these o�sets. The method
used is a multi–exponential �t in an over–parametrised manner as the aim is to
describe the data thoroughly. The extracted wavelength dependent onset time
can be �t to GVD induced by the various transparent materials, re�ning the over–
parametrised system. Figure 2.10 presents the results of this procedure. In panel
(a) the �tted onset time are shown by grey dots, the darker grey corresponds
to a higher signal–to–noise ratio. This signal–to–noise is used to weight the
subsequent �t of the GVD, allowing for small signals or poor �tting to be ignored,
i.e the onsets will �t when there is a very low signal, 480-540 nm (2.6-2.3 eV). The
green represents the extracted GVD o�sets, presented clearly in panel b, and �ts
well with the perceived signal onset (red and blue regions) at each wavelength.
Finally (c) shows the residuals following the multi–exponential �ts, these show
the data is well described and lends con�dence to the onset time area accurately
estimated.

2.3.1 Beam pro�ler and collimation

When changing the path length of the excitation pulse by meters it is important
to consider the variation in the pulse width at the sample. A change in spot size
directly e�ects the decay signal, as variation in spot size change the excitation
�uence and thus the observed signal. The magnitudes of the signal changes are
related to the square–root of the spot diameter; this leads to small changes in
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Figure 2.10: Details of the chirp correction procedure, all TA surfaces are presented with the
-1 to 1 ps region taking up the majority of the surface, and the 1 to 6 ns region shown for full
clarity. Panel (a) presents the estimated onsets at each wavelength, grey circles, and the �tted
chirp curve (green dotted line). Panel (b) presents the same data as in (a) except the onset times
ar removed for clarity. Finally (c) is the residuals of the multi–exponential �t, retaining the chirp
curve in green.
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spot size having a large e�ect on the observed decay dynamics. Correcting for
these changes is only trivial when the signal has a linear response to excitation
power. This is because at every time–point the initial population is di�erent, due
to the changing spot size, therefore the non–linear power dependent correction
must be calculated at each time–point assuming an underlying model. Because
these higher order dynamics can be expected when measuring OPV materials,
i.e. bimolecular charge recombination, it is important to minimise the beam di-
vergence at the sample before measurements are taken.178,224

In order to understand and minimise the deviation in spot size the pulse cannot
be treated as a simple ray, where it is possible to think of it as being perfectly
collimated. Instead, using the Gaussian beam propagation treatment accounts
for the observed deviation even when ideally collimated. When considering a
Gaussian beam, the waist (w) expands as it propagates through free space as
given by Equations 2.9.225,226 Wherew0 is the minimum (or focused) beam waist
and zR referred to as the Rayleigh length is given by the wavelength (λ) of the
pulse.

w(z) =w0

√
1+

z
zR

2

zR =
πw2

0

λ

(2.9)

In practical terms we want the minimum deviation of the beam to be at the sam-
ple, this corresponds to moving the minimum beam waist. This can be done as
depicted in Figure 2.11a where a single lens (L1*) is used to image the beam waist
at its original position (w0) to the sample (w′0). To achieve this imaging the fo-
cal length of L1* is set with respect to its distance from the beam waist (z) to
L1* and the distance from L1* to the sample (z′). Experimental determination of
z can prove di�cult and could change when tuning the excitation wavelength
as the non–linear process required to generate di�erent excitation wavelengths
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Figure 2.11: Addition of a lens (L1*) shifts the position of the beam waist from z to z′ while
adjusting the diameter from ω0 to ω′0 (a). The focal length of this lens (L1*) can be adjusted by
using two lenses as shown in (b), L2 and L3, while adjusting the distance between them (d).

vary. To overcome this problem a pair of lenses is used (arrangement is same
as Galilean beam expander), a convex (L2) and concave (L3) with the distance
between then (d) being adjustable (Figure 2.11b). With this arrangement, the ef-
fective focal length of the lens pair is given by Equation 2.10 This distance can be
set with a translation stage on a micrometer while monitoring the beam waist at
the sample so the actual determination of the focal length is not necessary. This
procedure also allows for the compensation of any other lens along the excita-
tion pulse path, in theory allowing for the minimal divergence for the given spot
size.

1
f
=

1
f1

+
1
f2
− d
f1f2

(2.10)
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Before a routine could be implemented to minimise the deviation, the pulse diam-
eter needed to be measured. This was achieved implementing custom collection
software (via LABVIEW) to work with a CMOS (complementary metal–oxide–
semiconductor) sensor in the sample plane to collect the spot size and position
at various points along the delay stage. Figure 2.12a shows the extracted spot
width from �tting the excitation pulse at various points along the delay stage,
the blue and red represent the two orthogonal axes of the 2–D Gaussian �t. The
change in spot width as a function of delay position is �tted to the Gaussian
beam propagation Equation 2.9, with w0, and zR as free parameters. This �tted
curve, shown as the solid line, is used to calculate the spot area. Additionally,
Figure 2.12b shows the measured spot position as a function of path length the
deviation is within error of the measurement. By measuring the excitation pulse
spatial position and width at the sample position, we can con�dently determine
the change in excitation density as a function of excitation– probe delay time.

While monitoring the excitation spot, optimisation of L3 (Figure 2.11) position
can be done to move the minimum deviation point to the sample with the delay
stage at its centre point. The minimum deviation point is determined by an irri-
tative process; the beam size at one end of the delay stage is measured and then
after moving the stage to the opposite end the position of L3 is adjusted until
the spot sizes match. Figure 2.13 presents the normalised spot area before the
addition of the two lenses (grey) and after (green). The addition of the lens to
image the minimum beam waist leads to a dramatic reduction in the change in
area from 60 % without the lens to <2 % once the position of L3 is optimised (the
centre of the delay stage corresponds to 3 ns, note the logarithmic time axis).

2.3.2 Visible to near–infrared spectra range

Due to the broad nature of signals observed in TA spectroscopy, it is bene�cial to
probe the sample over a wide spectral range. The larger the spectral range, the
higher the likely–hood that it will be possible to separate dynamics or spectra,
and thus gain maximum insight into the fate of the light absorbed by OPVs.199
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Figure 2.12: Calculated full–width half maximum (FWHM) (a) and change in central position
(b). Red and blue are used to denote the orthogonal spatial components, labelled x–axis and y–
axis for clarity. The solid line represents the best �t when using a Gaussian beam propagation
equation.
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Figure 2.13: Comparison of the change in spot area before (free path) and after (with lens) the
addition of collimating optics.

In the case of organic photovoltaics is known that the GSB will be in the visi-
ble to near–infrared region, as this is optimum for conversion of solar energy to
electricity.18,227–229 The ability to monitor the GSB gives us a proxy for the ex-
cited state population as any species in the excited state leads to bleaching of the
ground state absorption. To follow the interconversion of species, i.e. exciton to
charges (or triplets), the probe window need to expand into the further into the
near–infrared region. Hence we need a probe that covers the visible to near–
infrared regions to be able to track excited state population and interconversion
between species found in polymer OPVs.

A super–continuum spanning approximately 450-1550 nm (2.8-0.8 eV) was gen-
erated following the reported procedure.215 Speci�cally; the laser fundamental,
800 nm (1.55 eV), was brought to a focus just in front of a four millimetre thick
YAG crystal. Extending down to 1550 nm (0.80 eV) is almost ideal for OPVs, with
only the initial singlet PIA signal being di�cult to distinguish from charge trans-
fer states. After generating a broad super–continuum the next step, arguably
more di�cult, is to measure the light intensity across the visible into the near–
IR. This was achieved by using two line–scan detectors, a Si–based for the visible,
400-1000 nm (3.1-1.2 eV), and InGaAs for the near–infrared region, 800-1600 nm
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Figure 2.14: Simpli�ed layout of a the dual spectromter used to separate the near–infrared and
visible portions of light. BS is the beam–splitter with the two paths (A) and (B) being similar
except for the prism materials. Fused silica for the visible (A) and BK7 for the near–infrared (B).

(1.6-0.8 eV). By using two detectors to simultaneously measure the probe pulse
we reduce time–dependent error, i.e. laser �uctuation, and sample degradation,
and it is more time–e�cient.197,230,231

An illustration of the dual spectrometer layout is presented in Figure 2.14, the in-
put beam is split by a dielectric mirror with the transition wavelength at 800 nm
with each arm going into a prism spectrometer. For the visible arm, fused silica
is used for the prism material, while for the near–infrared arm BK7 is used. Each
dispersed beam is then focused onto a photo–detector (Panavision ELIS-1024 for
visible, and Hamamatsu G11608 for the near–infrared). A prism was chosen as
the dispersive element to increase throughput as a grating would not be highly
e�cient across a broad wavelength range.197 The dielectric mirror transition re-
gion was selected to balance the high photon intensity generated in proximity to
the laser fundamental wavelength, 800 nm (1.55 eV), this allowed for a roll–o� in
intensity around the 700-900 nm (1.8-1.4 eV) region making it possible to collect
from 450-900 nm (2.8-1.4 eV) on the visible detector.

Figure 2.15 presents normalised spectra collected from each detector (the visible
shown in red and blue for the near–infrared). The visible has a relatively �at
pro�le with a sharp peak at 800 nm (1.55 eV) that corresponds with the funda-
mental wavelength used to generate the white light continuum. The roll o� in
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Figure 2.15: Normalised spectra for the white light supercontinuum collected by two spectrom-
eters. Red represents the visible portion collected with a fused silica prism on a CMOS sensor.
Blue is the near–infrared portion, using a BK7 prism and InGaAs photo–diode array.

intensity caused by the dielectric mirror is also seen with the intensity decreas-
ing in the 700-900 nm (1.8-1.4 eV) rather than the expected increase as we near
800 nm (1.55 eV), the fundamental frequency of the laser used.212 The peak at
800 nm (1.55 eV) is the residual fundamental. The near–infrared presents a max-
imum at 1200 nm (1.03 eV) while a 830 nm (1.49 eV) long pass �lter has been used
to block out any residual 800 nm fundamental light.

Once collected, the data is treated as two separate measurements because the
cameras are not synchronised. The data is collected simultaneously, but because
the cameras are not synchronised with each other, there is usually a 20–30 shot
(6–10µs) o�set between the cameras. While the few shot o�set is not ideal, we
still bene�t from reduced collection time, avoiding long–term laser instability,
and minimising sample degradation. As the cameras are not synchronised the
∆T /T signal is computed independently for each camera and then combined to
give a �nal TA surface. A comparison of the signal from each camera and the
�nal combined spectra are shown in Figure 2.16a. The combined spectra (grey,
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Figure 2.16: Combining the TA signal collected on the visible (red) and near–infrared (blue)
spectrometer. Panel (a) shows both the raw calculated signal, blue and red, with the combined
signal shown in grey (with a 0.2 ∆T /T o�set). Panel (b) has the calculated standard error for
both cameras, this is used to weight the contributions from each camera to the overall signal.

o�set from zero) is produced by a weighted average of the two cameras whereby
the weights are calculated from the standard error of the signal, shown in panel
(b). The region of overlap between the two cameras, 800-900 nm (1.6-1.4 eV),
shows no noticeable di�erence in spectral shapes, with the standard–error also
overlapping in this region. The �nal spectra have no signs of artefacts with a
smooth transition across where the cameras overlap and only a slight increased
in noise at 800-900 nm (1.6-1.4 eV).
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We successfully implemented a simultaneous dual–spectrometer to cover the vis-
ible to near–infrared regions, in order to visualise the photophysics of OPV de-
vices. This included the extension of the time–range to smoothly cover 100’s of
femto– to micro– seconds with a spectral window of 450-1600 nm (2.8-0.8 eV).
This has allowed for excited state species interconversion to be tracked from
initial excitation to their return to the ground state.

2.3.3 Optimised data collection

To achieve conditions consistent with real–world device operation excitation
densities need to be minimised. Hence a low signal strength is observed, less
than 10−3∆OD , requiring measurements with a low noise �oor. While the noise
�oor can always be decreased by increasing collection time, because a typical
measurement required thirty minutes it would mean that to half the measured
noise �oor that two hours would be necessary. Increasing collection time is also
impractical due to instability of the laser that can have a dramatic e�ect on the
non–linear processes. This leads to a increase in the noise level the longer a mea-
surement runs. Instead, to reduce the noise level two aspects of the TA system
were improved, white–light generation, and acquisition time.

Signi�cant e�ort went into optimising and aligning the white–light generation;
this lead to large reduction in the noise �oor. Figure 2.17 presents the noise level
for di�erent probe sources as a function of the number of shots collected. In
all cases, a non–linear decrease in signal–to–noise is observed with increasing
number of collected shots. A YAG crystal (this work) shows a 4.4 times improve-
ment when compared to the noncollinear optical parametric ampli�er (NOPA)
and a 60 times improvement when compared to a sapphire crystal. These com-
parisons are made to set–ups present in our lab, and not to benchmark literature
results. The improvements in noise directly relate to a decrease in time taken for
the same noise level, i.e. with these improvements it is now possible to get the
same noise level with in one–twentieth of the time.
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Figure 2.17: Comparison of the noise in each TA spectra as a function of shots collected. Various
light sources are presented, details as shown.

The data collection LABVIEW code was also optimised to decrease the down
time, thereby decreasing the time taken to collect the same number of shots.
These optimisations typically reduced the measurement time by 50 %. The reduc-
tion was achieved in two areas; �rst, and most importantly, the data–processing
software pathway was improved accounting for more than half of the gains. Sec-
ondly, the delay–stage routine was adjusted so the accuracy was relative to the
time o�set, this reduced the stage waiting time signi�cantly as high accuracy
(10 fs) is only needed for a few time points.

2.3.4 Summary

In this section, we have presented an implementation of a transient absorption
spectrometer optimised to measure the photophysics of organic photovoltaics
(OPVs). It has a broad spectral range spanning the visible to near–infrared and
can identify the majority of species expected in an organic photovoltaic device.
A time range of 100’s of femtosecond to microseconds allows us to track the ab-
sorbed photon energy from initial exciton until the longest–lived charges decay.
This required the introduction of a secondary sub–nanosecond laser and the ex-
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tension of the mechanical delay from 3 to 6 ns, along with the implementation
of collimating and optimising routine to minimise spot size changes. Finally,
the noise �oor and acquisition time have been signi�cantly reduced allowing for
low–�uence measurements to be routinely taken, this involved the painstaking
optimisation of the white–light super–continuum and re–coding of a signi�ca-
tion portion of the acquisition software. The outputs of this experimental set–
up is displayed in the following three chapters that contain transient absorption
(TA) data exclusively collected with this system.

2.4 Data Modelling and interpretation

Transient absorption (TA) spectroscopy generates a two–dimensional dataset
recording the change in absorption (∆T /T ), i.e. spectra at various excitation
probe delay times. The data interpretation is non–trivial by nature, this is be-
cause TA data is multi–dimensional, has overlapping spectral features, and can
have both negative and positive signals.200,202 The simplest method to analyse
the data is by taking 1–D slices along either the spectral or time axis to compare
spectra or decay dynamics at di�erent wavelengths respectively. However, the
end goal is to unambiguously compare the species and rates/lifetimes present
across a number of measured systems. And towards that aim, various meth-
ods for data analysis are discussed below. The aim of the analysis is to reduce
the dataset into some underlying spectra, dynamics, or lifetimes that are repre-
sentative of the photophysics being studied.232 There are two broad categories
of models hard (parametrised) and soft (non–parametrised) both will be brie�y
presented later in this section.200,202,232,233

Before we move onto the speci�c details, it is essential to clarify what is meant
by a dataset for the following discussion. A single TA measurement is collected
using a sample at one excitation wavelength and �uence, and consists of a col-
lection of ∆T /T spectra at various excitation– probe delay times. A dataset,
on the other hand, might include a combination of multiple TA measurements.
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When looking at multiple experiments with common spectra or dynamics it is
useful �rst to concatenate (put two or more data side–by–side to make one larger
dataset) the measurements if they have a common wavelength or time axis. In
this way either the spectra or dynamics can be constrained across a series of mea-
surements, i.e. variation in excitation densities, excitation wavelengths, or blend
morphologies allowing for the opposite to be compared.200,232 By concatenating
multiple measurements we decrease the number of free parameters when com-
pared to modelling each measurement individually. This process of combining
data can be considered the same as global analysis but instead of one measure-
ment being considered multiple measurements are globally �t with the same pa-
rameters. The in�uence of artifacts on dynamics and spectra can be minimised
by concatenating an artifact only measurement.200

While the speci�c method applied to understanding any individual dataset can
vary, in general, we have found that taking a systematic approach yields the
most consistent and easy to follow results. These process is the identi�cation of
the number of species, or components, needed to describe the data. And then a
model is applied that includes a set of constraints to arrive at a physically useful
description of the data.

2.4.1 Number of parameters

The �rst step is estimating the number of components, this done by applying
singular value decomposition (SVD) to the data set. SVD is a matrix factorisa-
tion algorithm the details of which can be found elsewhere,234,235 in short, SVD
will reduce the data into independent components along each of the dimensions.
In our case SVD takes a data matrix (D) and produces spectra (V), kinetics (U),
and weightings (S), as shown by Equation 2.11. To decide on the number of com-
ponents we �rst use the weighting matrix S, in particular, the diagonal value of
S which contains the relative weightings of the components of U and V. Figure
2.18a, shows the relative weightings of each component after the decomposition
of the dataset. These show that there are two signi�cant components and a third
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that warrants further investigation while the remaining do not have a consider-
able in�uence on the �nal data. To understand if the low weighting component is
signi�cant, Figure 2.18b shows the weighting on a log–linear scale. This reveals
that components 3–6 gradually decrease in weighting before another stepped de-
crease between component six and seven. The small weighting could be because
the spectral component is representative of a spectral shift, therefore it repre-
sents only a small change in magnitude. Another cause for low weighting is low
signal strength, either a minor product of branching or a weaker photo–induced
absorption cross–section. A third possibility is that these components could be
unrelated to the measured system, they could be non–linear artefacts,217 or cor-
related noise sources that are common in femtosecond white light sources.200,236

D =U · S ·V T (2.11)

To diagnose the possible importance of a third through to sixth component the
contributions to the overall data are presented in Figure 2.19. This �gure ap-
pears complicated, and so the description is broken down into the rows; Spectra
(V), Kinetics (U), Single, Additive, and Residual; and then each column corre-
sponds to a component. The kinetics are normalised, and the single and additive
surfaces have the same colour scale, while the residuals are presented at one–
tenth of the scale. The spectra (V) and kinetics (U) are the orthogonal axes of the
dataset, and thus the kinetics shows how the spectra components change with
excitation–probe delay. The next two columns, single and additive, describe the
data generated by multiplying the spectra and kinetics together giving a surface.
In the case of "Single" it is just the multiplication of the nth spectra and kinetics,
so it show the contribution of that particular component; while the "Additive"
row is the contribution from the �rst to the nth component/s. Finally, the resid-
uals give a clear picture of how much of the data has been accounted for when
including the �rst to nth components. By breaking down the data in this way it
becomes clear if there are any time and spectral correlated features in the data.
The "Single" row makes clear the origin of the weightings (S) with the total con-
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Figure 2.18: The weightings of each orthogonal component as calculated via the SVD algorithm,
(a) and (b) di�er by the log–scale presentation used in panel (b).
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tribution to the surface reducing signi�cantly for the third (4.5 × 10−4) to the
sixth (3× 10−5) component. There is structure across all the spectra (a–f) indi-
cating that in all cases there are correlated components along the spectral axis.
We can only guess if these are from species, noise, or measurement artefacts, but
if we consider the kinetics their assignments become much clearer. The kinetics
show that Components 1, 2, and 4 are due to time–dependent changes in the sam-
ple, components 3 and 5 represent white light noise, and component 6 is likely
to be a coherent artefact The assignment of component 1, 2, and 4 to sample
induced e�ects is because of the relatively smooth variation with time, indicat-
ing the growth and then decay of some species. The random variation centred
around zero in component 3 and 4 indicates that they are from noise sources, as
they are not time–dependent but rather appears to be randomly distributed along
the time axis. Finally, component six has a sharp peak in the dynamics centred
at time–zero while the spectral features show a sharp transition at the excitation
wavelength, 712 nm (1.74 eV), consistent with a coherent artefact.217 Following
a detailed inspection of the SVD results, three important contributions have been
identi�ed, one which has low signi�cance but is still above the noise �oor. And
a measurement artifact is identi�ed allowing it to be removed or modelled.

2.4.2 Applying a model

For time–resolved spectroscopic data, the data matrix (D) can be broken down
into two components; spectra (S) and concentrations (C), as shown by Equa-
tion 2.12.202 The methods used to determine these two components fall into two
general categories; hard– and soft–modelling.200,202–204,222,237–239 In hard models,
the reduction occurs by breaking down the matrix into equations and parame-
ters usually with a basis in real–world phenomena. A soft model breaks the data
matrix using a non–parametrized decomposition.

D = C · S (2.12)
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It is important to be considerate of the in�nite solution space possible when try-
ing to model 2–D data, i.e. there are multiple decompositions of a 2–D matrix
that provide a mathematically identical description but have di�erent spectral
and kinetic components.202 This is because of rotational ambiguity as described
by Equation 2.13. The identity matrix (I) can be inserted between C and S with-
out changing the experimental data (D). I can then be broken into two rotational
matrices, R and its inverse RT , these are then combined with the original spec-
tra and kinetics two give a new set of spectra [C ·R] and corresponding kinetics
[RT · S].

D = C · S

= C · I · S

= C · [R ·RT ] · S

= [C ·R] · [RT · S]

(2.13)

This rotational ambiguity must be considered when exploring the species and
their decay dynamics. In order to constrain these ambiguities additional con-
straints need to be applied. These constraints can be physical, similar to those
used for Multivariate Curve Resolution–Alternating Least Squares,238 or spectra
from fragment compounds such as the TA spectra from a moiety that is shown
to be comprised of a single species. If a hard model is being used much of this
ambiguity is minimised by the equations applied especially if both spectra and
kinetics are determined by equations.

Hard modelling

In the case of hard models equations can be used to predict either the spectra or
concentration pro�le; with linear combinations of these giving the other com-
ponents. If we consider exponential decays common in kinetic models, Equation
2.14 will describe the data (D(λ,t)). The data will have exponential decay of
species (e−k1t+e−k2t+. . .+e−knt)with spectral weighting (A1(λ),A2(λ), . . . ,An(λ))

that can be extracted by least squares �tting. The decay described by Equation
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2.14 can be expanded on by de�ning how the decay between species are repre-
sented. Below are equations that show a sequential model (2.15), simultaneous
decay (2.16) or a mixture (2.17). The mixture contains an initial excitation into
both state 1 and 2, with a fraction α. State 1 decays to state 2, and state 2 decays
to state 3 (the ground state).202 These additional parameters mean the solution
space is still large due to the problem of rotational ambiguities as discussed pre-
viously.

D(λ,t) = A1(λ)e
−k1t +A2(λ)e

−k2t + ...+An(λ)e
−knt (2.14)

S1→ S2→ S3 (2.15)

S1→ S3

S2→ S3
(2.16)

αS1→ S2

(1−−α)S2→ S3
(2.17)

Soft modelling

Soft models do not apply equations to the data but instead, use constraints to
extract the photophysics. The constraints for the dynamics can include: having
only decays, unity yield, non–negative, and unimodality. Spectral constraints
can include: limiting regions to be zero, negative or positive; or using spectra col-
lected from other measurements, e.g. TA on the neat donor, steady–state absorp-
tion or photoluminescence. In photoluminescence, a wavelength–dependent in-
tensity correction must be made due to the di�erent Einstein coe�cients for
stimulated and spontaneous emissions.240–242 These constraints can apply to the
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kinetic or spectral pro�le by applying the constraints in an alternating manner,
in this way, the best �t will also be consistent with any constraints.

Multivariate Curve Resolution–Alternating Least Squares (MCR–ALS) applies
physical constraints to the spectra matrix, or to the kinetics matrix.243 The al-
gorithm performs a least–squares �tting to the data matrix with some estimated
spectra matrix to generate kinetic traces. It then applies the constraints to the
kinetic matrix and least–squares �ts the data matrix again to generate a new
spectra matrix. This process repeats until the change in the goodness of �t is
below a threshold. The result is a set of spectra and kinetics that describes the
data while being consistent with the physical constraints applied.

2.4.3 Conclusion

Once the TA data is collected it becomes important to interpret the data in a
consistent manner. This necessitates an overview of how the modelling can be
constrained and the validity of the results, this is highlighted by the rotational
ambiguities present in any high dimensionality data. In this manner, additional
information must be used to constrain the model. In the results presented in
this work, soft–modelling techniques are generally used. This is because com-
parisons between materials provide insights into how the photophysics di�er
in OPVs, therefore the extraction of speci�c lifetimes is not necessary as com-
parisons between measured samples provide ample insight. As this is the case
considerable thought needs to go towards understanding and accurately describ-
ing the TA data set with a set of spectra and kinetics that can be attributed to
underlying processes or species present in OPVs. This is achieved by taking a
systematic approach whereby SVD is used to determine the number of compo-
nents and then spectral masks are used to separate the exciton from the charge
species, while the long–lived spectral component is used to identify the �nal
charge species.
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Chapter 3

Systematic investigation of how
fullerene e�ects the performance
of fullerene:PTB7–Th organic
solar cells

In this chapter, the photophysics of PTB7–Th blended with fullerene derivatives
is investigated. The blends studied in this chapter are part of the well–studied
polymer:fullerene variety of bulk–heterojunction (BHJ) cells. Due to the com-
plex nature of BHJ organic photovoltaic (OPV), multiple techniques are used to
thoroughly characterise the device and provide a conclusive understanding of
the changes in power conversion e�ciency (PCE). Transient absorption spec-
troscopy measures the photophysics of the device, and advanced scattering and
electrical characterisation de�ne the morphology and device physics, respec-
tively. This work is focused on photophysics; therefore, we discuss transient ab-
sorption and steady–state optical measurements in detail; the other results will
be brie�y summarised. Two systems are investigated: the �rst is the e�ect of
varying PC71BM wt% in a PTB7–Th:PC71BM blend. We �nd that it is possible to

83
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tune the morphology, with 60 wt% providing a balance between the three–phases
deemed necessary for e�cient OPVs. In the second system, we aim to understand
how modi�cation of the fullerene acceptor a�ects morphology and photophysics;
PTB7–Th is blended with PC61BM, PC71BM, and ICBA. The increased absorption
of PC71BM makes it the best performer, while the higher open–circuit voltage
(Voc) of ICBA balances the decreased charge generation from the ICBA phase
giving similar performance to the PC61BM blend.

Professor Chris McNeill and his team provided the active layers of the device
for transient absorption characterisation; they also measured and analysed the
electrical and morphological characteristics.

The data presented in this chapter has been published in:

• Huang, W.; et al. Impact of Fullerene Mixing Behavior on the Microstruc-
ture, Photophysics, and Device Performance of Polymer/Fullerene Solar
Cells. ACS Appl. Mater. Interfaces 2016, 8, 29608–29618.

• Huang, W.; et al. In�uence of Fullerene Acceptor on the Performance, Mi-
crostructure, and Photophysics of Low Bandgap Polymer Solar Cells. Adv.
Energy Mater 2017, 7, 1–10.

3.1 Introduction

This chapter focuses on the "old dog" of BHJ OPVs, looking to understand the
structure–morphology–photophysics–performance relationships when optimis-
ing the fullerene component in fullerene:PTB7–Th BHJ OPVs. The BHJ–OPV
systems with fullerene blended with polymer studied in this chapter provide a
solid base from which to expand into polymer blended with polymer (Chapter 4)
and small–molecule acceptor (SMA) blended with polymer (Chapter 5).

The area of fullerene:polymer OPV has been the bedrock of BHJ OPVs with
performance gains improving from 1 % to 11 %.102,126,244 During this time high–
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performance devices have included several di�erent polymers, but the best per-
forming acceptors are functionalised fullerenes; hence adapting the polymer has
been the main focus in order to enhance PCE.31,41,99 The polymers are improved
by reducing the band–gap, hence increase light absorption; or tuning the struc-
ture for improvements in charge generation and collection.28,31,99,245 While the
most popular fullerene acceptors are still PC61BM and PC71BM.31 Even with the
recent advancement of non–fullerene acceptors (discussed in Chapter 5) there is
still signi�cant interest in fullerene:polymer blends.31 From 2007–2013 there was
rapid improvements in PCE performance from 3–11.6 %; but as of 2020 the high-
est performing binary polymer:fullerene blend achieved 11.7 % inline with pur-
posed theoretical limits.31,86,102,111,127 The improvements in PCE are from two ar-
eas: increased light harvesting, and active layer optimisation.8,41,246 Of these two
areas, this work is focused on active layer optimisation. Furthermore, ternary
blends, i.e. ones with more than two materials in the active layer, still incorpo-
rate fullerene acceptors.247,248

Of particular interest for this chapter are the morphological requirements, which
are probed in Section 3.2; while a mixture of morphology and Voc is investigated
in Section 3.3. There have been several review articles published recently, look-
ing into the role of morphology, how we can control it, and how it e�ects on the
overall performance.4,27,31,135,249 Further to this a number of recent studies have
investigated the role that annealing, additives, and side–chain modi�cation has
on overall morphology.31,85,250–254 A detailed study on not just the morphology
changes but how these link back to the underlying photophysics is required to
understand the loss mechanisms from light absorption through to collection at
the electrodes. When considering e�cient charge separation in the BHJ active
layer, the importance of morphology and the bene�ts of each of three distinct
phases (crystalline –polymer, –donor, and intermixed) has been recently high-
lighted. The requirement for three phases is exempli�ed by the short exciton
di�usion requiring high interfacial area and the need to reduce bimolecular re-
combination, which is typically increased by interfacial area. In adding the third
phase, both exciton quenching (di�usion) and carrier lifetimes (bimolecular re-
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combination) can be improved, as the third mixed–phase increases interfacial
area and acts as a bu�er region, decreasing bimolecular recombination. Achiev-
ing this three–phase morphology is possible and has been well characterised in
several previous studies.92,130,144–147,255 By taking advantage of the balance be-
tween enthalpic (phase separation), and entropic (mixing), the �lm morphology
can be controlled by modifying the �lm deposition kinetics, i.e. using annealing,
side–chains, additives, and solvent.31,130,131,256 An additional factor that needs to
be taken into account is the in�uence of molecular orientation and how it im-
pacts the energetic landscape energy and orbital overlap at the interfaces; having
good orbital overlap is needed to allow charge–separated states to form.27,195,257

A favourable energetic landscape at the interface can provide a driving force
that moves charges into the crystalline domain, suppressing charge recombi-
nation.85,249 To this end, the discussion here will highlight improvements and
morphology centred around the PTB7–Th polymer that forms the basis of all the
BHJ–OPV active layers studied in this chapter.

PTB7–Th is the only polymer used in the active layers studied in this chapter.
As such, a summary of progress involving fullerene:PTB7–Th based BHJ OPVs is
presented here, with a discussion regarding the fullerene acceptors are presented
at the beginning of each section.

PTB7–Th is classed a low band–gap polymer, as it lowers the band–gap when
compared to quintessential mid–bang–gap polymer, P3HT. The lowering of the
absorption spectra brings it closer to the ideal 1.3 eV (946ṅm) band–gap of a single
junction photovoltaic (PV).21,103 When it PTB7–Th is combined with PC71BM,
the combined absorption of the active layer covers much of the visible spectrum
(500–750 nm), Section 3.2.2. The structure of PTB7–Th is presented in Figure 3.1,
and is very similar to its forebear PTB7, which is another well–studied low–
bandgap donor polymer. The noticeable structural di�erence between PTB7–Th
(A) and PTB7 (B) is that in PTB7–Th (A) the alkoxy sidechain has been replaced
by an alkylsubstituted thienyl sidegroup.
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Figure 3.1: Chemical structures of PTB7–Th (A) and PTB7 (B).

The �rst synthesis and BHJ–OPV fabricated using PTB7–Th was reported in
2014, and achieved a PCE of 9.0 % when mixed with PC71BM in a 1:1.5 ratio and
spin coated from an o–dichlorobenzene solution containing 3 % 1,8–diiodooctane (DIO).258

The performance has improved slightly with morphology optimisation, as dis-
cussed below, and was 10.8 % as of 2018.251 The e�ects of additives,250–252 anneal-
ing temperature253 and active layer thickness254 on the performance of PTB7–Th:PC71BM
solar cells has been investigated. When it comes to active layer thickness, the op-
timum is di�erent for inverted and standard device architecture but should be in
the 80–120 nm range, with �ll factor (FF) and PCE, reduced outside of the op-
timum.254 It has been found that DIO is required to improve PCE, it works by
reducing the PC71BM domain sizes to 30 nm from the 100 nm observed without
DIO solvent additive.250,253,259 The larger domains are thought to be detrimen-
tal to exciton dissociation.253 The addition of N–Methyl-2–pyrrolidone (NMP)
to 1,8–diiodooctane (DIO) gives a binary additive system which was able to fur-
ther increase e�ciency, from 8.2 % to 10.8 %.251 The binary additive system did
not change the length scale of the domains, but crystalline domain purity was
increased. With the higher purity and an increase in FF, low bimolecular recom-
bination is thought to be the driver of improved performance.251 Charge trans-
port is a crucial idicator of overall PCE, one study using a binary solvent sys-
tem (DIO and NMP) and another uses 1–bromo-4–nitrobenzene and both show
that higher hole and electron mobilities lead to improved PCE (10.8 %and 8.9 %
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respectively).251,252 For e�ective charge collection, there needs to be increased
concentration of the associated material on the electrode, and a thickness that
leads to carrier density peaking between both electrodes.250,254 The degree of
crystallinity in PTB7–Th blends is low and solvent additives do not have a large
impact.250 The interplay of interaction; i.e., thickness, domain size and charge
transport, and there e�ect on PCE highlight the di�culty in understanding the
underlying drivers for improvement. Therefore the ability to simutaneously
characterise morphology, electrical and photophysics is an area of great inter-
est.

This chapter presents the important details of morphology characterisation and
performance metrics analysed by collaborators; the contribution of this author is
the determination of the photophysics to complete the picture. The photophysics
involves steady–state measurements of absorption and photoluminescence to de-
termine the spectral response and exciton quenching e�ciency. These are then
combined with transient absorption spectroscopy, which has been speci�cally
tailored to track the OPV signals (Chapter 2), to allow for the tracking of exci-
tons and polarons from generation in the femtosecond regime to there eventual
decay after microseconds. The results are broken down into two sections; the
�rst investigates the e�ect of changing the weight percentage of PC71BM when
mixed with PTB7–Th. And the second changes the fullerene derivatives used
to compare the e�ect of chemical modi�cation by comparing PC71BM, PC61BM,
and ICBA solar cells all blended with PTB7–Th.

3.2 Tuning fullerene and PTB7–Th performance

by varying the weight fraction

To create an optimal bulk–heterojunction organic photovoltaic device, a balanc-
ing act between many factors; light capture, exciton separation, charge collec-
tion, is required. In this section, we explore what impact varying PC71BM load-
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ing, in PTB7–Th:PC71BM blend has on photophysics, cast in the context of ex-
tensive morphological and device characterisation driven by collaboration.

In this work, we present a comprehensive study that characterises the mor-
phology, device, and photophysics of PTB7–Th:PC71BM. While other studies
have investigated the blend ratios in polymer:fullerene blends, they have not
extensively characterised the same polymer batch with the same preparation
condition, i.e. all samples here are prepared in the same laboratory.148,164,260

Recently the morphology of PC71BM based BHJ–OPV has been investigated in
PGeBTBT:PC71BM; this showed little change in domain size but higher fullerene
content in the mixed–phase improved performance.261 Also, PTB7–Th:PC71BM
blends have been previously studied with varying PC71BM ratios. The study
found that band tailing could be decreased as PC71BM fraction was increased,
this was found to be a trade o� between Voc and short–circuit current (Jsc) leav-
ing to optimum performance at 65 wt%.260

The need for multiple advanced characterisation techniques has recently become
more important with the discovery that three distinct phases contribute to the
overall performance of BHJ–OPV.92,95,130,144–149 By combining characterisation
of morphology, device physics and photophysics, we are able to provide a com-
plete picture of the performance. We observe how the 3–phase morphology is
perturbed by varying the weight percent (wt%) of PC71BM and how it e�ects exci-
ton absorption through charge generation (photophysics) all the way to charge
transport and extraction (device physics). The material system chosen has re-
cently achieved 10.8 % e�ciency by using a low–bandgap polymer and broaden-
ing the absorption region with a lower bandgap fullerene, PC71BM.251 A recent
trend in polymer:fullerene research, at the time, to push the polymer to lower
band–gaps.262–264 PTB7–Th in particular, has received a signi�cant amount of at-
tention for both polymer:fullerene and polymer:polymer devices.113,125,250,260,264–270

The combination of low–bandgap polymer, shifting the band–edge, and comple-
mentary absorbing PC71BM, �lling out the absorption spectrum improves the
PCE.
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We �nd that variation in morphology plays a crucial role in performance; there
are three distinct regimes each resulting in noticeable changes in photophysics.
First, at less than 50 % PC71BM loading, rapid prompt charge generation and rapid
geminate recombination are observed, this is consistent with the lack of pure
fullerene domains. Second, and the most e�cient, in the 60–67 % PC71BM wt%
there is the right balance of the three phases (pure polymer, pure fullerene, and
mixed), with pure PC71BM domains formed, and some indication of mixing into
PTB7–Th phase. Finally, at higher than 70 wt% PC71BM, the fullerene domains
are too large, and we see decreased exciton harvesting and along with disruption
to the pure PTB7–Th phase. In summary, we aim to understand the interplay be-
tween morphology, photophysics, and electrical behaviour in PTB7–Th:PC71BM
BHJ–OPV, with the optimisation parameter being PC71BM wt%.

3.2.1 Morphology and device characterisation

The morphological and electrical data collected and analysed by collaborators
will be summarised brie�y to provide context for understanding and interpret-
ing the photophysics and steady–state spectroscopy. The data show that PC71BM
hinders polymer crystallisation and domain sizes increase with wt%. Electrical
measurements reveal 67 wt% gives the highest PCE, FF, and Jsc, while measure-
ment of devices shows bimolecular recombination as a possible loss mechanism.

The current vs. voltage (J–V) measurements (Table 3.1) on optimised device show
that the highest PCE (67 wt%) is found by optimising FF and Jsc. The Jsc increases
from 10.8 to 17.4mAcm−2 when moving from 33 wt% to 50 wt% but quickly levels
out reaching a max of 17.7mAcm−2 with 60 wt%. The increase in Jsc is mostly ac-
counted for by the increased absorption from PC71BM 400–600 nm region. From
50 wt% the FF is responsible for the remainder of the gains peaking with PCE
when 67 wt% is reached. Transient photovoltage measurements give an idea of
charge transport and recombination at Voc.271–274 The transient photovoltage
measurements show that intensity–dependent recombination optimised around
60 wt% while trap concentration decreases a fullerene loading increases.
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Material VOC JSC FF PCE
V mAcm−2 %

33 wt% 0.80 10.5 0.40 3.3
50 wt% 0.80 17.4 0.61 8.5
60 wt% 0.80 17.7 0.66 9.4
67 wt% 0.80 17.5 0.68 9.6
75 wt% 0.78 17.2 0.65 8.8

Table 3.1: Electrical characterisation of PTB7–Th blends with varying wt% of PC71BM, collected
under the illumination of AM 1.5.

Grazing–incidence wide–angle x–ray scattering (GIWAXS) results show PC71BM
aggregates from above 33 wt%. The preferential face–on orientation is lost as the
PC71BM weight fraction increase with and polymer crystallinity decreases as in-
dicated by the associated π–π stacking stacking peak. Domain size as measured
with resonant soft x–ray scattering (R–SoXS) shows a monotonic increase with
wt%; from 28.2 nm to 44.7 nm, with 67 % having the optimum domain size of
33.5 nm.27,153,154 X–ray absorption near edge structure (NEXAFS) gives surface
trends for composition that reaches a max at 50 % ratio suggesting that as more
PC71BM is added the bulk ratio increases at a faster rate.

The addition of fullerene; increases the fullerene domain size, decreases polymer
crystallinity and reduces trap concentration. Moreover, intensity–dependent re-
combination is optimised in the 60 wt% blend. These changes should be recognis-
able with data from transient absorption spectroscopy (TA) data with the domain
size being related to the charge generation timescale while the phase purity can
be seen in the fraction of promptly generated charges. The di�erence between
the PCE caused FF when going from 33 wt% to 60 wt% is also revealed because
the geminate recombination rate can be directly probed. Before this, the steady–
state photoluminescence (PL) and absorption spectroscopy indicate rapid charge
generation related to the purity and also fullerene domain size while the presence
of fullerene aggregates is directly observed in the absorption spectra.
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3.2.2 Steady–state absorption and photoluminescence

Measurements of steady–state absorption show there are changes in spectral
shapes when comparing the neat spectra with blended �lms. The PTB7–Th ab-
sorption peak decreases in energy, and PC71BM low energy shoulder vanishes at
low wt%. The absorption also provides valuable information when considering
which phase is excited (either PTB7–Th, PC71BM or both) when doing transient
absorption (TA) or photoluminescence measurements (PL). The PL show high
quenching across all blends indicating e�cient exciton to charge separation.

Steady–state absorption spectra for neat and blended �lms are shown in Fig-
ure 3.2. Panel a – e each contain a blend (various colours) spectra increasing in
PC71BM wt% from 33 (a) to 75 (e) along with contributions from neat PC71BM
(purple) and PTB7–Th (pink) scaled to give the best �t (black) when using a lin-
ear combination of the neat spectra. The �nal �tted spectra are shown in black
and reveal that the blended spectra are not a simple linear combination, showing
a shift in the electronic structure of the donor, acceptor or both.

When blended with PC71BM there is a red–shift in the PTB7–Th absorption, il-
lustrated clearly in the 33wt% blend, which has a minimal contribution from
PC71BM. Above 33wt% absorption in the 350-600 nm (3.5-2.1 eV) increases with
wt%, this increase from PC71BM complement PTB7–Th overlaps slightly with
the blue edge of PTB7–Th. Of particular interest is 435 nm (2.85 eV), which does
not have any absorption from neat PTB7–Th this drastically increases from 0
to 0.8, fullerene loading only increases 2.3 fold. When considered alongside the
GIWAXS data, which shows the formation of fullerene aggregates after 50 wt%,
this new absorption signal can be attributed to PC71BM aggregates, which are
assumed to be present in the neat �lm of PC71BM.

Normalised steady–state photoluminescence (PL) measurements from neat �lms
of PTB7–Th and PC71BM after 532 nm excitation are shown, Figure 3.3. PTB7–Th
(pink) has an onset at ~700 nm and then continues into the near–infrared region,
PC71BM has an onset at ~650 nm with a peak at 720. The detector response wave-
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Figure 3.2: Normalised absorption spectra of the various blends along with neat PTB7–Th and
PC71BM. Each panel a–e contains for a single wt%; the PTB7–Th:PC71BM absorption spectra
(various colours), best–�t line (black) that is a weighted linear combination of the constituent
components, and the individual weighted components (purple and pink).
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Figure 3.3: Steady–state photoluminescence spectra of neat PTB7–Th and PC71BM �lms col-
lected after 532 nm excitation. The spectra are presented normalised, with the details showing
that after being corrected for absorbed photons PC71BM is 76 times weaker than PTB7–Th.

lengths >780 nm is weak; therefore, spectral features may not be representative.
It is crucial to consider the fraction of light absorbed into each phase because
the PL intensity of PC71BM is 76 times less than PTB7–Th. The variation in wt%
results in a di�erent fraction of incident photons absorbed by each phase. As
the two phases have di�erent PL intensities, a decrease in overall PL as more
incident light is absorbed by the less emissive PC71BM could be confused for
quenching, i.e. if 10 % of the light was absorbed by PC71BM then expected PL
without quenching is 90 % of the value if all the light was absorbed by PTB7–Th.

The PL quenching e�ciency has been calculated and is plotted as a function of
PC71BM loading in Figure 3.4 with all blends showing strong quenching. A rapid
hole or electron transfer event explains the strong quenching either an electron
from the polymer to PC71BM or a hole in the opposite direction. To understand
how excitation in each phase are quenched, two excitation wavelengths are used:
625 nm, which is strongly absorbed by the polymer phase; and 532 nm, used to
predominately excite the PC71BM phase. The quenching e�ciency is calculated
by considering the fraction absorbed into the PTB7–Th and PC71BM phase using
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Figure 3.4: The calculated photoluminescence quenching as a function of fullerene loading wt%.
Greater than 94 % quenching is seen across all wt%. Red markers indicate 532 nm excitation,
which is primarily absorbed into the fullerene phase, while blue (625 nm excitation) is mostly the
polymer phase.

the linear �t of the neat absorption spectra as described above. The neat PL
spectra are then weighted by this fraction to give the expected PL intensity with
the quenching being the fraction observed in the blend. It is acknowledged that
the linear �ts are not of high quality. However, as the ratio of the two phases
is used to determine the fraction, the absorbed photons for each fraction are
equivalent to the measured absorbance.

Following 625 nm excitation, the majority of observed variations will need to
be explained by the polymer due to the low absorption strength of PC71BM at
625 nm (see Figure 3.2). The quenching e�ciency shows an increase from 99.3 %
(with 33 wt% PC71BM) to a peak of 99.6 % (with 60 wt%) and subsequently de-
creases to 99.1 % (with 75 wt% PC71BM). The increased quenching with PC71BM
loading is consistent with NEXAFS measurements, that show an increase in
fullerene composition in the mixed–phase. This higher ratio of PC71BM in-
creases the proximity to PTB7–Th excitons increasing the exciton quenching
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rate. The decrease quenching e�ciency above 60 wt% is likely due to emission
from PC71BM aggregates.

When using an excitation wavelength centred at 532 nm, both the polymer and
fullerene absorb light. The fullerene phase is absorbing more light and a more
signi�cant fraction of total incident light as the PC71BM wt% increases. Figure
3.4 shows the quenching e�ciency with a monotonic decrease as a function of
PC71BM concentration from 99.1 % (33 wt%) to 94.9 % (75 wt%). This e�ect can be
explained by lower exciton dissociation e�ciency with higher PC71BM concen-
trations due to the larger and purer PC71BM domains.

Energy transfer from fullerene to the polymer (prior to charge transfer) is a pos-
sible quenching mechanism for the fullerene. However, this is unlikely to occur
due to the low PL strength of the fullerene. Energy transfer is ruled out by the
TA data (below) with no evidence of an intermediate polymer exciton popula-
tion. Therefore, the fullerene does not go through a two–step process of fullerene
exciton, energy transfer to polymer exciton, then charge transfer.

The above steady–state measurements support the change in PC71BM aggrega-
tion seen via the morphological measurements. Furthermore, they demonstrate
that a limit of PC71BM concentration is reached at about 60 wt% giving a peak
in PL quenching. There is an indication that at higher PC71BM loading as loss
channel exciton in PC71BM phases is added due to its increased size. We further
explore the photophysics by using transient absorption spectroscopy to track the
charge generation and decay dynamics from 100’s of femtoseconds to microsec-
onds.

3.2.3 Ultrafast photophysics

To measure the impact of fullerene loading on charge generation and recombina-
tion, we use transient absorption (TA) spectroscopy spanning the femtosecond
to microsecond timescale. We observe an evident variation in charge generation
which is correlated to domain size, with 33 wt% giving almost 100 % promptly
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generated charges while 50 wt% is ~40 %. Geminate recombination is suppressed
with increasing wt% giving more time for charge extraction and hinting at more
e�cient charge separation.

Signal assignment

In order to understand the complex signals observed in TA spectroscopy, the
neat spectra of PC71BM and PTB7–Th are measured. Figure 3.5 shows the single
spectra that is representative of the TA surface after 532 nm (2.33 eV) excitation.
The PTB7–Th spectrum has a ground–state bleach signal (GSB, ∆T /T >0) in the
580-780 nm (2.1-1.6 eV) region overlapping with its steady–state absorption. A
stimulated emission (SE, ∆T /T >0) seen on the lower energy edge of the GSB.
The beginning of a broad photo–induced absorption (PIA, ∆T /T <0) is resolved
in the near–infrared region >940 nm (<1.32 eV). When considering the PC71BM
spectra it is essential to note that after being normalised by absorbed photons
the signal is signi�cantly weaker then PTB7–Th (purple, dotted line), as such we
do not expect there to be a signi�cant contribution of PC71BM in the TA spectra
of the blends. Nevertheless, PC71BM features are described brie�y here (purple,
solid line), a GSB signal <600 nm (>2.07 eV) overlaps with a broad PIA feature
spanning the recorded spectra range. The overlap of PIA and GSB is identi�ed
by the sharp transition between positive and negative ∆T /T at 600 nm (2.07 eV).

The observed PTB7–Th spectra can be attributed to a singlet exciton as it is ob-
served directly after excitation of the neat �lm; and is paired with SE, which is
only possible from a single exciton. This makes the PIA in the near–infrared
diagnostic of a singlet state present in polymer. The GSB region 580-780 nm
(2.1-1.6 eV) can then be used to follow the change in the excited state population
created from direct excitation of PTB7–Th or hole injection from PC71BM.

TA spectral features for the blend with 33 wt% fullerene is shown in Figure 3.6a.
The spectra are dominated by a GSB feature (∆T /T > 0) that corresponds to loss
of polymer ground–state absorption in the 580-780 nm (2.1-1.6 eV) range, and
a photo–induced absorption peak (∆T /T < 0) at around 1130 nm (1.10 eV). The
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Figure 3.5: TA spectra attributed to singlet exciton for PTB7–Th (532 nm 2.3µJ cm−2) and
PC71BM (532 nm 24µJ cm−2), collected in a neat blend <10ps after excitation. The spectra are
normalised to show the spectral features. PC71BM is plotted twice (purple, dotted and solid lines)
to emphasises the di�erence in signal strength after correcting for absorbed photons.

photo–induced absorption peak arises due to hole polarons in the PTB7–Th poly-
mer, as it is a distinct peak as opposed to the broad absorption seen in the neat
PTB7–Th �lm. The lack of PC71BM GSB in the signal from the electron injection
is not a concern due to the much lower oscillator strength when compared to
PTB7–Th. In addition, a signal is seen at the earliest time, >1380 nm (<0.90 eV),
this peak completely disappears within 1 ps. It is attributed to polymer exciton,
based on PIA seen in this region in the TA spectra of neat polymer �lm (see
Figure 5.9).

TA spectral series for �lms with 50 wt% and 60 wt% blends are included in Figure
3.6 (b and c). Similar spectral features as described for 33 wt% blends are observed
in both the 50 wt% and 60 wt% blends with two exceptions; the polymer exciton
feature at >1380 nm (<0.90 eV) is weaker and shorter–lived, and in the 50 wt%
blend there is an additional photo–induced absorption feature around 830 nm
(1.49 eV). The additional photo–induced absorption feature at 830 nm (1.49 eV)
in the 50 wt% blend is a sub–bandgap absorption and characteristic of electroab-
sorption, which is a perturbation to the ground state absorption caused by an
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Figure 3.6: A series of TA spectra showing the interconversion of excitons into charges and
then decay to the ground state. Each is constructed from separate measurement in the visible
and near–infrared spectral regions, following femtosecond (100 fs – 3 ns) and picosecond (3 ns –
100µs) excitation at 532 nm. Each individual panels show PTB7–Th blended with a di�erent wt%
of PC71BM; a. 33 wt% (3.1µJ cm−2), b. 50 wt% (4.3µJ cm−2), and c. 60 wt% (4.3µJ cm−2).
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electric �eld.275–277 Electroabsorption arises because an electric �eld is induced
by separated electrons and holes in the fullerene and polymer phases. In poly-
mer:fullerene blends, electroabsorption e�ects tend to be observed when there is
a particular alignment of polymer chains with respect to the electric �elds gener-
ated between the charge pairs, thus indicating variation in the polymer:fullerene
packing near the interfaces.

Charge generation and decay

From an understanding of the spectra, regions associated with charges and ex-
citons, di�erent charge generation channels can be tracked. Figure 3.7 presents
normalised kinetic traces of: polymer GSB (a), polaron (b), and polymer exciton
(c). GSB kinetics represent the excited state population in the polymer that can be
broken down into polaron and polymer exciton due to the spectra assignments.
The polaron population can be followed by looking at 1000-1240 nm (1.2-1.0 eV).

The initial intensity and growth dynamics of the charge generation process can
be a combination of prompt (well–mixed regions) or delayed charge generation
(coarser phase). These dynamics can then be related to morphology measure-
ment discussed earlier; i.e. phase purity and size of the polymer and fullerene
domains. The delayed charge generation can come from either the; polymer
(electron transfer) or fullerene (hole transfer) therefore, both channels need to
be considered. For all �lms, the step–like increase in the GSB immediately af-
ter excitation is attributed to prompt charge generation from the mixed–phase.
These prompt charges could be from either electron or hole injection as both
polymer or fullerene absorb at this wavelength. The prompt charge assignment
is supported by consideration the exciton identi�ed from the neat polymer ex-
citon (c) which is both much weaker (Figure 3.6) and is short–lived. Next, we
consider the delayed charge generation, which is exclusively from the PC71BM
phase as the polymer exciton signal decays in <200 fs. This is di�erent for 33 wt%
blend where the growth in GSB is minimal, meaning all charges are generated
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promptly. For the 50 wt% and 60 wt% blends more than half of the charges come
from the PC71BM phase following 532 nm excitation.

The fullerene photophysics plays an essential role in the OPV as it absorbs a
substantial fraction of incident light, ascertained by decomposing contributions
to the absorption spectra (Figure 3.2). While the fullerene excitons themselves
are not directly observable, hole transfer to the polymer increases the polymer–
based GSB and the PIA peak attributed to polarons. The kinetics of the GSB
and photo–induced absorption growth re�ects the dynamics of fullerene exci-
ton di�usion to interfaces. Increasing the fullerene content extends this exciton
di�usion phase; the peak charge population shifts from tens of picoseconds to ap-
proximately one nanosecond when increasing the fullerene content from 33 wt%
to 50 wt%. The di�erent dynamics are explained by substantially larger and purer
PC71BM domains observed in the 50 wt% blend.

The apparent discrepancy in the decay dynamics between the GSB and polaron
signal for 50 wt% and 60 wt% may relate to the di�erent absorption features noted
above for the 50 wt% blend, or the onset of PC71BM exciton annihilation in the
60 wt% blend. The variation in decay dynamics between the integrated kinetics
could be due to the di�erence in spectra shift at later times as the charges dif-
fuse into domains of higher purity.92 Some evidence of this can be seen in the
exciton peak at ~50 ns well after the polymer exciton has decayed, but indica-
tive of a shifting PIA peak. For all �lms, there is an additional increase in the
GSB intensity after excitation, which is much more signi�cant for the case of the
50 wt% and 60 wt% blends, supporting the morphology measurements that show
fullerene domains forming with >33 wt%.

To begin the discussion of charge recombination, we must identify if the pri-
mary pathway observed is bimolecular or geminate. As the solar illumination
is weaker than a pulsed laser, the geminate decay dynamics are those relevant
to a working device. By collecting an excitation �uence dependent series of ki-
netics and observing any change in decay, we can identify intensity–dependent
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Figure 3.7: Dynamics extracted from thin �ims blend of PTB7–Th:PC71BM (33 (3.1µJ cm−2),
50 (4.3µJ cm−2), and 60 (4.3µJ cm−2) wt%) following 532 nm excitation (100 fs, for ∆t <6 ns, and
600 ps, for ∆t >6 ns) primarily resonant with the fullerene phase. Part (a) shows the integration of
the GSB region, (b) is a feature attributed to polaron, and (c) is polymer exciton at times <100 ps.
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bimolecular decay. Figure 3.8 presents an intensity–dependent series of measure-
ments that show little dependence on the decay dynamics even after tripling the
charge density population (the maximum signal amplitude measured is in the
label, i.e. PTB7–Th:PC71BM increases from 0.3 to 0.98) The 60 wt% shows higher
bimolecular recombination with a small but noticeable deviation of the signal at
100 ns while there is no di�erence with 33 wt% and 50 wt%. The increased bi-
molecular decay rate is consistent with more mobile charges useful for charge
separation.

Now that we have established that we are looking purely at geminate recom-
bination the dynamics of subsequent charge recombination can help to explain
observed di�erences in device e�ciencies. Recombination on the subnanosecond
time is observed for the 33 wt% blend. This rapid recombination would mean that
in a device these charges would not be easily separated and extracted, explain-
ing the poor �ll factor, short–circuit current, and voltage dependence of charge
collection (increase in photocurrent going from V = 0 V to V = -1 V). The faster
recombination likely relates to the strong polymer:fullerene intermixing, which
would not leave su�ciently large and pure fullerene phases to isolate electrons
from holes. Charge recombination for the 50 wt% and 60 wt% blend, on the other
hand, proceeds from tens of nanoseconds, which re�ects recombination of free
charges, as is seen for other e�cient OPV blends. The increased timescale of
charge recombination allows for more e�cient charge collection consistent with
their superior PV performances.

3.2.4 Summary

It has been shown that transient absorption spectroscopy, coupled with electri-
cal and morphological measurements, can provide meaningful insight into the
e�ects of varying PC71BM loading from 33 % to 67 %. A clear correlation be-
tween increasing the wt% and charge generation and decay is observed. There
is a decrease in the prompt charge generation in large fullerene domains, but
delayed extraction from the fullerene domain can lead to e�cient charge gen-
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Figure 3.8: A series of �uence dependent decay dynamics following 532 nm excitation (600 ps)
at excitation �uences noted in the details. Each panel contains di�erent wt% of PC71BM; (a)
PTB7–Th:PC71BM 33 wt%, (b) PTB7–Th:PC71BM 50 wt%, and (c) PTB7–Th:PC71BM 60 wt%.
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eration. The timescale of this generation is related to the fullerene domain size
(as shown by GIWAXS). Moving on to the decay, an increase in the geminate
lifetime can be seen once fullerene domains are formed. This trend points to
increasing charge separation driving force provided by the three–phase mor-
phology. These conclusions support steady–state photoluminescence quench-
ing which peaks at 60 wt% when the domain size and purity are optimised for
charge separation. These results clearly show that in polymer–fullerene blends,
fullerene loading can be used to optimise phase mixing and domain size to opti-
mise PCE. Furthermore, a three–phase morphology is vital for e�cient devices,
a lack of pure fullerene domains (<50 wt%) results in rapid charge quenching. At
the same time, greater than 70 wt% mean the fullerene domains have ine�cient
exciton to charge quenching while also disrupting PTB7–Th domains.

3.3 E�ect of di�erent fullerene substitutions on

the performance of fullerene:PTB7–Thorganic

solar cells

In the previous section, we took a detailed look at how fullerene wt% e�ects
PTB7–Th:PC71BM; we now take a brief look at the e�ect of substituting the
PC71BM for other fullerene acceptors. The focus here is on the e�ect of chang-
ing the acceptor, rather than the bulker polymer. When PC71BM is replaced by
ICBA the Voc increases to 1.0 V (0.81 V), but a decrease in Jsc means the overall
PCE is 7.1 %. When PC61BM is the acceptor Voc is similar to PC71BM blends, and
the Jsc is lower, giving an e�ciency of 7.1 % similar to ICBA. In this section, the
same techniques as previously used are once again employed to provide insight
about how changing the fullerene acceptor from PC71BM to either PC61BM or
ICBA e�ects performance, morphology, and photophysics when blended with
PTB7–Th.
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This study uses multiple characterisation techniques to understand the interplay
between device– and photo– physics. The complex nature of BHJ OPVs drives
the need for advanced characterisation techniques with strong evidence that a
three–phase morphology is critical to e�cient devices. The three–phases are
needed because exciton di�usion is typically on the 10’s of nanometers, necessi-
tating small impure domains to generate charges pairs. At the same time, pure
interconnected phases encourage the separation at the interface (lower energy
in crystalline domains) and allow for good percolation collection and e�cient
collection at the electrodes. In order to optimise open–circuit voltage (Voc) the
lowest unoccupied molecular orbital (LUMO) level of the acceptor has been in-
creased, this decrease the donor–acceptor LUMO–LUMO o�set increasing volt-
age, but also results in a decrease in the driving force required for charge separa-
tion.27,116,119,122 When using a medium band–gap donor polymer, i.e. P3HT the
LUMO is at -2.46 which leave signi�cant room for this driving force, however, for
PTB7–Th the LUMO is by 1.2 eV closer to the highest occupied molecular orbital
(HOMO) at -3.65 eV reducing the driving force available for charge separation.
ICBA is a clear example of engineering the fullerene acceptor to improve VOC,
when matched with P3HT their Voc is increased when compared with PC61BM
and a corresponding increase in PCE is observed, whereby when matched with a
low band–gap polymer the PCE is lowered, as shown in Table 3.2. The decreased
PCE could be caused by morphology or energetic driving force as neither have
been well characterised before now.

By combining the characterisation of morphology and device physics (completed
by collaborators) with detailed studies of the optical and photophysics, we reveal
that ICBA has a lower fraction of charges generated after photoexcitation and in-
creased faster charge combination. These loss channels are o�set by the increase
Voc to give PTB7–Th:ICBA a similar e�ciency to PTB7–Th:PC71BM. However,
the improved light collection of PC71BM increases PCE of PTB7–Th:PC71BM
blends by 25 % to 9.4 %.
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Donor PCE (%) Voc (V) Other
ICBA Other ICBA Other Acceptor

P3HT 5.4 3.9 0.84 0.58 PC61BM 278

PTB7 4.7 7.2 0.87 0.70 PC71BM 279

PTB7–Th 7.6 9.4 1.0 0.80 PC71BM this work
PBDTTPD 2.7 7.3 1.1 0.94 PC61BM 280

Table 3.2: Performance of BHJ–OPV comparing ICBA to higher LUMO fullerene acceptors with
di�erent donor polymers. The fullerene based acceptor used for each comparison is denoted in
the "Other Acceptor" column.

3.3.1 Morphology and device characterisation

This section presents a summary of the electrical, morphological, and device
physics. GIWAXS measurements reveal that ICBA hinders polymer stacking.
While R–SoXS shows the di�erence between fullerene domain size (range 24–
32 nm), with PC71BM having the largest and purist domains.

J–V measurements of the various fullerene acceptors are summarised in table
3.3 these show that PC71BM has the best overall performance with a PCE of
9.4 %. The high PCE is a combination of having better Jsc when compared with
PC61BM and a better FF to compensate for the lower Voc when compared with
ICBA. The increase in Jsc compared to PC61BM is due to the higher absorption
across the 400–600 nm region shown by comparing the di�erence between the Jsc
values measured from J–V measurements, 3.1mAcm−2 and those calculated from
external quantum e�ciency (EQE), 2.1mAcm−2. The 0.2 eV higher Voc in ICBA
(1.0 vs 0.8) is due to the di�erence in LUMO levels with PC61BM and PC71BM
being similar ~ -3.9 eV while ICBA is -3.74 eV.278,281,282 Interestingly ICBA has a
lower FF (0.53 vs ~0.65) suggesting a possible route for further improvement in
the morphology.

The transient photovoltage shows the recombination dynamics under Voc con-
ditions and constant illumination. The device is placed under illumination to
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Material VOC JSC JSC calcEQE FF PCE

V mAcm−2 mAcm−2 %
PC61BM 0.81 14.6 15.1 0.64 7.6
PC71BM 0.80 17.7 17.2 0.66 9.4
ICBA 1.0 13.3 12.5 0.53 7.1

Table 3.3: Electrical characterisation of PTB7–Th blended with three fullerenes based acceptors.

generate a steady–state equilibrium, and then a short pulse makes small pertur-
bation to the device. The measured transient voltage curve can be broken down
into two parameters, the �rst γ , the rate at which the carrier density changes
with respect to voltage, and second is λ is related to the reaction order of re-
combination (1st order, 2nd order, ...).259,274,283 The variation in γ indicates that
ICBA blends have a larger degree of energetic disorder which can be caused by
an increase in the density of trap–states or band tailing.195,260 The variation λ
supports ICBA having a di�erent recombination mechanism from PC61BM and
PC71BM.259,274,283,284 With ICBA having a value of 9.5 which is �uence indepen-
dent while PC61BM and PC71BM have a value of 7 at low �uence decreasing to
4 when �uence is reduced to 0.3 suns, pointing to bimolecular recombination
playing an important role process.

The morphological changes induced by the various fullerene are measured by
GIWAXS and R–SoXS. These measurements show a disruption to polymer π–π
stacking when ICBA is used and also a decrease in coherence length, taken to-
gether ICBA lead to less ordered domains. R–SoXS is able to reveal informa-
tion about domain size and also purity, in this case, PC71BM has larger domains,
32.5 nm, then PC61BM (24.4 nm) and ICBA (26.8 nm). Purer domains are more
favourable for charge transport and separation27,153,154 Relative purity measure-
ments shows that PC71BM is purest while PC61BM and ICBA have a ~20 % reduc-
tion with values of 0.84 and 0.82 respectively.
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Table 3.4 summarises the characteristics of the blends that are important in the
discussing of the steady–state optical and photophysical results. The optical ab-
sorption spectra support the increased Jsc, while charge dynamics and photolu-
minescence (PL) quenching is consistent with domain size and purity.

Material PCE JSC Domain Size Purity
% mAcm−2 Fullerene (nm)

PC61BM 7.6 14.6 24.4 0.84
PC71BM 9.4 17.7 32.5 1
ICBA 7.1 13.3 26.8 0.82

Table 3.4: Morphological and device results that can be related to photophysical measurements.

3.3.2 Steady–state absorption and photoluminescence

An understanding of the steady–state optical properties can be gained by con-
sidering the blended �lms absorption spectra and how they compare to the neat
materials. The optical absorption spectra of the �lm comprised of PTB7–Th
blended with either PC71BM, PC61BM, and ICBA is shown in Figures 3.9. In
the blends the most signi�cant variation is the broad absorption feature present
in PTB7–Th:PC71BM (blue) increasing absorption in the 400-600 nm (3.1-2.1 eV)
range, this is from PC71BM with the contribution highlighted in Figure 3.10. The
peaks in the 600-800 nm (2.1-1.6 eV) range are from PTB7–Th and are similar
across all three blends. This large increase in absorption going from <0.01 in
PTB7–Th:PC61BM to >0.1 for PTB7–Th:PC71BM is responsible for the notable
increase in Jsc due to the higher number of photons absorbed. It should be noted
that these absorption spectra are for the �lms studied in PL and TA measure-
ments below, while the devices had thicker active layers. Nevertheless, as the
absorption is low in this region the variation carries through to the X–fold thicker
�lms used in the device.

Figure 3.10 presents the steady–state absorption spectra for the blended �lms �t-
ted with a linear combination of the neat spectra. Panels a-c contains a di�erent
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Figure 3.9: Normalised absorption spectra of PTB7–Th blended with PC61BM (red), PC71BM
(blue) and ICBA (yellow). Neat PTB7–Th absorption spectra is shown in dashed lines for com-
parison.

fullerene acceptor blended with PTB7–Th. The �tted spectra is shown in black,
and the contribution from PTB7–Th and the acceptor are in coloured dashed
lines. When comparing all the blends, a signi�cant change in the absorption
PTB7–Th is observed. In the 500-850 nm (2.5-1.5 eV), there is little contribution
from the fullerene in the PTB7–Th:ICBA and PTB7–Th:PC61BM blends; this al-
lows the PTB7–Th spectra shift to be isolated. The vibronic peaks in PTB7–Th
change in relative ratio, and the spectra is a red–shifted, this shows that the elec-
tronic coupling is di�erent in neat PTB7–Th in comparison to the blends. Once
blended, the PTB7–Th shifts look similar across all acceptors used.

The PL spectra following 625 nm excitation of neat PTB7–Th and the various
fullerene molecules excited at 532 nm are shown in Figure 3.11. The PL has
been normalised for the number of photons absorbed at the respective excita-
tion wavelengths to allow for a comparison of relative PL intensity. PTB7–Th is
the main contributor to PL being at least 76 times stronger than any fullerene
acceptor. Due to weak detector response in the near–infrared, the two vibronic
PL peaks seen previously in PTB7–Th are not well resolved.112 The e�ect on
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Figure 3.10: Normalised absorption spectra for blends of PTB7–Th with PC61BM (a), PC71BM
(b), and ICBA. Each panel a–c contains; the absorption spectra of a blend (various colours), best–
�t line (black) that is a weighted linear combination of the constituent components, and the
individual weighted components (dashed–lines).
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Figure 3.11: Steady–state photoluminescence spectra of neat �lms following 532 nm excitation,
neat materials are PTB7–Th, PC61BM, PC71BM, and ICBA. The maximum value of the spectra is
normalised after correcting for absorbed photons, with the details including the relative scaling
factor used for normalisation.

measured PL quenching is negligible as the amplitude rather than the spectral
response is used when calculating the fraction quenched.

The PL quenching e�ciency following 625 nm excitation is summarised in Table
3.5. Addition of the fullerene acceptors to PTB7–Th results in a substantial de-
crease in PL intensity when compared with the pristine polymer. The quenching
e�ciency is similar in PC61BM, 99.7 %, and PC71BM, 99.6 %, with ICBA show-
ing a signi�cant reduction to 95.9 %, suggesting a comparatively higher num-
ber of excitons that are not dissociated at the PTB7–Th–ICBA interface. The
PL quenching being lowest in PTB7–Th:ICBA contrasts with the morphology
analysis above that seems to suggest that it has the best condition for exciton
separation; lower domain purity which should facilitate excitation separation.
As morphology suggests optimised interface the di�erence in quenching is at-
tributed to driving force with PTB7–Th:ICBA has the smallest LUMO–LUMO
o�set.
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Material Quenching
PTB7–Th: (%)
PC61BM 99.7
PC71BM 99.6
ICBA 95.9

Table 3.5: Photoluminescence quenching observed after 625 nm excitation. Quenching is calcu-
lated by comparing PL from neat �lms and is corrected for the number of absorbed photons.

3.3.3 Ultrafast photophysics

In order to examine the ultrafast dynamics of charge generation and recombina-
tion TA experiments were performed. The TA measurements combine femtosec-
ond and picosecond excitation sources to achieve time resolution from 100 fs to
200 ms, along with UV–VIS–NIR detection. The board detection window allows
for singlet excitons and charges identi�ed, and the time window is long enough
to measure the geminate lifetime of charges.

Signal assignment

The assignment of the neat TA spectra is similar to Section 3.2.3 because the
same donor polymer is used and the acceptors are all fullerene derivatives. Fig-
ure 3.12 shows the single TA spectra needed to describe the TA surface for each
neat �lm after excitation at 532 nm. These spectra are assigned to singled exci-
tons as they are present directly (<200 fs) after photoexcitation that occurs in the
singlet manifold. The neat TA spectra of PTB7–Th and PC71BM are described in
Section 3.2.3 the key points are; PTB7–Th a ground–state bleach signals (GSB,
∆T /T >0) in the 580-780 nm (2.1-1.6 eV) and a broad photo–induced absorption
(PIA, ∆T /T <0) in the near–infrared region >940 nm (<1.32 eV), PC71BM none of
the features are noticeable due to the ~70 weaker signal strength. Like PC71BM
the other fullerene acceptors have signals 73–100 times weaker then PTB7–Th,
so they are not expected to make a signi�cant contribution to the blends spec-
tra. As such; the TA spectra from PTB7–Th:fullerene blends will be dominated
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Figure 3.12: TA spectra collect after excitation at 532 nm from neat �lms of PTB7–Th
(2.3µJ cm−2), PC61BM (34µJ cm−2), PC71BM (24µJ cm−2), and ICBA (38µJ cm−2). The selected
spectra are representative of the singlet exciton species formed after initial excitation. Spectra
have been normalised to show the spectral features and details are present on the relative signal
strength of each after correcting for absorbed photons, PTB7–Th is the base (×1) and ICBA has
been magni�ed the most, 100 times.

by contributions for PTB7–Th, speci�cally a GSB in the 580-780 nm (2.1-1.6 eV)
caused by any excited–state species (exciton and charges/polaron), with a broad
PIA extending into the near–infrared will be diagnostic of singlet exciton.

Figure 3.13 shows a series of TA spectra at various delay times for the three
blends following 532 nm excitation. At delay times >10 ps each TA spectra are
dominated by hole polaron in PTB7–Th, identi�ed by GSB (∆T /T > 0) at wave-
lengths corresponding to polymer absorption ( 775-560 nm (1.6-2.2 eV)) and a PIA
(∆T /T < 0) at 1130 nm (1.10 eV) not seen in the neat �lm. After 10 ps each of the
TA spectra shapes do not change, but rather decrease in intensity as the polaron
species decay. At early times (100 fs) there are two species present; residual poly-
mer exciton PIA 1380 nm (0.90 eV), which is identi�ed from the spectrum of the
neat polymer (Figure 3.12), and the polaron PIA peak at 1130 nm (1.10 eV). From
this it can be seen that the relative contribution of polymer exciton is signi�-
cantly higher in ICBA than PC61BM or PC71BM blends. This result is consistent
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with the lower quenching e�cacy of PL measurements, which were attributed
to weaker driving force slowing down the quenching of the singlet exciton.

A signi�cant di�erence between the blends is the shape of the GSB formed by
charges, which are normalised and compared at 10 ps in Figure 3.14. The spectra
vibronic peak intensities can be compared to give an idea of the structure of the
polymer chain occupied with excitons. These comparisons are made using J–like
and H–like character, which is derived from the relative orientation of coupled
dipoles in aggregates, the various H/J character relates to the relative orienta-
tion of the coupled dipoles and how the vibronic structure a�ects the transition
dipole moment leading to more or less forbidden transition. Stronger 0–0 in-
tensity indicates more extended chains (more J–like character) consistent with
higher interchain order. If the 0–1 band approaches the intensity of the 0–0 it is
indicative of a disordered system.182 The observed vibronic ratio show PC71BM
has the strongest 0–0 peak indicating the most interchain ordering while the TA
spectra of the ICBA blend the 0–1 peak approaches the intensity of the 0–0 peak,
indicating signi�cant disorder caused by mixing with ICBA. The variation in the
vibronic peak ratio is consistent with the morphology measurements mentioned
above. Once again PC61BM lands in the middle of the two indicating an inter-
mediate level of packing.

Charge generation and decay

Charge generation and recombination kinetics can be separated from polymer
exciton dynamics by contrasting the GSB and the 1130 nm (1.10 eV) polaron
photo–induced absorption band (Figure 3.15). It is necessary to consider both
spectral regions simultaneously; the exciton and polaron contribute to both sig-
nal but in varying ratio. Because of the varying ratios it is possible to discuss
the dynamics of each exciton and polaron species; a clear example is seen in
PTB7–Th:ICBA blend that shows signi�cant variation between the two regions.
The essential dynamics are, prompt charge generation from the well–mixed re-
gions, delayed from fullerene domains, delayed generation from PTB7–Th exci-
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Figure 3.13: Series of TA spectra taken at various excitation–probe delay times selected to show
the spectral evolution of excitons to charges and then decay to the ground state. Each series in
contains four separate measurements, the visible and near–infrared spectral regions, with each
spectral region collected following femtosecond (100 fs – 3 ns) and picosecond (3 ns – 100µs)
excitation at 532 nm. Each panel shows a di�erent blend; a. PTB7–Th:ICBA (4.9µJ cm−2), b.
PTB7–Th:PC61BM (5.6µJ cm−2), and c. PTB7–Th:PC71BM (4.3µJ cm−2).
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Figure 3.14: Normalised spectra slices at 10 ps of the various blends studied. The spectra are
normalised by the 0–0 vibronic peaks in the GSB regio to highlight changes in the vibronic pro-
gression.

tation and then the subsequent charge decay. Of these, only the prompt charge
generation cannot be established from the given regions but is best taken from
the spectra at early times discussed above.

When considering delayed generation from the PTB7–Th phase, for both the
PTB7–Th:PC61BM and PTB7–Th:PC71BM prompt generation is signi�cant leav-
ing few excitons to undergo delayed charge generation. The low number of de-
layed generation is seen in the minimal increase in GSB for PTB7–Th:PC71BM <
5ps region, while for PTB7–Th:PC61BM has a plateau in GSB region until 100 ps
indication no delayed generation. In the case of ICBA there is a decrease of
GSB intensity at <10 ps while the PIA is relatively constant, showing that for
PTB7–Th:ICBA the singlet excitons are lost, supporting the conclusion of insuf-
�cient driving force due to similar LUMO levels.

Moving onto the charge generation from the fullerene phase, signi�ed by an
increase in polaron signal as the hole is injected into PTB7–Th and a commen-
surate increase in the PTB7–Th ground–state bleach. For the highest photocur-
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Figure 3.15: Dynamics of the di�erent species identi�ed in each blend extracted by integrating
across speci�c spectral regions. The dynamics are group by species they correspond to with
panel a. containing GSB, 590-770 nm (2.1-1.6 eV) and panel b. cotains polaron, 950-1240 nm
(1.3-1.0 eV).
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rent blend, PTB7–Th:PC71BM, the polaron signal continues grow until ~100 ps
and then remains at this level until ~300 picoseconds. Delayed charge genera-
tion is not observed for the PTB7–Th:ICBA or PTB7–Th:PC61BM blends. The
delayed charge generation arises from fullerene excitons migrating to the inter-
faces, and the long timescale of this process re�ects the large size. The larger ratio
of delayed charge generation is consistent with the high purity of the fullerene
phases in PTB7–Th:PC71BM. In both regards, this is consistent with the morpho-
logical �ndings that PTB7–Th:PC71BM is purer and has larger domains, while
PTB7–Th:ICBA and PTB7–Th:PC61BM have similar domain purity.

Before the recombination dynamics can be discussed, the intensity dependence
needs to be understood. Figure 3.16 presents the polaron decay dynamics at
a number of excitation densities. It is possible to lower the �uence enough to
record dynamics that are not e�ected by excitation density. The ICBA dynamics
remain independent of �uence at higher polaron populations thanPC61BM or
PC71BM indicating a possible di�erence in decay pathways. The recombination
kinetics of PC71BM are also sensitive to excitation �uence, indicating bimolecular
recombination of free charges like in other e�cient OPV blends.

When it comes to low–�uence polaron recombination dynamics (Figure 3.15b)
PTB7–Th:PC71BM shows charge recombination on the nano– to micro– second
timescale, at a similar rate to PTB7–Th:PC61BM. ICBA has two regions; substan-
tial charge recombination on the sub–nanosecond timescale and longer–lived
component similar to the other two fullerenes. In PTB7–Th:ICBA the mixed–
phase allows an exciton to reach an interface and form a charge–transfer state;
but the lack of pure fullerene phase and insu�cient driving force prevents this
charge from migrating from the interface, thus explaining this faster recombina-
tion phase.

3.3.4 Conclusion

Modi�cation of the fullerene acceptors in PTB7–Th polymer BHJ solar cells has
been characterised, revealing the morphology, device physics and photophysics.
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Figure 3.16: Comparison of decay dynamics following di�erent excitation �uence at 532 nm
excitation (600 ps) at maximum∆T /T signal is noted in captions and is directly related to �uence.
Each panel contains di�erent acceptor fullerenes blended with PC71BM; (a) PTB7–Th:PC61BM,
(b) PTB7–Th:PC71BM, and (c) PTB7–Th:ICBA.



3.4. EXPERIMENTAL 121

The thorough characterisation reveals the interplay between device physics, blend
morphology and photophysics. Transient absorption spectroscopy is able to
correlate the smaller and more intermixed domains in PTB7–Th:ICBA and the
PTB7–Th:PC61BM with higher prompt charge generation when compared to PTB7–Th:PC71BM.
The lack of driving force due to the lower LUMO–LUMO o�set ICBA and PTB7–Th
results in lower PL quenching and lower conversation e�ciency of excitons to
charges. PTB7–Th:PC71BM has longer geminate lifetime when compared with
PC61BM and ICBA giving evidence towards better charge separation. The e�-
cient delayed charge generation, longer charge lifetime, and higher absorption in
the visible all combine to improve the PCE by 25 % to 9.4 % from ~7.5 % observed
in the other fullerene acceptors.

3.4 Experimental

All active layers studied were prepared and provided by Professor Chris McNeill
n’s team. They were stored in the dark in a para�lm sealed plastic container
while shipping, and upon receipt and when not understudy, they were stored
in a nitrogen atmosphere in the dark. The transient absorption set–up is the
�nal optimised layout as noted in Chapter 2. The transient absorption measure-
ments were carried out under a dynamic vacuum. No sample degradation was
detected during TA measurements, as the signal intensity and dynamics did not
change between measurement repetitions. Steady–state absorption spectra were
collected using a Varian Cary 50 Bio spectrophotometer. The sample was loaded
into the vacuum chamber and oriented to have the incident probe light the same
as the TA measurements. Steady–state photoluminescence spectra (PL) were
collected using a Horiba Fluorolog-3 spectro�uorometer. The same �lms used in
TA were loaded into the spectrometer, and PL was collected using a front–facing
geometry. For each series of �lms studied, the incident angle of excitation was
consistent between all �lms in the series.
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Chapter 4

Towards a systematic
understanding of how to improve
the performance in an all polymer
solar cells

In this chapter, the devices studied are all–polymer bulk–heterojunction solar
cells (APSCs). Transient absorption spectroscopy is used to measure photophysics,
and this is combined with advanced morphology and electrical characterisation
to systematically explore the e�ect of chemical modi�cation on the power con-
version e�ciency (PCE) of APSCs. Several advanced characterisation techniques
are used to separate the various factors that in�uence PCE to understand the in-
terplay between device physics, morphology, and photophysics. As photophysics
is the focus of this thesis, transient absorption and steady–state optical measure-
ments are discussed in detail, and the other characterisation results will be pre-
sented as a summary and discussed in the context of the overall �ndings. Two
systems are studied here. The �rst, an oxygen atom in PTB7 is substituted with a
thiophene unit (PTB7–Th ), increasing steric bulk and doubling the PCE. We �nd

123
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that purer phases and longer–lived charges are responsible for the doubling of
PCE in PTB7–Th. In the second, we aim to understand how �uorination a�ects
the acceptor polymer. The PCE increases as hydrogen atoms on the acceptor
polymer (N2200 derivative, blended with PTB7–Th) are substituted with �uo-
rine. Here, the photophysics remains essentially unchanged, but improvements
in absorption and morphology increase PCE from 3.1 % with no �uorine atoms
to 4.6 % when four �uorine atoms are added.

Professor Chris McNeill’s team has provided the active layers of the device for
transient absorption characterisation; they also measured and analysed the elec-
trical and morphological characteristics. The data presented in this chapter has
been published in:

• Deshmukh, K. D.; et al. Critical Role of Pendant Group Substitution on the
Performance of E�cient All–Polymer Solar Cells. Chem. Mater. 2017, 29,
804–816.

• Deshmukh, K. D.; et al. Impact of Acceptor Fluorination on the Perfor-
mance of All–Polymer Solar Cells. ACS Appl. Mater. Interfaces. 2018 10
(1), 955–969

4.1 Introduction

All polymer solar cells (APSCs) are named as such because the active layer, light–
absorbing and charge separation, only has polymetric materials. This use of all
polymer materials di�erentiates APSCs from other bulk–heterojunction polymer
solar cells by the electron acceptor being a polymer, unlike fullerene (Chapter 3)
or small–molecule acceptor (Chapter 5).

Over the past few years, there has been signi�cant interest in developing all–
polymer solar cells (APSC).99,109,246,285–287 The interest in APSC has been driven
in part by fullerene acceptor based OPVs appearing to have reached their the-
oretical limit without any signi�cant improvement in PCE reported in recent
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years.31,102,111,244,246,288 Along with the stall in fullerene progress, APSC have a
lower production cost (compared with fullerenes), improved mechanical prop-
erties, and promising stability.54,289–292 Many reviews have been published in
recent years detailing the enhancement of PCE and providing an understanding
of the various aspects that impact performance.109,246,285–287,293–296 The aspects
relevant to this work are summarised below.

The idea of making an APSC has been around since the �rst OPVs.76,83 How-
ever, the PCE had lagged due to poor understanding of the role morphology
plays and a lack of suitable acceptor polymers.58,131,297–299 The rapid increase in
APSC power conversion e�ciency (PCE) over the last few years has stemmed
from an increased understanding of the role morphology plays131,134,287,297, and
the development of n–type polymers, primarily naphthalenediimide (NDI) based,
that o�er high electron a�nity and electron mobility.294,300 There has been con-
certed research e�ort into �nding new polymer acceptors,98,104,301–304 and op-
timised morphology,297,305–307 has resulted in a rapid increase in reported e�-
ciency of APSC; now reported at more than 10 %293,294,308 and is approaching
that of fullerene–based OPVs. However, the recent explosion of PCE in the
non–fullerene small–molecule acceptor (SMA) literature means the APSC PCE
remains several percentage points behind the most e�cient bulk–heterojunction
(BHJ) organic photovoltaic (OPV) devices.

All polymer systems are exciting candidates for use in BHJ solar cells because
they have many bene�ts. One of the unique advantages of APSC is their mechan-
ical properties, i.e. they have lower brittleness, ductile and deformable.54,293,294,309,310

The improved mechanical properties make APSC advantageous in physically dif-
�cult applications. There are various synthetic strategies available to tune the
system and optimise the various properties to create an e�cient organic photo-
voltaic (OPV), modi�cation of the core polymer unit, side–chains and molecular
weight are all possible when employing APSCs.132,287,293,294,311 With so many dif-
ferent modi�cation strategies there is an ample solution space so it is possible to
tune the morphology and electronic properties in many di�erent ways in order
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to �nd the ideal conditions. Another signi�cant advantage of polymer accep-
tors, as with small molecule acceptors, is the larger extinction coe�cient. The
easy tunability of the absorption bands allows for complementary donor and ab-
sorption to cover more of the solar spectrum, by combining two narrow (with
respect to the solar spectrum) bands to achieve broader coverage.293,294,308,312

Also, as polymer absorption bands are pushed towards the near–IR region, fur-
ther broadening is observed due to the donor–acceptor core units and the cor-
responding intramolecular charge transfer transitions.293 In addition to tuning
the spectral coverage, the highest occupied molecular orbital (HOMO) and low-
est unoccupied molecular orbital (LUMO) o�set of the donor and acceptor poly-
mers can be tuned to maximise open–circuit voltage.287,293,313 Long–term sta-
bility is another area where APSCs excel when compared with their fullerenes
and small molecular acceptors counterparts. Their improved stability is due to;
lower molecular di�usion, increased photo–stability, and lack of photo–induced
dimerisation.287,292,314–320

Because of the need to balance charge generation and charge collection in APSC,
morphology has a signi�cant impact on performance.101,285,287,292,294,321 A de-
tailed discussion of the PCE–morphology relationship can be found in the fol-
lowing review articles.130,132,287,297 A comprehensive summary is provided below
to understand the techniques that have been employed in this work.

The morphology plays an important role in the overall performance; percolation
pathways, the domain size, and relative orientation of the units of the polymer in
respect to each other and the electrodes need to be controlled.130,131,134,287 First,
in order to produce charges, the excitons must reach the interface for all vari-
eties of OPVs. In the case of APSC, the molecular orientation at the interface
must be optimised to produce favourable π–interactions between donor and ac-
ceptor polymers to split excitons into electrons and holes e�ectively.287,307,322,323

Once a charge is produced, the electron mobility becomes an essential charac-
teristic as charge extraction directly competes with intrinsic decay pathways.
The mobility of a charge is related to the degree of crystallinity, for OPV the
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out–of–plane conductivity is of greater importance to charge transport.134,287,299

Finally, the molecular orientation with respect to the electrode is essential to al-
low transfer from the non–symmetric polymer to the electrode134,287,323 With all
these requirements, optimum domain sizes and percolation pathways, the rela-
tive orientation of the polymer becomes important, donor–acceptor for genera-
tion, donor–donor (or acceptor–acceptor) for transport and then donor/acceptor
and electrode for extraction; the di�culty of optimising an all–polymer system
is striking. In all polymers systems, the reduced miscibility of the two polymers
increases the di�culty of tuning morphology and domain size.285 If the domains
are too large, charge recombination in the active layer will dominate .57,246,285

All the above requirements indicate the need to strike a balance between do-
main sizes, purity and orientation; therefore, in APSC, it is critically important
to control the morphology.

Several variables can be used to control the morphology; these include syn-
thetic strategies; side–chains, and modi�cation of the core to change donor–
acceptor interactions, and modi�cation of the molecular weight.99,285,294 Further-
more, morphology can also be controlled with processing techniques; solvent
additives, and annealing (both solvent and thermal).99,285,294

The need for rigorous photophysical measurements has added value in studies,
and has been highlighted as a requirement in a recent reviews.31,142,147,250,294,323

Determination of the correlation and causality between the observed structural,
photophysical, and electrical performances will aid in the development of design
guidelines and practical limitations on the e�ciency to direct future research en-
deavours involving APSC. In this chapter, we look to disentangle the multitude
of factors that a�ect APSC PCE by using several advanced characterisation tech-
niques. These include understanding the charge transport, kinetics and mobility
using transient photocurrent and space–charge–limited current (SCLC). A pic-
ture of the polymer morphology, i.e. orientation, domain purity, and domain size,
is constructed using several synchrotron–based techniques. As well as extensive
characterisation of the photophysics, i.e. the contribution made by this author.
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In order to characterise how the initial photon energy �ows through the OPV,
several techniques are employed. The process starts with the absorption of a pho-
ton, measured via steady–state absorption; exciton migration to the interface and
the subsequent charge generation and intrinsic charge lifetime is tracked using
transient absorption spectroscopy; then photoluminescence quenching measure-
ments are used to quantify the charge dissociation at the interface.

This chapter presents two photophysical studies that contribute to a more con-
siderable e�ort aimed at understanding how the mechanism of which substi-
tution of donor or acceptor polymers a�ects solar power conversion e�ciency
(PCE) in all–polymer solar cell (APSC). The donor family of interest in this work
is either derived from or is, P(NDI2OD–T2) (also known as N2200, Polyera Ac-
tive Ink™).324 N2200 was one of the �rst reported and most investigated acceptor
polymers used in APSC.294 When initially mixed with P3HT as donor e�ciency
of 0.16–0.18 % where observed325,326, this e�ciency rapidly improved, reaching
5.7 % when PTB7–Th was used and optimising morphology.268 In the following
years, N2200 and derivatives were paired with various donor polymers to study
both the underlying photophysics (as with this work) and also to improve de-
vice performance.294 One of the large downsides, and interestingly a contrasting
point between APSC, and small–molecule acceptor (SMA) , disccused in Chap-
ter 5, is the low extinction coe�cient and imperfect exciton dissociation of NDI–
based polymers.113,294,314,327,328

The �rst study looks at the e�ect of pendant group substitution on the donor
polymer comparing PTB7–Th and PTB7, �nding that longer charge lifetimes and
purer domains are the likely reasons for the almost two–fold increase in PCE.
The second study explores a series of �uorinated acceptor polymers �nding no
meaningful di�erence in the photophysics; therefore, attributing the e�ciency
changes to charge collection e�ciency.
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4.2 E�ect of pendant group substitution on the

donor polymer in all–polymer solar cells

While there are many strategies employed to increase the e�ciency of APSC,
as mentioned above; molecular weight, solvent addition, the modi�cations in-
vestigated here is side–chain engineering. Speci�cally the commonly employed
modi�cation of the pendant group for a bulky aromatic unit.179,329,330

An excellent case–study for e�ect of pendant group substitution in APSC is re-
placing PTB7 with PTB7–Th when blended with N2200 as the acceptor. In these
systems, the di�erence in the donor structure is the substitution of the single
oxygen atom in the side change attached to the benzodithiophene unit of PTB7
for a thiophene to give PTB7–Th (Figure 4.1). The substitution of oxygen results
in a more than doubling of e�ciency from 2.7 %297 to 5.7 %.268 Further, in the case
that N2200 is substituted with a fullerene, the change in e�ciency is only 10 %;
from 9.2 % (PTB7) to 10 % (PTB7–Th).260,331 This variation in behaviour between
APSC and fullerenes highlights the need to understand the underlying cause as
it could point to a bottleneck present only in APSC.

Both blends have been carefully optimised by solvent annealing and molecular
weight determined by our collaborators so that the changes due to pendant group
substitution are emphasised. The HOMO and LUMO levels are also shifted to
lower energy in PTB7–Th, this change could e�ect the driving force for charge
separation with PTB7–Th having a lower electron injection driving force than
PTB7.

The careful optimisation of blends and extensive use of characterisation tech-
niques have allowed us to quantify the changes in electrical, photophysical and
morphology, which are then related to the change in PCE. The morphology is
mostly unchanged, but there is a signi�cant increase in hole mobility in PTB7–Th
leading to improved charge collection. In regards to the photophysics, we �nd
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Figure 4.1: Chemical structures of PTB7–Th (A), PTB7 (B), donor polymers and the
P(NDI2OD–T2) acceptor (C) used in the devices studied. The frontier molecular orbitals are
presented in (D).258,332

that in blends using PTB7–Th the geminate recombination is suppressed, which
would further aid in charge collection.

By combining photophysics and other characterisation techniques, we have iden-
ti�ed that morphology e�ects are minimal while the thiophene substitution ef-
fects the charge mobility and lifetime leading the higher charge collection e�-
ciencies and therefore improving PCE.
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4.2.1 Morphology and device characterisation

Before considering the photophysics, a morphological and electronic picture of
the device is presented. The results in this section are from collaborators but are
signi�cant when discussing the photophysics in a broader context. The electrical
characterisation shows a signi�cant drop in external quantum e�ciency (EQE)
and PCE with PTB7 blend being about half of the PTB7–Th and the morpholog-
ical measurements point to little variation between device.

The current vs. voltage (J–V) measurements are summarised in Table 4.1 and
show that PTB7–Th has a PCE more than two times higher than PTB7, 4.4 % and
2.1 % respectively. This di�erence is largely associated wtih short–circuit cur-
rent (Jsc) with PTB7–Th, 10.8 mAcm−2, being almost twice as high as PTB7 (5.5
mAcm−2), with the large decrease in EQE for PTB7 (max, 29 % vs 52 %) across
the spectrum supporting an internal loss mechanism opposed to less light be-
ing absorbed. The decreased �ll–factor of PTB7 when compared with PTB7–Th
further supports an internal loss mechanism.

Material VOC JSC FF PCE EQE µh µe
P(NDI2OD–T2): V mAcm−2 % % cm2 V −1 s−1

PTB7 0.78 5.5 0.43 2.1 29 5.8× 10−5 1.2× 10−3

PTB7–Th 0.80 10.8 0.50 4.4 52 5.5× 10−4 5.8× 10−4

Table 4.1: Electrical characterisation of P(NDI2OD–T2) blends with PTB7–Th or PTB7. PCE
measurement collected under the illumination of AM 1.5.

The two blends have di�erent hole and electron mobilities, Table 4.1, with PTB7
having largely unbalanced values while PTB7–Th are balanced. While PTB7–Th
has two times higher electron mobility PTB7 has nine times higher hole mobility
(in respect to the other blend). Transient photocurrent measurements point to
PTB7–Th having a higher degree of carrier trapping as a longer–lived (tens of
microseconds) tail is observed after the light is turned o�. These observations
are consistent with trapping and then non–geminate recombination being a no-
ticeable loss mechanism in PTB7 when compared with PTB7–Th blends.
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Morphological data shows little variation between the two polymers. Atomic
force microscopy (AFM) suggests the �bres of P(NDI2OD–T2) is disturbed by the
polymer while transmission electron microscopy shows a highly mixed nano–
morphology without coarse phase separation. In the blend the polymer pack-
ing is similar to the neat �lm; i.e. well–ordered phase with highly face–on ori-
entation. The face–on orientation is good for charge transport and percola-
tion.135,333,334

The electrical characterisation shows a tremendous di�erence in PCE (4.4 % vs
2.2 %) arising and Jsc. These di�erences cannot be explained by variation in mor-
phology, and the EQE indicates a similar light absorption pro�le. The variations
in PCE should be determined by variation in charge generation, charge lifetimes,
or percolation. To isolate the root cause, we use steady–state absorption to elu-
cidate excitation wavelength to interrogate each polymer phase separately. Pho-
toluminescence is then employed to give insight into the charge transfer state
being formed, while transient absorption will provide information on the phase
purity and lifetimes of charges.

4.2.2 Steady–state absorption and photoluminescence

Steady–state UV–VIS absorption and photoluminescence measurements were
taken. Using absorption measurements, we can identify aggregation–induced
changes in behaviour between neat and blended materials, while the photolumi-
nescence (PL) quenching allows us to determine the yield of charge separation.

Figure 4.2 shows the steady–state absorption spectra for the blended �lms. The
similar absorption across the visible to near–infrared regions rules out increased
absorption being the cause of Jsc variations. While di�erent scattering pro�les
between the blends could cause some variation in the number of photons ab-
sorbed, it is unlikely that this would solely account for a doubling in the current.
Panels b–c contain linear decompositions of the blend spectra into contributions
from the polymer and P(NDI2OD–T2), with the �nal �tted values presented in
black. These show that the blend spectra are well described by the neat com-
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Figure 4.2: Absorption spectra of the various blends and neat �lms studied. a. the absorption
of PTB7-Th:P(NDI2OD–T2) and PTB7:P(NDI2OD–T2) �lms measured. Panels b. and c. present
normalised absorption spectra of either blend (various colours), best–�t line (black) that is a
weighted linear combination of the constituent components, and the individual weighted com-
ponents (purple, grey and pink).

ponents indicating little change in the chromophore interactions when blended,
consistent with morphology measurements discussed above.

Normalised steady–state photoluminescence (PL) are shown in Figure 4.3 for
neat �lms of donor polymers PTB7–Th & PTB7 and P(NDI2OD–T2) acceptor
polymer following 625 nm excitation are shown. PTB7 has an onset ~680 nm ris-
ing into a peak at 790 nm while PTB7–Th has a sharper rise starting at ~700 nm
and then continuing into the near–infrared region. In the acceptor polymer,
P(NDI2OD–T2), a signi�cant red–shift is observed in comparison with the ac-
ceptor polymer; PL presenting a tail in the 700–850 nm region that looks to con-
tinue further into the near–infrared.335 Due to the low emission intensity from
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Figure 4.3: Steady–state photoluminescence spectra of neat PTB7–Th, PTB7, and
P(NDI2OD–T2) �lms collected with 625 nm excitation. The spectra are presented normalised,
with the details showing the relative scaling applied to each.

P(NDI2OD–T2) in the neat �lm, it was not possible to calculate quenching e�-
ciencies, instead only the polymer quenching is reported.

Steady–state photoluminescence (PL) measurements with excitation at 532 nm,
625 nm, and 715 nm have been performed on blends to assess the e�ciency of
exciton dissociation. Table 4.2 summarises the PL quenching data, these have
been calculated by considering the neat PL intensity for each of the compo-
nents after correcting for the fraction of absorbed photons. The fraction ab-
sorbed by each phase was taken from the linear decomposition of the absorp-
tion spectra. There is no di�erence in PL quenching between the two blends
when excitation at 532 nm and 625 nm, with both, have >98 % quenching e�-
ciency indicating e�cient dissociation of excitons on the donor phase. A slightly
lower e�ciency of 96.8 % for the PTB7:P(NDI2OD–T2) compared with >98 % for
PTB7-Th:P(NDI2OD–T2) is calculated following 715 nm excitation. Overall both
blends show similarly high levels of PL quenching, suggesting e�cient exciton
dissociation at the interface.
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Material 532 nm 625 nm 715 nm
PTB7:P(NDI2OD–T2) 98.7 % 98.6 % 96.8 %
PTB7-Th:P(NDI2OD–T2) 98.8 % 98.5 % 98.7 %

Table 4.2: Photoluminescence quenching of P(NDI2OD–T2) blended with PTB7–Th or PTB7
after excitation at 532 nm; 625 nm; or 715 nm.

The steady–state measurements do not show any signi�cant di�erence between
PTB7–Th and PTB7, therefore we perform transient absorption spectroscopic
methods to understand the photophysics. It reveals a change in phase purity un-
resolved by above morphological di�erences and signi�cant di�erence between
charge lifetimes.

4.2.3 Ultrafast photophysics

To understand if there are any e�ects on the photophysics induced by the sub-
stitution of oxygen for thiophene transient absorption spectroscopy (TA) was
carried out from the femtosecond to nanosecond timescale. A broad spectral
window was able to reveal the exciton to polaron transfer dynamics, while the
nanosecond timescale shows a considerable variation in carrier lifetimes between
PTB7 and PTB7–Th blends.

Signal assignment

As a �rst step in understanding the signal that arises from TA spectroscopy on
the polymer:P(NDI2OD–T2) blends the distinct features present in the neat �lms
of the polymers are identi�ed. Figure 4.4 shows a single spectrum that is rep-
resentative of the TA surface after 600 nm (2.07 eV) excitation for �lms of the
neat materials studied. The PTB7–Th spectra can be described by a ground–
state bleach signal (GSB, ∆T /T >0) spanning the 580-780 nm (2.1-1.6 eV) range
with a stimulated emission (SE, ∆T /T >0) at the lower energy edge. This pos-
itive signal overlaps with the steady–state absorption spectra presented above.
The beginning of a broad photo–induced absorption (PIA, ∆T /T <0) is resolved
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Figure 4.4: Normalised TA spectra attributed to singlet exciton for PTB7–Th (600 nm,
1.6µJ cm−2), PTB7 (600 nm, 3.4µJ cm−2) and P(NDI2OD–T2) (600, nm 6.4µJ cm−2) collected
in neat blends.

in the near–infrared region >940 nm (<1.32 eV). The PTB7 spectra features are
identical to PTB7–Th except for a shift to higher energy, consistent with the
steady–state absorption. This blue–shift results in the near–infrared PIA peak
being resolved to show a clear peak at 1400 nm (0.89 eV). In both donor polymer
cases, the PIA feature in the near–infrared is diagnostic of a singlet species (ow-
ing to the simultaneous SE feature), while the GSB region can give an indication
of the population remaining in the excited state. For the donor, P(NDI2OD–T2),
a broad PIA is visible across the spectral window with peaks at 850 nm (1.46 eV)
and 1000 nm (1.24 eV), a GSB region is set on top of this PIA in 600-750 nm
(2.1-1.7 eV). The P(NDI2OD–T2) singlet is identi�ed by a negative signal in the
<550 nm (>2.25 eV) as there is minimal contribution from the donor polymers in
this region. In saying this, it is possible that the generated charge pairs could
introduce a negative feature in this region.

Figure 4.5 presents TA spectra slices taken at various di�erent delay times after
600 nm excitation of PTB7-Th:P(NDI2OD–T2) (a) and PTB7:P(NDI2OD–T2) (b).
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A new peak, not seen in the neat materials, is present at 1120 nm (1.11 eV) this is
attributed to polaron on the donor polymer, due to it not being in the neat poly-
mer and also measurements of fullerenes and other donor materials showing the
same peak (Chapter 3). The GSB region 560-780 nm (2.2-1.6 eV) points towards
varying charge kinetics, as the bleach in PTB7 has reduced to a ~35 % intensity
by 5 ns but PTB7–Th is still at more than 60 %. The variation observed will be
discussed further once charge and singlet exciton dynamics are separated. At be-
tween 200 fs and 500 fs a rapid loss of the donor polymer singlet exciton signal,
PIA at >1240 nm (<1.00 eV), is observed for both blends. Exciton to charge con-
version is likely as the GSB region is unchanged, but it is di�cult to assign due to
the similar extinction coe�cients at 1120 nm (1.11 eV). The overlap between the
exciton and the new resulting species makes it quantitatively di�cult to com-
pare the evolution of species. Mathematical bilinear decomposition separates
the overlapping species into an initial exciton and another species attributed to
charge carriers.

Figures 4.6 shows the results of the bilinear decomposition of the TA surface
into; spectra (a), kinetics (b), and residuals (c). The residuals are presented at
ten times the intensity of the surface to emphasise that while the decomposition
does not account very well for the late time dynamics, it does account for most
of the variation in the data.

In both polymer blends the series of TA measurements at various excitation
wavelengths (400 nm, 600 nm, and 700 nm) can be well described by the three
(PTB7:P(NDI2OD–T2)) or four (PTB7-Th:P(NDI2OD–T2)) spectra shown in Fig-
ure 4.7. As the donor polymer absorbs 58 % of the 700 nm excitation in the PTB7
blend and 70 % in the PTB7–Th one of the spectra are associated with excitons
in the donor polymer phase. It is assigned based on its contribution decaying
quickly, and the spectra match those of neat donor polymers; i.e. featuring
a ground state bleach above 775 nm (1.60 eV), photo–induced absorption that
peaked around 1240-1550 nm (1.0-0.8 eV), and characteristic stimulated emis-
sion around 780-880 nm (1.6-1.4 eV).
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Figure 4.5: TA spectra slices taken at various times delay between excitation and probe are
presetned for: (a) a �lm of PTB7-Th:P(NDI2OD–T2) after 100 fs excitation at 700 nm0.6µJ cm−2

(b) a �lm of PTB7:P(NDI2OD–T2) after excitation at 700 nm 1.4µJ cm−2.
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Figure 4.6: Results of bilinear decomposition of PTB7:P(NDI2OD–T2) after excitation at 700 nm
1.4µJ cm−2. In panel a. are the three spectra features, b. are the time–dependent behaviour
of the populations associated with the spectra in a. c. are the residues after using spectra and
kinetics in a. and b. to represent the TA surface



140 CHAPTER 4. IMPROVING ALL POLYMER SOLAR CELL

Figure 4.7: The spectra used for PTB7-Th:P(NDI2OD–T2) (a) PTB7:P(NDI2OD–T2) (b) in the
bilinear decomposition at the various excitation wavelengths (400 nm, 600 nm, and 700 nm).
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The remainder of the spectra are attributed to charge species, speci�cally hole
polarons in the donor polymer as the optical signatures of the acceptor are too
weak to observe. All of these polaron spectra retain the ground state bleach and
do not have stimulated emission signal as seen in the neat donor polymer spec-
tra. The need for multiple spectral components accounts for the dynamically
red–shifting photo–induced absorption peak near 1280 nm (0.97 eV). A similar
spectral shift has been attributed to charges migrating to lower–energy sites,92

and in some cases to triplet formation.139,140 The possibility of a triplet is ex-
cluded by comparison to triplet spectrum obtained by sensitising �lms of the
donor polymer with platinum porphyrin chromophore. Figure 4.8 shows the po-
laron PIA migration at various times (coloured) compared with the triplet spec-
trum, for both donor polymers, the variations are signi�cant enough to rule out
triplets.

The dynamics of donor polymer excitons and charges are shown in Figure 4.9,
in this plot the spectra have been normalised by considering the GSB regions,
560-750 nm (2.2-1.7 eV) for the PTB7 blend and around 620-750 nm (2.0-1.7 eV)
for the PTB7–Th blend, to internally reference the intensities of all components.
Once the signal has been normalised across the species present, the summation
has been scaled to unity, warranted by the high PL quenching e�ciencies. For
the presentation of the polaron population (c) the kinetics of all charge compo-
nents have been added, in this way the spectral shifts are ignored and just the
population can be considered. With a comparative population for each blend re-
solved, the dynamics will be discussed in two parts below; charge generation,
and charge recombination.

The charge generation can be broken down into three parts. First, we will discuss
the prompt generation (<200 fs inside our instrument response function). Figure
4.9a shows the exciton decay dynamics are essentially identical decay between
PTB7:P(NDI2OD–T2) and PTB7-Th:P(NDI2OD–T2) supporting the morphology
conclusions that domain sizes are similar in both blends. The prompt charge
generation cannot be compared using exciton signal as the rapid decay (<1 ps)
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Figure 4.8: A comparison between sensitised triplet(grey) and the TA spectra observed when
blend P(NDI2OD–T2) at various time delays. (a) a �lm of PTB7-Th:P(NDI2OD–T2) after ex-
citation at 700 nm 0.6µJ cm−2 (b) a �lm of PTB7:P(NDI2OD–T2) after excitation at 700 nm
1.4µJ cm−2.
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Figure 4.9: Population dynamics for the various species extracted via the above described
method. PTB7-Th:P(NDI2OD–T2) is shown in red following 600 nm excitation 0.6µJ cm−2, while
in blue PTB7:P(NDI2OD–T2) also after 600 nm excitation 1.5µJ cm−2. (a) shows the exciton de-
cay, (b) are the charge generation and decay dynamics (c) is the overall excited state population
on each polymer.
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leads to large uncertainty in the initial amplitude as it is convoluted with the
instrument response function (IRF) (Section 2.3).

Instead, the charge population (b) can be used, showing a distinct di�erence with
PTB7–Th having ~50 % of charges generated within 200 fs lower that the ~70 %
seen in PTB7. The ratio of prompt and delayed charge generation re�ects the
balance of intermixed and pure polymer phases, with the PTB7–Th blend having
a lower fraction of intermixed regions.

Although the weaker optical signatures of the P(NDI2OD–T2) acceptor compo-
nent mean that the measurement only resolves excitations in the PTB7–Th donor
polymer, insight into the P(NDI2OD–T2) phase can still be gain by considering
the total donor polymer population (Figure 4.9c, excitons + charges). From this
we can conclude that the early picosecond (<10 ps) kinetics are dominated by
excitons in PTB7–Th donor phase. It is also possible to measure the timescale
of hole injection from the increase in polymer population; P(NDI2OD–T2) hole
injection is slower than electron transfer from the donor polymer occurring on
the order of 10s picoseconds. This contrasts signi�cantly with PTB7 whereby
the only observed charges are either promptly generated, could be from either
P(NDI2OD–T2) or PTB7 phase, or from exciton migration in the PTB7 phase,
this suggests that P(NDI2OD–T2) is more intermittently mixed in PTB7, an ef-
fect unseen in the morphological data. However, fast charge photogeneration
does not necessarily translate to e�cient charge extraction; �nely intermixed
blends (both polymer:polymer and polymer:fullerene) frequently su�er from se-
vere geminate recombination losses when their morphology or interfacial elec-
tronic structures restrict charges from escaping the domains in which they were
generated.92,95,130,144–149

While the charge generation points to PTB7–Th having less intermixed domains
that could be bene�cial for charge extraction and separation, this is also sup-
ported by the charge recombination dynamics. We can consider the charge re-
combination dynamics by looking at delay times greater than 50 ps, Figure 4.9b.
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In the PTB7:P(NDI2OD–T2) blend, recombination is faster at comparable �u-
ences; half of the charges recombine within approximately 1 ns, compared to
PTB7-Th:P(NDI2OD–T2) blend where there is still more than half of the charges
present after 6 ns. The decreased Jsc can be accounted for by the faster geminate
recombination, whereby due to the shorter lifetimes, the charges are less likely
to be extracted.

To investigate the variation in excess energy, and how the photophysical be-
haviour in the donor or acceptor phase excitation TA with at 400 nm, 600 nm
and 700 nm excitation was measured. The excitation ratio for donor and ac-
ceptor are summarised in Table 4.3, with 400 nm primarily absorbed into the
P(NDI2OD–T2) phase (1:3, polymer:P(NDI2OD–T2)) and 600 nm having the in-
verse ratio favouring the donor polymer. When exciting at 700 nm the ratio dif-
fers between the two donor polymers, PTB7-Th:P(NDI2OD–T2) is 2.6:1 while
PTB7:P(NDI2OD–T2) is 1.6:1, in both cases they favour the donor polymer, which
will increase in P(NDI2OD–T2) absorption when compared to 600 nm excitation.

Material 400 nm 600 nm 700 nm
PTB7-Th:P(NDI2OD–T2) 1:3.2 (24 %) 3.1:1 (76 %) 2.6:1 (72 %)
PTB7:P(NDI2OD–T2) 1:3.1 (24 %) 3.2:1 (76 %) 1.6:1 (62 %)

Table 4.3: Calculated absorption fraction into each material phase for P(NDI2OD–T2) blended
with PTB7–Th or PTB7. The number in brackets represents the percentage of absorbed photons
that make it into the donor phase.

Figure 4.10 presents a comparison of the extracted dynamics for donor excitons
(top), charges (middle) and the total donor polymer population (bottom), with the
two di�erent blends shown on either side; PTB7-Th:P(NDI2OD–T2) on the left,
and PTB7:P(NDI2OD–T2) on the right. Comparing the singlet exciton contribu-
tion (a,b) after 400 nm excitation results in a signi�cantly smaller signal when
compared to excitation at either 600 nm or 700 nm. This is seen for both blends
and is not unexpected as at 400 nm the donor polymer phase only absorbs ~25 %
of the light with a signi�cant portion of that undergo prompt charge generation.
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Figure 4.10: Population of the various species observed; a. and b. donor exciton, c. and d.
charges, e. and f. overall excited state population. Each panel contains a single donor:acceptor
blend excited at various wavelengths.

There is no di�erence in donor exciton signal between 600 nm and 700 nm exci-
tation, consistent with only a small percentage decrease in light absorbed by the
donor phase (4–14 %).

The charge generation pro�les are similar across all the excitation wavelengths
measured (Figure 4.10 c. and d.). The fact that the prompt charge generation is
~50 % and independent of excitation wavelength suggests that there is no prefer-
ential between the two phases for prompt charge generation. The decay dynam-
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ics shows that charges from both the donor and acceptor undergo similar decay
dynamics suggesting that both pathways are of equal value to the overall PCE.

The hole injection from the P(NDI2OD–T2) phase is measured via the proxy of
donor polymer population; this is because the P(NDI2OD–T2) hole injection will
increase the polymer population as a new charge excited state is formed. For
both polymers, the hole injection timescale remains unchanged with the pop-
ulation peaking at ~30 ps. In the PTB7:P(NDI2OD–T2) blend there higher frac-
tion of holes injected when compared with 600 nm or 700 nm excitation, while
PTB7-Th:P(NDI2OD–T2) shows the expected decrease to no hole injection at
600 nm with the lowest faction of light absorbed and the most substantial value
following 400 nm excitation. The variation of excitation wavelength shows that
both the donor and acceptor phase produce charges of equal value to the �nal
PCE, with a decrease in excess energy not a�ecting the charge decay dynamics.
This adds supports that the variation is due to the di�erence in the geminate
lifetime of charges, as discussed previously.

4.2.4 Summary

The transient absorption studies reveal the cause for the signi�cant di�erence in
PCE. Lower prompt charge generation in PTB7-Th:P(NDI2OD–T2) suggests that
PTB7–Th has purer domains with less mixing between the two–phase, some-
thing that unfortunately could not be collaborated with the morphological stud-
ies. This balance of pure and mixed is likely an important factor for driving long–
range charge separation and suppressing charge recombination.92,95,130,144–149

Charges generated in intermixed phases may be driven apart into pure regions,
provided that the intermixed phase is not so large that charges remain trapped
there. This observation is corroborated by the longer recombination lifetimes
of PTB7-Th:P(NDI2OD–T2) as the now separated charges have a higher energy
cost in order to undergo recombination. Even if the lifetimes do not re�ect a
di�erence between separated and bound charges, the longer charge lifetime will



148 CHAPTER 4. IMPROVING ALL POLYMER SOLAR CELL

beni�t charge extraction, giving more time for the charges to reach the electrodes
and add to the photocurrent.

4.3 Impact of acceptor �uorination on the per-

formance of all–polymer solar cells

This section aims to understand how �uorination of the acceptor polymer in-
�uences device performance and if the underlying photophysics are changed.
To achieve this, we investigate the e�ect of �uorinating an NDI–based acceptor
polymer comparing the substitution of two, and four, hydrogen atoms with �uo-
rine, and also looking at the behaviour of the un–�uorinated base polymer. Each
of these acceptor polymers is then blended with PTB7–Th to produce the active
layer of a bulk–heterojunction (BHJ) solar cell.

Structural modi�cation of the P(NDI2OD–T2) polymers has been studied with
various degree of success by several research groups.98,132,301,305,336–339 An un-
modi�ed P(NDI2OD–T2) has achieved an e�ciency of 5.7 %268 while polymers
based on the core structure can achieve an e�ciency of 7.7 % .305 Fluorination
of the acceptor polymer P(NDI2OD–T2) to improve OPV performance has been
investigated prviously.301,338,340 With the addition of �uorine to the thiophene
groups of P(NDI2OD–T2) results in gains in short circuit current, open–circuit
voltage, and �ll factor when blended with PTB7–Th. The increased bandgap, bal-
anced hole and electron mobility and better exciton dissociation was presented
as the leading cause for higher e�ciency.301 In another report, PNDI2OD–T2F,
the same acceptor polymer mentioned above, was blended with PBDTTPD, lead-
ing to a marked improvement in mixing. Transient absorption results indicate
longer–lived polarons and faster hole transfer being the drivers of the observed
three–fold increase in PCE upon �uorination.338 If considering acceptor poly-
mers not using an NDI moiety, a �uorinated thieno–pyrrole–dione (TPD) based
acceptor gave greater than 4 % e�ciency with balanced charge mobility due to
improved morphology.302 And a B–N bridged bipyridine based acceptor give ef-
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Figure 4.11: Structures of the acceptor polymer used in this section, the main moiety, is based
on P(NDI2OD–T2), with the inserted phenyl ring highlighted in red. The energy levels of the
donor and the acceptors are presented on the right–hand side. The value in brackets refers to
the band–gap calculated from the di�erence in HOMO and LUMO levels.

�ciency of 6.2 % with a high open–circuit voltage (Voc) due to the charge transfer
(CT) state energy.303 From these studies, we can see that improvements in mor-
phology are commonly observed, with bimolecular and longer–lived polarons
and matched electron and hole mobilities being reasons behind the improved
performance.

The polymers studied are shown in Figure 4.11. The acceptor polymers are all
derivatives of P(NDI2OD–T2) with a phenyl ring inserted between the thiophene
rings. To create the series of �uorination polymer acceptors studied the hydro-
gen atoms on the phenyl ring are substituted to varying degrees:none (NoF), bi–
(PNDITF2T), and –tetra (PNDITF4T). The e�ect of this �uorination is both struc-
tural and electronic, Figure 4.11, with the HOMO energy shifting from -5.7 eV to
-6.1 eV as �uorination increases, while the LUMO energy sees a much smaller
change of ~0.1 eV. To this e�ect, we have both a structural change and electronic
change to consider, with the lowering of the HOMO increasing the driving force
while also shifting the absorption spectra (discussed in Section 4.3.2).

The focus of this section is understanding role of photophysics (after accounting
for morphology and device physics) as the �uorination of the acceptor polymer
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is increased. By characterising the material using many techniques, a system-
atic picture can be derived of how �uorination leads to an increase in solar cell
e�ciency. The main contributions made by this author is in understanding the
photophysics, which requires the measurement of transient absorption, steady–
state absorption and photoluminescence. Other characterisation methods are not
the main focus of this work and have been shown in Section 4.3.1, with the dis-
cussion focusing on aspects that can be corroborated or that in�uence the pho-
tophysics. A summary of the other important e�ects in understanding the �uo-
rination of these polymer acceptors is also presented. The transient absorption
results show there is little di�erence in charge decay dynamics with excitation
to both the donor and acceptor phase displaying similar behaviour. The decay is
almost identical, providing strong evidence that the charge lifetimes are not the
case of the variation. The charge mobility at <6 ns is seen to be consistent across
the materials, ruling out the idea that photophysics has a considerable in�uence
on performance in this material system.

4.3.1 Morphology and device characterisation

In order to understand the device as a whole, the morphology and device char-
acteristics are presented. The measurements and analysis presented here were
completed by collaborators but need to be considered when discussing the pho-
tophysics and its impact on device performance. For this APSC, the device char-
acterisation provides insight into the underlying reason for the variation in per-
formance as the photophysics are largely unchanged.

Table 4.4 presents device characterisation measurements when varying the ac-
ceptor polymer from PNDITPhT to PNDITF4T. There is a trend of PCE increasing
with �uorination, 3.1 % PNDITPhT, 3.8 % PNDITF2T, and 4.6 % for PNDITF4T.
The increase in e�ciency is due to higher Jsc with increased �uorination (7.7 to
11.7 (mAcm−2)) which is more than enough to compensate for a decrease in Voc
from 0.86 V (PNDITPhT) to 0.78 V (PNDITF4T). The decrease in Voc of 0.8 V is
similar to the 0.11 eV change in LUMO levels. When looking at EQE, it is clear
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that increased absorption is not the only cause of higher Jsc and improved charge
generation, charge separation. or charge collection must also be a contributor.

Blend Voc Jsc Jsc EQE FF PCE
PTB7–Th: (V) (mAcm−2) (mAcm−2) (%)
PNDITPhT 0.86 7.7 7.3 0.45 3.1
PNDITF2T 0.80 9.8 9.2 0.50 3.8
PNDITF4T 0.78 11.7 11.3 0.52 4.6

Table 4.4: Electrical characterisation of PTB7–Th blended with P(NDI2OD–T2) and derivatives
with varying degrees of �uorination, collected under the illumination of AM 1.5.

In addition to the above measurements space–charge limited current show that
hole mobility is constant, while election mobility increases �ve–fold when mov-
ing from PNDITPhT to PNDITF4T.341 Transient photovoltage points to a possi-
ble loss mechanism of PNDITPhT with there being a decrease in photocurrent
on the terms to hundreds of nanoseconds point to intensity–dependent recom-
bination.342,343

The morphology was studied using several techniques that reveal di�erences in
the domain size and purity of the blended �lms. AFM and transmission electron
microscopy are used to probe the surface of the �lms, in the neat �lm they show
that the series of acceptor polymers are �brillar, with the addition of PTB7–Th
slightly decreasing the �brillar nature. transmission electron microscopy mea-
surements show a distinct di�erence in phase separation with PNDITF4T having
dark features on the 50–100 nm range indicating phase separation that is not ob-
served in the other blends. The surface composition was probed using x–ray ab-
sorption near edge structure (NEXAFS) this showed that a favourable PTB7–Th
rich interfaces are formed at the top electrode in PNDITF4T. The polymer pack-
ing and orientation was measured via grazing–incidence wide–angle x–ray scat-
tering (GIWAXS), and it was not very easy to distinguish the two polymer phases
due to similar lamella andπ–π stacking features. In general, there was little vari-
ation in the packing between the neat �lms and those blended with PTB7–Th;
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all have lamella stacking ~2.3 nm. PNDITF4T was seen to have a face–on ori-
entation in bulk (similar to PNDITF2T and PNDITPhT) but the surface had an
edge–on orientation. Resonant soft x–ray scattering (R–SoXS) measurements of
domain purity again proved di�cult to separate the polymer components but
indicates that increasing domain size and purity with increased �uorination is
consistent with the domains being seen in transmission electron microscopy with
PNDITF4T.

The PCE measurements show that increasing �uorination leads to higher PCE
going from 3.1 % to 4.6 % this is driven by higher Jsc not caused by increased ab-
sorption of incident photons. The morphological changes are hard to measure
due to overlapping donor and acceptor signals, but indicate increasing domain
size and purity with increase �uorination and little change in crystallinity. The
most noticeable change is from transmission electron microscopy, which shows
PTB7–Th:PNDITF4T has distinct features on the 50–100 nm scale. These results
indicate that charge generation, separation or extraction are possible causes for
the change in PCE. Steady–state absorption and PL measurements will be able to
look into changes in average blend environment when compared to neat along
with an indication of the charge separation process. The photophysics of charge
generation and decay, and an indication of open–circuit mobility will be inves-
tigated using transient absorption spectroscopy.

4.3.2 Steady–state absorption and photoluminescence

Absorption spectra of the neat polymers used in the devices are presented in Fig-
ure 4.12a normalised by the peak intensity. For the three acceptor polymers, there
is a π← π∗ absorption band at ~370 nm and a broad charge–transfer absorption
band located in the visible to near–infrared region. As expected, from the change
in frontier energy levels, the lower energy absorption blue–shift with increasing
�uorination, shifting from ~680 nm in PNDITPhT to 630 nm in PNDITF2T and
then out to 590 nm in the highest �uorinated acceptor polymer, PNDITF4T. The
low–bandgap polymer, PTB7–Th, has a characteristic broad absorption span-
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Figure 4.12: Normalised absorption spectra of the various neat polymers (a) and the blends (b).

ning from 550 nm to 790 nm, with the lowest energy vibronic peak located at
715 nm.264

The absorption spectra of PTB7–Th blended with the various acceptor polymers
shown in Figure 4.12b. Di�erences in the absorption pro�le can be seen in the
450-700 nm (2.8-1.8 eV) range; the absorbance at the near–infrared end of the
spectrum decreases, with an increase in absorption intensity in the visible ob-
served. To further understand the origins of this change, whether it is solely
due to the blue–shift or because of morphological changes, the absorption spec-
tra of the blends are decomposed into contributions from the neat constituents.
Figure 4.13 presents a linear least–squares �t of the neat spectra, each panel con-



154 CHAPTER 4. IMPROVING ALL POLYMER SOLAR CELL

Figure 4.13: Normalised absorption spectra of the various blends are shown in solid coloured
lines, and weighted constituent neat absorption are shown in dashed lines. Each panel a–c con-
tains one of the �uorinated acceptor polymers blended with PTB7–Th absorption spectra (various
colours). The black line shows the best–�t of the constituent components and is the sum of the
dashed lines shown (pink and the other colour).

tains blended spectra and the weighted neat contributions which are summed to
give the �t (shown in black). In all cases; the blend is well �t by the constituent
neat spectra meaning that the enhanced absorption can be solely attributed to
the blue–shift in the acceptor polymer with �uorination. As PNDITF4T has the
largest blue–shift, it is the most complementary to PTB7–Th, allowing the two
polymers to complement each other enhancing absorbtion across the solar spec-
trum.

To gain information about domain size and purity photoluminescence measure-
ments at with excitation wavelengths of 532 nm, 625 nm and 715 nm were car-
ried out. By considering the blend absorption �lm as a linear combination of
donor and acceptor spectra 532 nm and 625 nm, (Figure 4.13) are absorbed by
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both phases. In contrast, 715 nm excitation primarily excites the donor phase.
The speci�c ratio and percentages absorbed by the donor phase are summarised
in Table 4.5. This contrast is further enhanced for PNDITF4T where 715 nm only
interacts with the donor. In this way, the PL quenching from the various exci-
tation wavelengths provides an indication of the behaviours and hence domain
size and purity of the donor and acceptor phases.

Material 532 nm 625 nm 715 nm
PTB7–Th:PNDITPhT 2.8:1 (74 %) 2.3:1 (70 %) 3.2:1 (76 %)
PTB7–Th:PNDITF2T 1.8:1 (64 %) 1.9:1 (66 %) 4.9:1 (83 %)
PTB7–Th:PNDITF4T 1.2:1 (55 %) 2.5:1 (71 %) 20:1 (95 %)

Table 4.5: The excitation wavelengths used for photoluminesce and the corresponding ratio of
photons absorbed into the donor (PTB7–Th) or acceptor (various) phase; the percentage absorbed
by the donor is shown in brackets.

Before we can move onto the PL quenching the normalised neat PL spectra are
presented in Figure 4.14 following 625 nm excitation. The donor polymers all
show a similar PL shape, a distinct higher energy peak at 700 nm PNDITF4T,
750 nm PNDITF2T, and 810 nm and then a shoulder that continues into the near–
infrared regions. The only variation is the energy of the features with a blue–shift
(i.e. same as absorption spectra) observed with increasing �uorination. Due to
the blue shift, the shoulder of PNDITPhT is not observed as it is outside of the
detector window. PTB7–Th (pink) has an onset at ~700 nm and then continues
into the near–infrared region.

Figure 4.14 presents the relative intensity ratio of the polymer materials. The
PNDITF4T has a nine–fold highest PL intensity when compared to its un�uo-
rinated counterpart. The PL intensity decreases with �uorination putting the
intensity of PTB7–Th between PNDITF4T and PNDITF2T. When calculating the
PL quenching e�ciency we need to account for the variation of PL intensity in
donor and acceptor, and the wavelength dependance of the photons absorbed
into each phase. This is done by using the decomposition of the absorption spec-
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Figure 4.14: Steady–state photoluminescence spectra of neat PTB7–Th and the various acceptor
polymers �lms collected after 625 nm excitation. The spectra are presented normalised, with the
details showing the relative scale factor used after correcting for absorbed photons.

tra to calculate the fraction absorbed into each phase and then using these frac-
tions to calculate the expected PL intensity, with the �nal quenching value being
the percentage of this expected PL observed in the blended �lms.

Figure 4.15 presents the calculated PL quenching values, the observed values are
all >90 % indicating generally e�cient exciton dissociation at the donor acceptor
interface. The PNDITPhT blend exhibits the most consistently high quenching
values of ~94 % across the excitation wavelengths while PNDITF2T is slightly
lower at 93 % but still independent of excitation wavelength. Looking at PN-
DITF4T blend the decrease in PL quenching observed is consistent with the mor-
phological data that should PNDITF4T had larger acceptor domains, as the exci-
tation wavelength moves from mostly the acceptor phase (532 nm) to exclusivity
the donor (715 nm) we see a drop in quenching from 95 % to 90 %. The decrease in
PL quenching shows that the donor phase has a higher purity than the acceptor
in PNDITF4T blends. For the other two donor polymers, it is hard to rule out
a similar change in purity as an excitation at 715 nm overlaps with the acceptor
polymer absorption band, which could hide the variation.
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Figure 4.15: PL quenching as a function of �uorination more �uorination on the left, tightly
grouped points represents low dependence on excitation wavelength (i.e. the phase of the blend
which is excited).

The steady–state measurements con�rm that there is little change in the polymer
packing between the neat and blended �lms with blends having an absorption
spectra that is a linear combination of its neat components. PL quenching shows
>93 % quenching across all blends and excitation wavelengths, except PNDITF4T
in the donor phase suggesting that for this blend the donor phase is purer than
the acceptor phase. Nothing above suggests an explanation for the di�erence in
observed PCE, as such, we move onto the analysis of transient absorption spec-
troscopy. With transient absorption spectroscopy, we will track the timescales of
charge generation and decay, with an indication of the phase purity or size given
by the fraction of charges generated in <100 fs and the timescale of subsequent
charge generation respectively.

4.3.3 Ultrafast photophysics

As in the above section, we begin our interpretation of the TA data by identify-
ing and assign features present in the neat �lm. Figure 4.16 presents the early
time TA spectra associated with singlet exciton, following from 532 nm excita-
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Figure 4.16: TA spectra attributed to singlet exciton for PTB7–Th (532 nm 1.5µJ cm−2) and var-
ious �uorinated acceptors (532 nm �uence shown in plot), collected in a neat blend. The spectra
are normalised to show the spectral features, with the PC71BM haveing 8–12 times stronger sig-
nal than the acceptor polymers, this emphasises the by the dashed signals which represent the
acceptor scaled for the di�erence in signal strength.

tion. The PTB7–Th spectra is the same as mentioned with the notable features
being a ground state bleach (GSB, ∆T /T >0) in the 580-780 nm (2.1-1.6 eV), and
a broad photo–induced absorption (PIA, ∆T /T <0) in the near–infrared region
>940 nm (<1.32 eV). Moving onto the acceptor polymers, the �rst thing to note is
the relatively weak signal strength after correcting for absorbed photons (dotted
lines) with the signals being 8–10 times weaker then PTB7–Th. Due to the rel-
ative signal strengths of the donor and acceptor, the acceptor polymers will not
contribute signi�cantly to the observed TA signals observed in the blends. Nev-
ertheless; they can be described as having a GSB that overlaps with the steady–
state absorption, 530-710 nm (2.3-1.7 eV), which blue–shifts with increasing �u-
orination. There is also a distinctive PIA peak seen at ~ 1240 nm (1.00 eV) that
undergoes a shift to lower energy as �uorination increases. Finally, a broad PIA
is seen across the whole spectrum.
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Figure 4.17 shows a series of TA spectra for the PTB7–Th blended with vari-
ous polymer acceptors following 532 nm (2.33 eV) excitation. Panel (a) contains
the PTB7–Th:PNDITPhT, where the TA spectra are dominated by the signa-
ture of the donor polymer as expected by the much weaker signals seen for
the neat acceptor �lms. The spectra are described by a combination of exci-
tons and charges. The excitons have a photo–induced absorption peak around
1550 nm (0.80 eV) and the charges have a photo–induced absorption peak around
1300 nm (0.95 eV). Both types of excitation also lead to ground–state bleaching
in 540-775 nm (2.3-1.6 eV) region, also there is a broad sub–gap PIA starting
at around 830 nm (1.49 eV) that is likely due to electroabsorption. The loss of
exciton PIA peak without a change in the ground–state bleach reveals the pro-
cess of excitons being converted into charges. The spectral series for the other
two blends are presented in panel b (PTB7–Th:PNDITF2T) and c (PNDITF4T)
and contain almost identical features as those described above for PNDITPhT.
There is a slight di�erence in vibronic ratio with PTB7–Th:PNDITF4T having a
relatively stronger 0–0 intensity, this change in the vibronic ratio can give some
insight into the donor polymer structure. Stronger 0–0 comparative to 0–1 vi-
bronic peak is indicative of more extended chains consistent with higher inter-
chain order, the extended order is consistent with purer domains.

Due to the overlapping nature of the exciton and charge species to gain further
insight into the charge generation and recombination dynamics, the TA surfaces
are bilinearly decomposing into pairs of spectra and kinetics. While an in�nite
set of solutions does exist the exciton spectra from the neat material and charge
species from later time measurements are used to constrain the spectra, with the
results being used to discuss all further species decay. A single set of spectra
are used for each excitation wavelength and blend. Figure 4.18 is one example
of the bi–linear decomposition it presents the low–�uence measurement of a
PTB7–Th:PNDITF4T blend following excitation at 532 nm, 100 fs pulse. Panel (a)
has spectral components used, this includes an exciton species, showing the clear
PIA peak at 1550 nm (0.80 eV), there are then two charge spectra one of which is
higher weighted following 700 ps pulse excitation. These two charge species are
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Figure 4.17: Series of TA spectra taken at various time slices to shown the interconversion of
excitons to charges, the 532 nm excitation is resonant with both the donor and acceptor phases
and has a pulse width of 100 fs for times <3 ns and 500 ps at longer times. (a) PTB7–Th:PNDITPhT
(0.37µJ cm−2). (b) PTB7–Th:PNDITF2T (0.35µJ cm−2). (c) PTB7–Th:PNDITF4T (0.66µJ cm−2).
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then combined after normalising the GSB region of the spectra to give the decay
of the total charge population.

Figure 4.19 shows the charge dynamics for each of the three blends, from the
sub–picosecond to microsecond timescale following 532 nm excitation. The �g-
ure is broken down into three panels showing the exciton (a), charge (b), and
PTB7–Th excited state populations (c). The exciton dynamics are indistinguish-
able between blends suggesting that in all cases the PTB7–Th exciton to charge
generation process happens on a similar timescale. Moving onto the charge dy-
namics (b), approximately half of the charge population appears promptly after
photoexcitation, with the remaining charges formed following exciton di�usion
on the picosecond timescale before recombination sets in from around 100 ps.
The yield of prompt charge generation is slightly lower with higher �uorine
content in the acceptor polymer, which is consistent with the improved phase
separation. A small di�erence between these kinetics pro�les is seen when look-
ing at the PTB7–Th population (Figure 4.19c), in this case, we monitor the num-
ber of charges created via hole injection from the acceptor polymer. As charges
are formed from dissociation of donor excitons a hole is injected into PTB7–Th
leading to an increase in ground state bleach. The observed trend follows that of
the fraction of photons absorption into the donor phase following 532 nm exci-
tation, with the blue–shifted PNDITF4T having ~20 % of charges injected while
PNDITPhT has almost no charges injected.

To try and get a better understanding about the charge generation pathways the
blends are excited with 715 nm excitation this leads to signi�cant variation in
the fraction of PTB7–Th absorbed in the case of PTB7–Th:PNDITF2T (2.5 times)
and PTB7–Th:PNDITF4T (20 times), but the ratio remains almost unchanged
for PNDITPhT (1.1 times). Figure 4.20 presents the comparison between total
PTB7–Th population and the charge dynamics after 532 nm and 715 nm exci-
tation. For PTB7–Th:PNDITPhT (a) where the ratio remains constant there is
no di�erence between either excitation wavelength, with approximately 50 %
of the charges being formed promptly and no evidence of hole transfer form
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Figure 4.18: Example of mathematical decomposition of a TA surface for PTB7–Th:PNDITF4T
following excitation at 532 nm (µJ cm−20.66). (a) Associated spectra of exciton and charge
species. (b) Kinetics of exciton and charge species, where spectral shift changes on longer
timescales are captured via two charge species spectra. Two distinct charge species are not in-
cluded in the subsequent analysis; instead, the black dots represent the sum of all charge species.
(c) Residuals from mathematical decomposition (note the di�erent orders of magnitudes for each
surface, 10−3 and residuals, 10−5).
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Figure 4.19: The dynamics of the exciton (a), charge (b), and PTB7–Th excited state pop-
ulations (c) following 532 nm excitation at various excitation densities (PTB7–Th:PNDITPhT
0.37µJ cm−2, PTB7–Th:PNDITF2T 0.35µJ cm−2, PTB7–Th:PNDITF4T 0.66µJ cm−2) are shown
in the respective panels. The dynamics are extracted following the mathematical decomposition
of the data shown in Figure 4.18.
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PNDITPhT to PTB7–Th. With PTB7–Th:PNDITF2T the charge dynamics are
unchanged, but there is a reduction of hole injection with PTB7–Th absorbing
~80 of incident light the donor phase has no delayed charge generation. For
PTB7–Th:PNDITF4T whereby 95 % of the light is absorbed by PTB7–Th (vs 55 %
at 532 nm) the most signi�cant deviations are seen. Like the other acceptors, the
prompt charge fraction is the same irrespective of the excitation wavelength, but
the charge generated at later times varies. Due to PTB7–Th absorbing the major-
ity of the light species in the PNDITF4T can be excluded from playing a role, from
this we can see that PTB7–Th exciton to charge conversion yields are lower, with
yield being 20 % less than with 532 nm excitation. A lower yield of charges is con-
sistent with decreased steady–state PL quenching in the PTB7–Th:PNDITF4T the
PTB7–Th. The lower charges yield indicates; purer domains as there is a lower
likelihood of the exciton reaching an interface and thus undergoing charge sep-
aration. The lower excitation energy, 715 nm (1.73 eV), could add to the lower
yield as the excess energy of excitation as this has a direct e�ect on how far
excitons will travel.27,61,61,73

With the di�erences between charge generation and decay dynamics revealing
little di�erence between the three acceptor polymers, we move onto intensity–
dependent measurements to see if the mobility of charges or other intensity–
dependent e�ects can provide some insight. Figure 4.21 presents normalised
extracted kinetics for excitons (left) and charges (right) for the various blends;
follow 715 nm, 100 fs excitation. The excitation �uence is varied to adjust the
population of charges or excitons present to see if there is a change in the ob-
served dynamics, which would reveal information about the bimolecular process
that are correlated with charge mobility, and exciton di�usion. The exciton de-
cay (Figure 4.21, Panels, a, c, and e) shows no variation in decay for any of the
donor polymers showing that the exciton di�usion is low enough not to be a loss
pathway. Commenting about variation in exciton di�usion between the di�er-
ent blends is not possible as we are not at high enough density to see bimolec-
ular processes on such short timescales. Moving onto the charge decay kinetics
(panels b,d,f) a variation dynamics is seen at >50 ps for all blends; this allows
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Figure 4.20: The dynamics of charges and excited states in PTB7–Th after excitation at 532 nm,
and 715 nm are presented. Each panel (a, b, c) contains a di�erent acceptor polymer blended with
PTB7–Th. Excitation �uence is kept below 1µJ cm−2 in all cases.
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the comparison of charge mobility under open–circuit conditions. A qualitative
comparison suggests that there is little di�erence with all blends decreasing form
~80 % at 6 ns down to 50 % as the �uence is increased by approximately 16 times.

A more quantitative comparison of the bimolecular decay in presented in Fig-
ure 4.22. The charge signal integrated before any intensity–dependent deviation
(3.7–6.2 ps), is plotted against the signal remaining at the end of the measure-
ment window. The black line represents the expected signal intensity following
a linear extrapolation, i.e no intensity–dependent deviation. The resulting de-
crease from this line is due to bimolecular processes (electron–hole interactions)
which lead to decay to the ground state. The sub–linear deviation is of similar
magnitude across all the blends suggesting that the intensity–dependent decay
pathways are similar under open–circuit conditions.

4.3.4 Conclusion

Transient absorption spectroscopy has resolved the exciton to charge generation
process for both donor and acceptor polymer phases. The generation dynamics
are similar across all three donor materials, with the most substantial di�erence
being the fraction of promptly generated charges. The decay dynamics are sim-
ilar across all blends and experimental conditions; variation of the �uence and
excitation wavelength. Thus, we can con�dently conclude that the charge gen-
eration and recombination dynamics do not account for the observed di�erences
in device e�ciencies. If the lack of variation in photophysics is considered with
the morphological changes noted, the increased PCE is attributed to improved
charge collection due to coarser domains.

4.4 Experimental

All active layers studied were prepared and provided by Professor Chris McNeill
n’s team. They were stored in the dark in a para�lm sealed plastic container
while shipping, and upon receipt and when not understudy, they were stored in
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Figure 4.21: Fluence dependent exciton (Column 1) and charge dynamics (Column 2) ex-
tracted from TA surfaces following 100 fs 715 nm excitation pulse of varying �uence. (a,b)
PTB7–Th:PNDITPhT, (c,d) PTB7–Th:PNDITF2T, (e,f) PTB7–Th:PNDITF4T.
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Figure 4.22: Comparison of early time (3.7–6.2 ps) charge population with that remaining at the
end of the measurement (3.9–6.5 ns), the population is measured via the extracted charge signal
at various �uences discussed above. The black line is the predicted linear–power dependent
response using the lowest �uence.

a nitrogen atmosphere in the dark. With the active layer being blended in a 1:1.5
(donor:P(NDI2OD–T2)) ratio for PTB7–Th and 1:1 for PTB7. The blend provided
for study are optimisation to give the best PCE, and the di�erence is justi�ed as
each system needs to be studied in an optimum state to understand the cause
decrease in PCE for PTB7. The transient absorption set–up is the �nal optimised
layout as noted in Chapter 2. The transient absorption measurements were car-
ried out under a dynamic vacuum. No sample degradation was detected during
TA measurements, as the signal intensity and dynamics did not change between
measurement repetitions. Steady–state absorption spectra were collected using a
Varian Cary 50 Bio spectrophotometer. The sample was loaded into the vacuum
chamber and oriented to have the incident probe light the same as the TA mea-
surements. Steady–state photoluminescence spectra (PL) were collected using a
Horiba Fluorolog-3 spectro�uorometer. The same �lms used in TA were loaded
into the spectrometer, and PL was collected using a front–facing geometry. For
each series of �lms studied, the incident angle of excitation was consistent be-
tween all �lms in the series.



Chapter 5

The photophysics of a fused ring
electron acceptor used in a
BHJ–OPV with e�ciencies of over
12%

This chapter investigates organic photovoltaic (OPV) devices fabricated with a
small molecule IC–C6IDT–IC (IDIC) as the electron acceptor achieving a power
conversion e�ciency (PCE) above 12 %. We report that the charge dynamics in a
IDIC blend are similar to those generally observed in e�cient polymer:fullerene
blends when the photovoltaic (PV) performance is maximised by picking an ap-
propriate donor polymer. Then, the photophysics of an e�cient IDIC:polymer
(where the polymer is FTAZ) blend were measured; speci�cally the e�ects of
morphology, and the change in photophysics when fullerene is exchanged for
IDIC. It was found that the majority of the performance gains are accounted for
by the increased absorption, and the photophysics are similar compared to those
observed when using a fullerene acceptor. Furthermore, triplets are ruled out as
a loss mechanism in this low–bandgap bulk–heterojunction (BHJ) solar cell.

169
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Professor Xiaowei Zhan provided the active layers of each device. The electrical,
morphological and steady–state data presented in this chapter were collected
and analysed by Professor Xiaowei Zhan’s team.

The data presented in this chapter has been published in:

• Lin, Y.; et al. Mapping Polymer Donors toward High–E�ciency Fullerene
Free Organic Solar Cells. Adv. Mater. 2017, 29 (3).

• Lin, Y.; et al. Balanced Partnership between Donor and Acceptor Compo-
nents in Nonfullerene Organic Solar Cells with > 12 % E�ciency. Adv.
Mater. 2018, 30 (16), 1–8.

5.1 Introduction

Small molecule (electron) acceptors (SMAs), are a rapidly developing area in
the organic photovoltaic (OPV) �eld with many reviews published recently (c.a.
2018),107–109,128,299,344, The rise of SMAs began in 2015 with the publication of
ITIC and the e�ciency has improved each year since.107,112 Moreover, there have
been more than four hundred publications published between 2014 and 2018109,
documenting an improvement in the power conversion e�ciency (PCE) from
6 % to >13 %.107 Small–molecule acceptors (SMA) have become a popular accep-
tor molecule in bulk–heterojunction organic photovoltaics (BHJ–OPV) replacing
the more common fullerene which has been the dominant acceptor for the past
decade.29,99,109,299,344 The distinction between fullerenes and SMAs as classes of
acceptors arises purely from the dominance of fullerenes as an acceptor in OPVs.
Fullerenes are technically SMAs, and therefore SMAs are also referred to as non–
fullerene acceptors (NFAs). To clarify, in this work, SMA refers to non–fullerene
small molecule electron acceptors.

The power conversion e�ciency (PCE) of a polymer:SMA OPV (14.2 %)107,244

surpasses the PCE reported in polymer:fullerene OPVs (11.7 %).31,111,288 This im-
provement in PCE epitomises the dramatic rise in the use of SMAs in BHJ OPVs.
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SMAs will play a vital role in the future of OPVs because they can achieve PCEs
higher than the theorised limit of fullerene–based OPVs (i.e. 11 %).102,244

Along with PCE gains, the stability of the material in the long–term is a nec-
essary consideration if the end goal is to use the material in commercial ap-
plications.28,108 SMAs have shown promise in overcoming the stability345 and
burn–in346 (burn–in refers to the initial drop in OPV performance once exposed
to sunlight67) issues, which are signi�cant challenges still faced by fullerene ac-
ceptors.64,316,347,348

When used as electron acceptors, SMAs have some distinct advantages when
compared with fullerenes. These include improved synthetic tunability, comple-
mentary absorption and lower voltage loss. Each of these advantages will be
discussed in further detail below.

Improved synthetic tunability should be considered as a limitation of fullerenes
rather than a bene�t of SMA. Fullerenes possess a limited number of chemically
active sites if the core structure is to remain intact (conjugated C60, C70), i.e. they
are not as �exible with the ability to add di�erent functional groups in order to
improve various properties (e.g. energy levels).108

The broad spectrum of solar irradiation gives rise to two properties need to be
optimised in a single junction solar cell; the band edge of the lowest absorber
(ideal at 1.3 eV (946ṅm)) and the bandwidth, i.e. the amount of the solar spec-
trum absorbed. The absorption cross–section of an SMA is higher than that of a
fullerene allowing SMA to play a dual role as an absorber and charge separation
partner. The absorption of most fullerenes is negligible and therefore they are
unable to aid in light collection, making fullerenes primary role in BHJ OPVs to
aid in charge separation.108,349 The pathway for fullerene–based OPVs is gener-
ally through ternary and tandem con�gurations.350–354 While tandem or ternary
con�gurations might still play a role in optimised SMA devices247,355, the greater
absorption band of SMA are a bene�t over fullerenes in simple two material sys-
tems.
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Empirically, blends containing fullerenes have a substantial voltage loss. The
voltage loss seems to be an intrinsic property, attributed to the broad tail of
states at the absorption edge, or the presence of an emissive low energy state
formed between the donor and acceptor (usually referred to as a charge trans-
fer state).57,119,127,356,357 While a voltage loss is necessary, achieving a minimal
voltage loss will maximise the e�ciency of the OPV device. A loss of 0.3–0.5
V is typical in silicon or perovskite cells57,108 whereas in fullerene OPV devices
a loss of 0.7 V is typically observed.127,358 This voltage loss in SMA based OPV
devices are already lower than the practical limit observed in fullerenes, with
losses of less than 0.5 V reported.359–361 The lower voltage loss of SMA com-
pared to fullerene could be due to the much sharper absorption edge (i.e. no tail
of charge–transfer states)119,358,362 or a decrease in the driving force required
for charge separation.137,362 The observation of voltage loss lower than that of
fullerene–based devices is a step in the right direction; even if the mechanism is
not well understood.

Many distinct structural moieties fall under the term SMA, each has a di�erent
synthetic strategy to tune the various properties important to OPV e�ciency,
e.g. energy levels. Two classes dominate the SMA literature, fused–ring electron
acceptor (FREA) and rylene–diimides; perylene diimide (PDI) or naphthalenedi-
imide (NDI). This chapter focuses on the photophysics of the FREA IDIC, also
known as IC–C6IDT–IC, and shown in Figure 5.1. FREA are sometimes called
A–D–A type acceptors due to the acceptor–donor–acceptor structure. The ef-
�ciency of reported FREA 14.2 % is signi�cantly higher than the other classes,
with the next highest SMA outside this being PDI with 8.47 % reported.107,109

FREA contain a central fused–ring structure at its core (i.e. IDT) with electron
withdrawing substitutions at either end (i.e. INCN). This core can have aryl or
alkyl side–chains which end up spatially above the plane of the fused conju-
gated A–D–A core.299 For a comprehensive discussion of the various structural
modi�cations possible the reader is referred to the excellent review by He Yan
and co–workers.109 Presented here is a summary of the structural modi�cations
possible to FREA comparing the bene�ts with other SMA.
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Figure 5.1: FREA, IDIC is shown on top, and the prototypical FREA from which it is derived is
shown below. The photophysics of IDIC is the focus of this chapter.
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The various pathway of structural modi�cation available in A–D–A acceptors
is an asset in the quest for a high PCE OPV device. FREA have moieties that
can be modi�ed independently; side chain, electron donation, and electron ac-
cepting groups.109,245 These are ideal for improving the performance of OPVs as
various parameters need to be tuned, i.e. morphology, light absorption, charge
separation, in order to achieve a high PCE. The independence of modi�cation
arises from the convergent synthetic strategy used for FREA, as each moiety is
prepared before being combined in the �nal step or steps.129 Modi�cation of the
core A–D–A structure will a�ect the electronics, and the side–chains can give
morphological control.129,299 Intramolecular push–pull modi�es the absorption
band via the energy levels, leading to a broader absorption and tunability of the
highest occupied molecular orbital (HOMO) and lowest unoccupied molecular
orbital (LUMO) levels.129,245,299 Incorporation of electron–rich groups onto the
ends of the acceptors increases the energy of the LUMO, while �uorination, in a
similar position, decreases LUMO energy.245,288,363

In comparison to other SMA, FREAs have overcome the aggregation problem
and have an absorption that is complementary to the extensive library of existing
polymer donors.108,109

The �ne–tuning of morphology possible by FREA is distinct from many other
classes of SMA; this is because they possess side–chains attached to the core
unit (A–D–A) that are very similar to donor polymers. The combination of planar
conjugated core and side–chains allow �ne–tuning of miscibility and crystalli-
sation tendencies.109,299,364 Because of the side–chains, FREA can be modi�ed to
form pure crystalline domains with nanoscale structures; one of the most im-
portant factors for e�cient charge separation.95,130,144–149,344 This morphology
control while maintaining high extinction coe�cients and adequate charge mo-
bility set FREA apart from other SMA (e.g. PDI and NDI) where the right balance
has not yet been achieved.109,299
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The broadband absorption, i.e. from red–NIR wavelengths (700–900 nm), of FREA
allows them to be matched with the vast library of existing low to medium band–
gap polymers.108,109,365 The development trajectory of polymer donors has fortu-
itously led to an extensive library of donor polymers whereby many complement
the absorption of SMA (i.e. those that absorb in the near–infrared). Moreover, a
large selection of donor HOMO levels that can be matched with FREA to facili-
tate charge separation.109 In comparison, PDI and NDI have signi�cantly higher
bandgap putting their absorption further to the blue end of the solar spectrum,
620 nm (2.00 eV), making HOMO– LUMO matching to current polymer donors
more di�cult.109

In order to achieve optimum e�ciency under typical solar irradiation, it is nec-
essary to shift the band–edge into the near–infrared, 1130 nm (1.10 eV). If using
a fullerene acceptor, this shift in absorption must be achieved by the polymer
donor. Moving absorption into the near–infrared is an area where the A–D–A
structure of FREA is bene�cial; the A–D–A structure allows for delocalisation of
the electron, in a push–pull nature to allow for the shifting of absorption into
the near–infrared.245 Recently an absorption edge nearing 1000 nm (1.24 eV) has
been achieved288,365,366 (with a PCE of 10–13 %) showing it is possible to lower
the bandgap below the ideal single junction value of 928 nm (1.34 eV) band–gap
in FREA.103

Achieving high enough electron mobility to function as an OPV is an area where
FREA of the ITIC type has excelled. The improved mobility is attributed to the
rigid core structure that reduces reorganisation energy required for electron hop-
ping.344 For optimum packing, the electron de�cient end capping groups are
exposed to each other, allowing them to make su�cient contact with adjacent
molecules resulting in enhanced electron mobility (i.e. the A–D–A π conjugated
system is extended between molecules).257

One area where PDIs show an advantage over FREA is in the electron mobil-
ity, PDIs have mobility typically an order of magnitude higher then FREA (10−5
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vs 10−4cm2V −1S−1).109 The electron mobility serves to limit device thickness,
therefore leading a narrow range of optimal thickness. The limit on thickness
can be a problem for the number of photons absorbed or manufacturing pro-
cess.367–369

The molecule used in this work is IDIC, shown in Figure 5.1, which di�ers from
ITIC (the prototypical A–D–A acceptor) by the shortening of the conjugation
in the donor part of the A–D–A structure, whereby the number of thiophene
moieties in the core is reduced from four to two.370 The decreased conjugation
has little e�ect on the absorption spectrum,113,370 but allows the synthesis to
be simpli�ed into a single step that is high yielding, using only commercially
available starting materials.370 At the time of publication, IDIC had the highest
reported PCE for a non–fullerene acceptor, at 8.71 %, more importantly, it was
achieved without optimisation of the donor polymer or device morphology.370

This work begins to address the need for a better understanding of the pho-
tophysics of SMA and how it compares to that of fullerene–based devices.128,344

We address the open question of how the charge generation and decay dynamics
are a�ected by replacing fullerene with SMA, speci�cally IDIC. We �rst notice
that if the polymer donor is optimised to match IDIC, charge generation from
both donor and acceptor phase is similar to that observed for e�cient fullerene
OPVs. To further investigate these observations a series of devices are prepared
whereby IDIC is substituted with PC61BM and morphology is optimised using
1,8–diiodooctane (DIO). In addition, the e�ect of an advanced light capture coat-
ing, which gives the device a record–setting e�ciency, on the underlying pho-
tophysics is investigated. The exciton pathway from initial excitation placed
in either polymer, IDIC, and PC61BM phases is tracked from charge generation
(~100 fs) to geminate recombination (~1µs); and the biomolecular dynamics are
probed. The majority of improvements in PCE is due to the complementary ab-
sorption of IDIC and FTAZ; this e�ect is enhanced by the advanced light captur-
ing pattern further boosting absorption. Because the absorption of the acceptor
(IDIC) is measurable using transient absorption (TA) spectroscopy, we can rule



5.2. FINDING A DONOR FOR IDIC ACCEPTOR 177

out triplet formation as a loss pathway. We �nd that once the device morphol-
ogy is optimised with DIO there is little observable di�erence in the charge decay
lifetimes between IDIC and Fullerene.

5.2 Finding a donor for IDIC acceptor

To understand how the energy level alignment and chemical structure of donor
polymer a�ects the e�ciency of BHJ solar cell containing IDIC; �ve di�erent
polymer donors are characterised. The PCE of these devices varies from 5.24 %
to 9.2 % illustrating the need to select a well–matched donor polymer. The ef-
�ciency is further increased to 11.03 % by optimising morphology. In order to
understand the properties that lead to high PCE each polymer was characterised
using a multitude of techniques to explore the steady–state optical properties,
morphology, and device parameters. We studied only the most e�cient poly-
mer in depth, as such the photophysics of the PTFBDT-BZS:IDIC without DIO
has been characterised via TA spectroscopy and compared with other e�cient
polymer:fullerene blends. The observation of similar photophysics provides a
prelude to the importance of matching absorption spectra and indicates that the
photophysics of optimised IDIC blend is similar to fullerenes.

The �ve polymer donors; PTB7–Th,125 J51,371 PDCBT,372 PDBTT1,373 and PTFBDT–
BZS374, were choosen because they have varying energy levels, absorption, and
chemical structures. The donor polymers are shown in Figure 5.2, they include
thiophene, benzodithiophene, and dithienobenzodithiophene on the main chains.
Each polymer is blended with IDIC (5.2), FREA, to give the active layer of the OPV
device. The �nal OPV is fabricated with an indium tin oxide (ITO)/ZnO/active
layer/MoOx/Ag structure.

While the overall aim of the research was to �nd an optimised donor material for
IDIC, our main contribution is understanding the photophysics, i.e. charge gen-
eration and recombination, in the most e�cient polymer:IDIC Blend (PTFBDT-BZS).
As such, determining the optimal polymer donor is summarised in Section 5.2.1;
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Figure 5.2: Chemical structures of the �ve polymer donors PTB7–Th, J51, PDCBT, PDBTT1,and
PTFBDT–BZS and the small–molecule acceptor IDIC used to make bulk hetrojunction organic
solar cells. The red box surrounds the structure that was studied with TA.

including a summary of the morphological and device characteristics that sup-
port PTFBDT-BZS as being the most e�cient donor polymer. Then the ultra-
fast charge generation and recombination in the PTFBDT-BZS blend are probed
by TA, and a detailed analysis of signal assignment is presented. From this, a
comparison between charges in the donor and acceptor phase is made. Overall
excitation of either the donor or acceptor phase leads to similar charge dynam-
ics, with the only a minor change in timescales. Furthermore, it is noted that
the charge dynamics observed are not out of place when compared with e�cient
polymer:fullerene BHJ solar cells.

5.2.1 Electrical and morphology measurements to under-
stand the most e�cient polymer

This section presents an overview of how the electrical and steady–state absorp-
tion of all �ve measured polymers indicating PTFBDT-BZS and PDBT–T1 as the
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Figure 5.3: Normalized absorption spectra for the �ve polymers and IDIC (right) and the poly-
mer:IDIC blend (left)

top candidates for morphological optimisation. Following the optimisation of
morphology, with DIO, it is seen that increased mobility and the complementary
light absorption is the key reason for explaining why PTFBDT-BZS is a better
donor for IDIC.

Figure 5.3 (a) shows the normalised absorption spectra of the blends while (b)
show the neat polymer donors and IDIC. PTB7–Th (black) absorption has a sub-
stantial overlap with IDIC while the remaining have the absorption o�set shifted
~100 nm when compared with IDIC. The e�ect of this on device absorption (a) is
seen with all polymers showing an enhanced absorption across the 400–630 nm
region.

Table 5.1 summaries the current vs. voltage (J–V) measurement results. The
open–circuit voltage (Voc) is closely related to the HOMO of the donor with J51
having the lowest Voc (0.80 V) and PTFBDT-BZS having the highest (0.92 V).
The variation Jsc is explained by changes in absorption, as the external quantum
e�ciency (EQE), also known as incident photon e�ciency) in the 500 to 600 nm
range is signi�cantly lower in the PTB7–Th blend. The EQE is mirroring the
absorption as the complementary absorbing PTFBDT–BZS and PDBT–T1 having
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signi�cantly higher Jsc than the almost overlapping PTB7–Th. The atomic force
microscopy (AFM) showed similar roughness for all �lms and grazing–incidence
wide–angle x–ray scattering (GIWAXS) showed ordered π–π stacking present,
indicating that in all cases the IDIC has good miscibility in all polymer donor
used.

Material VOC JSC(mAcm−2) FF PCE (%)
J51 0.796 12.24 0.660 6.94
PTB7–Th 0.806 10.90 0.561 5.24
PDCBT 0.814 11.31 0.641 6.28
PDBT–T1 0.850 15.85 0.680 9.20
PTFBDT–BZS 0.921 14.52 0.602 8.06

Table 5.1: Electrical characterisation under the illumination of AM 1.5, 100 mWcm−2 for de-
vices,.

The best performing systems (PDBT–T1, and PTFBDT-BZS) were optimised fur-
ther by adding DIO during spin coating. This lead to improvements in PCE to
11.03 %, with a noticeable improvement in �ll factor (FF) and Jsc, table 5.2. The
morphology underwent a noticeable change for both donors, with coherence
length improving from ~2.6 to 4.9 nm consistent with the higher hole and elec-
tron mobility measured. The measured hole mobilities increased from 1.9×10−5

to 6.2×10−5 for PTFBDT–BZS and from 4.0×10−5 to 6.3×10−5 for PDBT–T1.
The resonant soft x–ray scattering (R–SoXS) shows domain sizes moved towards
a more optimal 50 nm, with purity increasing; this is bene�cial for charge trans-
port and dissociation respectively.101,145

The addition of DIO leads to increased charge mobility, optimal domain size,
and increased domain purity. The increased mobility should result in a faster
bimolecular decay, which is unfortunately not measured here, while the higher
domain purity would prolong the observed singlet and also decrease the gemi-
nate recombination. As such, compared to the measured photophysics discussed
below (without DIO), the lifetime of exciton and charges are shorter.
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Material VOC JSC(mAcm−2) FF PCE (%)
PDBT–T1 0.850 15.85 0.680 9.20
PDBT–T1 (0.25 % DIO) 0.834 16.98 0.732 10.37
PDBT–T1 (0.5 % DIO) 0.826 14.81 0.662 8.62

PTFBDT–BZ 0.921 14.52 0.602 8.06
PTFBDT–BZS (0.25 % DIO) 0.905 17.30 0.708 11.03
PTFBDT–BZS (0.5 % DIO) 0.891 14.51 0.622 8.04

Table 5.2: Electrical characterisation data collected under the illumination of AM 1.5, 100
mWcm−2 for two most e�cient OPV

Our collaborators show that a BHJ solar cell with PTFBDT-BZS as the acceptor
and IDIC as a small–molecular acceptor produced an e�cient device, the photo-
physics studied via transition absorption (TA) spectroscopy are discussed in the
context of fullerene–based OPV.

5.2.2 Ultrafast charge generation and recombination

Transient absorption spectroscopy (TA) was used to understand the charge gen-
eration and recombination in the most e�cient system, PTFBDT-BZS:IDIC. The
photophysics of the IDIC and PTFBDT-BZS phases are separated by using two
excitation wavelengths. These excitation wavelengths are chosen by comparing
the neat absorption spectra of both IDIC and PTFBDT-BZS. With 712 nm excita-
tion only the IDIC phase is excited, while excitation at 475 nm primarily probes
the PTFBDT-BZS phase.

To understand the TA spectra and dynamics in the of both the donor and acceptor
in the blended �lm TA measurements of neat PTFBDT-BZS and IDIC �lms are
�rst assigned. Figure 5.4a shows the spectra for the neat donor and acceptor
600 fs and 100 ps after excitation. The TA spectra of PTFBDT-BZS (green) and
IDIC (purple) exhibit characteristic ground–state bleach signals (GSB, ∆T /T > 0)
overlapping with their visible absorption, along with photo–induced absorption
peaks (PIA, ∆T /T < 0) in the near infrared. IDIC exhibits stimulated emission
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(∆T /T > 0) 700 nm (1.77 eV). For both IDIC and PTFBDT-BZS there is no change
in the spectra between 600 fs and 100 ps indicating a single excited state species
being present before decay to the ground state. These TA spectra are attributed
to the singlet excited state as they are formed initially after excitation, and in the
case of IDIC a stimulated emission peak is present. Importantly the following
details about the PIA and GSB should be noted for discussion of the blend �lm.
PIA feature indicative of an exciton is, for IDIC, a sharp peak centred on 900 nm
(1.38 eV) and for PTFBDT-BZS, a broad peak at 1240 nm (1.00 eV). While signals
from the donor and acceptor overlap throughout the spectra a positive signal
at approximately 520 nm (2.38 eV) can only be from PTFBDT-BZS being in an
excited state. This because the IDIC component does not contribute to the GSB
at that wavelength.

To make a comparison of the singlet exciton decay between the neat material
and blend two things must be done. The �rst as shown in Figure 5.4b for both
materials, is demonstrating that increasing the �uence does not lead to any no-
ticeable change in the decay. The lack of �uence dependent response shows that
lifetimes are population independent and indicative of inherent lifetimes. The
second is to compare the lifetimes between neat and blend material and an ampli-
tude weighted lifetime is calculated for each polymer. The amplitude weighting
method is necessary due to the dispersive decay pro�le requiring three expo-
nentials to �t the decay adequately.375–377 This gives an average lifetime (<τ>)
of 68 ps and 93 ps for PTFBDT-BZS and IDIC respectively, which can be com-
pared to the blend to give a qualitative idea about exciton quenching e�ciency
and charge yield.

Figure 5.5a shows TA spectra after exciting the blend at 712 nm (1.74 eV), where
only IDIC absorbs. IDIC exciton features are evident in the 300 fs spectra, along
with additional ground–state bleaching in the blue PTFBDT-BZS region. A photo–
induced absorption shoulder near 950 nm (1.31 eV) is seen from 300 fs in the
blend, this feature was not present in either neat IDIC or PTFBDT-BZS, and
grows into a prominent peak by 2 ps. This shoulder can be attributed to the
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Figure 5.4: (a) Spectra slices taken at 600 fs and 100 ps of neat �lms of PTFBDT–BZS excited at
475 nm, 6.4µJ cm−2, and IDIC excited at 712 nm, 1.3µJ cm−2. (b) Representative decay pro�les
of the spectra shown in (a) collected at two di�erent �uence to show �uence independent decay
dynamic, solid lines are exponential �ts to give amplitude weighted lifetimes.
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Figure 5.5: (a) Series of TA spectra for a blended �lm of PTFBDT–BZS:IDIC (without DIO), after
100 fs excitation resonant with the IDIC acceptor at 712 nm (5.2µJ cm−2). b) Kinetics from the
same measurements as part (a) at selected wavelengths.

prompt (in <300 fs) formation of charge pairs, supported by the ground–state
bleaching in the visible region from both the donor and acceptor components.
As GSB for PTFBDT-BZS is only possible if it is perturbed from its ground state,
where energy transfer from IDIC to PTFBDT-BZS is excluded on thermodynamic
grounds, as well by the absence of PTFBDT–BZS exciton absorption at wave-
lengths > 1200 nm (1.03 eV). Hence the signal near 950 nm (1.31 eV) is assigned
to the formation of charge pairs.
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To monitor the exciton–to–charge conversion process several wavelengths re-
gions are integrated, these are shown in Figure 5.5b, these are normalised to em-
phasise the decay dynamics. The IDIC exciton photo–induced absorption peak at
860 nm (1.44 eV) initially decays dispersively with an average lifetime of 1.0 ps,
leaving a residual signal from the overlapping charge peak. By comparison with
the 93 ps exciton lifetime of IDIC, we conclude near unit charge transfer e�-
ciency. This decay being attributed to charge generation is further supported
by comparison to the growth of the 520 nm (2.38 eV) PTFBDT–BZS GSB which
grows on the same timescale, this correlation is due to charge pairs occupy both
PTFBDT-BZS (holes) and IDIC (electrons).

Prompt and delayed charge generation components are evident from the 520 nm
(2.38 eV) signal where the bleaching signal comes exclusively from charges occu-
pying PTFBDT-BZS without any contribution of exciton signals. Approximately
half of the charge pairs are formed within 200 fs, with a slower phase of charge
commensurate with the 1.0 ps timescale of exciton quenching and complete by
~30 ps. From the magnitude of the signal, we can conclude that ~50 % of the �nal
charge population is formed promptly when considering IDIC phase. The charge
decay can be followed at 950 nm (1.31 eV) although its dynamics are also a�ected
by the overlapping IDIC exciton peak. The overlap is only present at times <30 ps
as seen by the similar dynamics between the 520 nm (2.38 eV) (PTFBDT-BZS
GSB) meaning the timescale >30 ps represent the evolution of the charge popula-
tion. Within 1 ns ~30 % of charges recombine. The �uence independence charge
decay dynamics (Figure 5.6) points towards geminate recombination via charge
transfer (CT) states as a possible explination for the lower Jsc of the blend pre-
pared without DIO as compared to with DIO.

Figure 5.7a compares the TA spectra probing only the IDIC phase by using 712 nm
excitation (red–yellow, discussed above) and probing primarily the PTFBDT–BZS
phase (blue–teal) using 475 nm excitation. The spectra from 300 fs show a broad
PIA peak at 1240 nm (1.00 eV) showing evidence of an exciton on PTFBDT-BZS,
and this di�erence is not unexpected as 475 nm excitation will directly excite the
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Figure 5.6: TA kinetics traces taken at 520 nm for a �lm of PTFBDT–BZS:IDIC (without DIO),
after 100 fs excitation resonant with the PTFBDT-BZS phase at 475 nm. The excitation is noted
in the legend, and the dynamics show a �uence independent response suggesting the decay dy-
namics are not bimolecular.

polymer phase. Furthermore, the charge shoulder seen at 950 nm (1.31 eV) af-
ter 712 nm excitation is now a distinct peak due to the ratio of IDIC exciton to
charges moving in favour of charge pairs. The change in spectra shape could be
due to more prompt charge generation or relatively less absorption in the IDIC
phase as at 475 nm PTFBDT-BZS also absorbed some of the incident photons.
Looking at the 1000 ps spectra there is no signi�cant di�erence; this shows that
the charges formed from exciting the donor or acceptor regions are equivalent,
and the excess energy of 475 nm excitation does not a�ect the fate of charge pairs.

Moving on to the charge generation and decay, Figure 5.7b shows a very short–
lived polymer exciton signal is initially seen at > 1200 nm (1.03 eV) with an aver-
age lifetime of 700 fs. The absence of a longer–lived polymer exciton phase may
re�ect the smaller polymer domains, as well as an intermediate energy transfer
step to IDIC. The charge decay 520 nm (2.38 eV) is the same for both excitation
wavelengths further supporting the similar species seen in the spectra. When
looking at the prompt charge generation following 475 nm excitation the picture
is not as clear as previously, now the PTFBDT-BZS exciton contributes to the GSB
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Figure 5.7: (a) TA spectra slices taken at 300 fs and 1000 ps for a �lm of PTFBDT–BZS:IDIC
(without DIO), after 100 fs excitation resonant with the IDIC acceptor at 712 nm (5.2µJ cm−2) and
mostly PTFBDT-BZS phase at 475 nm (0.7µJ cm−2). b) Kinetics from the same measurements as
part (a) at selected wavelengths to show the di�erence between charge and exciton dynamics.

signal at 520 nm (2.38 eV) mixing together the exciton decay and charge gener-
ation pro�les hiding the prompt fraction. Looking at the ratio of PTFBDT-BZS
GSB to exciton PIA it appears similar to the neat PTFBDT-BZS suggesting that
the fraction of promptly generated charges is small.

The observed charge generation has a comparatively higher fraction of delayed
charge generation when compared to e�cient polymer:fullerene blends,166,378Ṫhe
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prompt component arises from excitons formed at the interface of PTFBDT-BZS
and IDIC including intermixed regions92,378 along with delocalised exciton.157

The delayed component is from those excitons formed in a pure phase and there-
fore must di�use before they can reach an interface, i.e. exciton in pure IDIC
domains.

By probing both the donor and acceptor channels, we have shown that both
channels are high–e�ciency charge generation pathways, cementing their com-
plementarity nature. With 30 % of charges recombining within a 1 ns timescale
(Figure 5.5) the large Jsc gains seen by adding DIO are explained. Increasing do-
main purity decreases the likelihood of charge recombination; as the electron
and hole both reside on di�erent molecules. Therefore by increasing domain
purity and thus decreases charge recombination a more substantial fraction of
generated charges percolate to the electrodes, hence a higher Jsc is observed.

5.3 Balanced donor and acceptor absorption pro-

�le push e�ciency above 12%

By taking the lessons learned from optimising the donor polymer, i.e. balancing
absorption, a BHJ–OPV with e�ciencies higher than 12 % when incorporating
advanced light capturing patterning was fabricated. The active layer of which
is the focus of this section. Comparisons between the donor polymer, FTAZ,
blended with PC61BM and IDIC are shown with the PCE improving from 5.34 %
to 11.6 % when IDIC is used instead of PC61BM. The morphology (controlled via
DIO), advanced light capture and the e�ect of using IDIC are probed via many
advanced characterisation techniques. While the morphology changes, the ma-
jority of the bene�ts are attributed to the balanced absorption of the donor and
acceptor pair as the photophysics show little variation across the studied devices.

Figure 5.8a shows the normalised absorption spectra of FTAZ (black) and IDIC
(blue). There is almost no (<0.2) absorption from IDIC across the 400–600 nm re-
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Figure 5.8: Normalised absorption spectra of neat IDIC, FTAZ and a blend 1:1.5 ratio �lms.
Chemical structures of the FTAZ medium band–gap donor polymer and IDIC small–molecule
acceptor.

gion where FTAZ absorbs, and where IDIC absorbs, 600–800, FTAZ has similar
low absorption. This donor and acceptor pair is exemplary of using both mate-
rials in the BHJ to optimise absorption. The chemical structures are also shown
for completeness; the IDIC is the same donor used in Section 5.2, while the donor
polymer FTAZ has been chosen to balance the absorption pro�les further.

The active layers are fabricated with FTAZ and either IDIC or 6,6–phenyl C61
butyric acid methyl ester (PC61BM) as the electron acceptor. Morphological ef-
fects are also investigated with active layers produced with and without the ad-
dition of DIO. The working devices are fabricated with a device structure of; tin
oxide (ITO)/ZnO/FTAZ:IDIC, or PC61BM/MoOx/Ag. The ZnO layer has a light
enhancement pattern applied where noted. Ultrafast transient absorption spec-
troscopy used to investigate the photophysics of the active layers (IDIC with and
without DIO, PC61BM with DIO) of the various devices deposited onto a quartz
substrate. In addition, the most e�cient blend, FTAZ:IDIC with DIO, the quartz
is replaced with ZnO substrate with and without the light capturing pattern.
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The focus of this research is to understand the photophysical changes that re-
sult from a shift in PCE from 5.34 % to 12.5 %. We also take the opportunity to
explore the di�erences between FREA and PC61BM acceptors. The main contri-
bution made by this author is the TA measurements and analysis that reveals
the charge generation and recombination dynamics across the series of devices
studied. As such, the other measurements are summarised in Section 5.2.1, this
includes electrical and morphological characterisation. We highlight the crucial
parameters of devices (i.e. domain purity, domain size and crystallinity) and dis-
cuss these with reference to the TA results. It is found that excitation of either
the donor or acceptor phase leads to similar behaviour of the charge pairs. This
trend continues when changing the IDIC for PC61BM and also when patterning
the ZnO surface. The triplet decay mechanism can be excluded by taking ad-
vantage of the IDIC having much stronger absorption than PC61BM providing a
clear distinction between charges and triplets.

5.3.1 Characterisation of the devicemorphology, electrical,
and steady–state properties

In this section the analysis from our collaborators on steady–state absorption,
electrical, and morphological measurements are summarised. GIWAXS and R–
SoXS are used to probe crystal orientation, domain size, and domain purity. Elec-
trical and steady–state absorption measurements show the primary cause of the
increased PCE is due to higher Jsc attributed to better absorption across the 600–
800 nm from IDIC.

IDIC replaces PC61BM the Jsc almost doubles from 9.5 to 18.5 mAcm−2, the pri-
mary cause of this is increased absorption as PC61BM has almost no absorption
in the 400–600 nm region where FTAZ absorbs. The increase in the PCE is at-
tributed to the additional absorption band and is supported by the enhanced EQE
over this region.
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Material VOC JSC FF PCE Thickness
(V) (mAcm−2) (%) (nm)

FTAZ:PC61BM (DIO, Flat) 0.80 9.51 0.67 5.34 135
FTAZ:IDIC (DIO, Flat) 0.85 18.5 0.73 11.6 110
FTAZ:IDIC (DIO, Pattern) 0.84 20.1 0.72 12.5 110
FTAZ:IDIC (Flat) 0.86 16.4 0.69 9.70 85

Table 5.3: Electrical characterisation data collected under the illumination of AM 1.5, 100
mWcm−2 for all devices studied, and �lm thickness measurements.

AFM, GIWAXS, R–SoXS measurements were carried out to compare the mor-
phology of the various blends and substrates. The AFM shows that the patterned
ZnO surface e�ects the top surface topology (measured by roughness) increases
from 1.2 nm (both IDIC and PC61BM) to 3.67 nm on the patterned surface. The
GIWAXS data shows the IDIC improved molecular packing of FTAZ when com-
pared with PC61BM, while the addition of DIO enhances the packing of both
phases. GIWAXS measurements indicate a strong coherence of the IDIC phase
that is bene�cial for charge transport. The coherence length is slightly reduced
on a patterned ZnO from 3.5 to 3.3 nm. The domain size and purity (calculated
from R–SoXS) show an interesting variation between PC61BM and IDIC with
IDIC having larger (52 nm vs 22 nm) and purer (1 vs 0.3) domains. Unfortunately,
the domain size without DIO was di�cult to resolve (potentially around <5 nm),
but purity was reduced to 0.81. The patterning of Zn0 reduced the IDIC domain
size to 20 nm and decreased the purity to 0.89. This decrease in purity is ordi-
narily detrimental to PV performance; however, in this case, the photophysical
characterisation suggests it has little e�ect on the photophysics. The absolute
PCE is challenging to distinguish via TA spectroscopy as relative charge popula-
tions are hard to monitor due to morphological induced changes in the observed
spectra.92 The morphological changes that are important to the interpretation
of the charge dynamics have been summarised in Table 5.4. The domain purity
will impact the prompt vs delayed charge generation; the prompt generation is
related to mixed–phase, while the delayed charge generation is from excitons
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in isolated phases migrating to the interface. The size of the pure phase will
increase the time taken for excitons to reach the interface and undergo charge
separation, and this will be seen in the growth lifetime of charge generation.

Material Domain purity Domain size (nm)
FTAZ:PC61BM (DIO, Flat) 0.3 22
FTAZ:IDIC (DIO, Flat) 1 52
FTAZ:IDIC (DIO, Pattern) 0.89 22
FTAZ:IDIC (Flat) 0.89 <5

Table 5.4: Summary of R–SoXS domain purity and domain size results.

Transient absorption spectroscopy will be used to compare the charge genera-
tion, and recombination pathways and rates across the materials looking at the
e�ect of adding DIO and patterning the ZnO substrate. The results reveal that
patterning the ZnO substrate increases e�ciency solely through increased light
harvesting and that the photophysics of FTAZ:IDIC blends is relatively insensi-
tive to morphological changes.

5.3.2 Ultrafast charge generation and recombination

To understand the di�erences between PC61BM, IDIC, and patterning the sub-
strate a series of TA experiments was carried out, this included using di�erent
excitation wavelengths in order to probe the charge generation and decay dy-
namics in both the donor and acceptor phases. We �nd that there are minimal
di�erences in the charge decay dynamics and di�usion dynamics across the ma-
terials studied here. The charge growth dynamics are e�ected by domain size
di�erences between donor and acceptor phase and the addition of DIO. Finally,
the formation of triplets is ruled out based on the observation of a GSB signal
arising from IDIC. This is normally seen in fullerene–based devices because of
the much lower extinction coe�cients in the spectrally resolved region.
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Figure 5.9: TA spectra collect from neat �lms of IDIC (712 nm 0.46µJ cm−2) and FTAZ (475 nm
5.2µJ cm−2). Representative of singlet excitons species.

TA signal assignments

The neat TA spectra and dynamics of FTAZ and IDIC are discussed; this will
aid in understanding the more complex blend spectra. Figure 5.9 shows time–
integrated spectra that are assigned to a singlet excited state as there is no no-
ticeable change in the spectral features before decay. Both IDIC (described in
Sections 5.2.2) and the FTAZ spectra exhibit characteristic ground–state bleach
signals (GSB, ∆T /T > 0) coinciding with their visible absorption, photo–induced
absorption peaks (PIA, ∆T /T < 0) in the near infrared, and stimulated emis-
sion (∆T /T > 0) ~700 nm (1.77 eV). The PIA features are distinct for both FTAZ
and IDIC and are diagnostic of a singlet excited state. For IDIC a sharp peak
centred on 900 nm (1.38 eV) and FTAZ has a broad peak at 1240 nm (1.00 eV).
Non–overlapping regions of the GSB can be seen for FTAZ < 540 nm (2.30 eV)
allowing the unambiguous separation of excited state populations remaining on
FTAZ or IDIC.

When using 712 nm (1.74 eV) to excite the blend, IDIC is primary excited (Figure
5.10a). The initial TA spectrum (200 fs) is similar to the neat IDIC spectrum pre-
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sented above, ground–state bleach peaks are present at approximately 650 nm
(1.91 eV) and 730 nm (1.70 eV), and a photo–induced absorption peak at 890 nm
(1.39 eV). In the subsequent time slices (2 ps to 5 ns) the IDIC exciton spectrum
is replaced by a spectrum attributed to charge pairs. Hole transfer from IDIC
to FTAZ means the GSB of the IDIC is complemented with bleaching of the
FTAZ polymer, i.e. a positive signal above 620 nm (2.00 eV). In addition, the
IDIC photo–induced absorption peak at 885 nm (1.40 eV) is replaced by a new
PIA peak at 950 nm (1.31 eV). The new PIA peak at 950 nm (1.31 eV) is indicative
of electrons in IDIC, and is present in the TA signals observed for IDIC blended
with a di�erent donor polymer (Section 5.2.2 and is absence when IDIC is re-
placed with fullerene (below).

To compare excitation of the donor and acceptor channels, the donor component
of the FTAZ:IDIC blend is excited with 532 nm (2.33 eV) Figure 5.10b. The vari-
ation is that signatures of an exciton in both FTAZ and IDIC are present, i.e. a
PIA peak at both 890 nm (1.39 eV) and 1240 nm (1.00 eV). The FTAZ exciton is
identi�ed by the initial peak at 1240 nm (1.00 eV) which decays by 2 ps, with neat
TA spectra of FTAZ support this assignment see Figure 5.9. The FTAZ exciton
then undergoes electron transfer to generate charges before 5ṅs.

The TA spectra of FTAZ:PC61BM blend is presented in Figure 5.10c. In this
blend, only excitation of the donor, 532 nm (2.33 eV), was possible due to PC61BM
having very low visible absorption. At early times (200 fs) the FTAZ exciton is
present with PIA at 1200 nm (1.03 eV), this decays to give charges following elec-
tron transfer to PC61BM. In this system, GSB from PC61BM is not expected due
to the low extinction coe�cient. Holes in FTAZ have a broad near infrared ab-
sorption spanning between 650-950 nm (1.9-1.3 eV), the assignment as holes is
made based on the consistency with the above charge spectra and the electro–
absorption arising from charge pairs in the material.275,276,379

To understand the e�ects seen in the TA surfaces a mathematically decomposi-
tion was performed. In order to extract the decay dynamics for IDIC, FTAZ and
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Figure 5.10: Series of TA spectra showing interconversion of excitons to charges for: (a) blended
�lm of FTAZ:IDIC (DIO), after 100 fs excitation resonant with the IDIC acceptor at 712 nm. (b)
same �lm as (a) after 100 fs, 532 nm excitation resonant with the FTAZ donor. (c) FTAZ:PC61BM
�lm after 100 fs 532 nm excitation.
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charges the neat IDIC, neat FTAZ, and the second charge component are used.
Then an iterative process is performed as described in Section 2.4.2. After de-
composition, it is possible to compare charge dynamics for each of the blends,
and electron– vs. hole–transfer channels. Figure 5.11 is an example of the mathe-
matical decomposition, (a) shows species associated spectra that when combined
with the kinetics in (b) and added to the residuals (c) adequately represent the
TA surface.

The two charge species used are not evidence of two distinct charge populations
but could be required due to spectral shifts. A change in the electro–absorption,
or changes in spectra could be related to the mixed and ordered phases.92 The
idea that the change is related to di�erent phases is supported when taking into
consideration the steady–state absorption spectra, where the more ordered neat
IDIC is redshifted when compared with the FTAZ:IDIC blend. In any case, the
two species are used to produce a good representation of the TA surface. Here
the charge species are used to compare kinetics between excitation wavelength
and blend mixture. To that e�ect, the FTAZ bleaching is normalised between
all datasets; in this manner the kinetics are comparable between samples and
excitation wavelengths. The �nal charge population is taken to be the sum of
the two charge species.

5.3.3 Charge generation

Figure 5.12 shows the charge dynamics. About 40 % of exciton undergo charge
generation in less than 200 fs (i.e. prompt charge generation) in the FTAZ:PC61BM
blend, this is signi�cantly less than the typically 70–90 % observed in other high–
performance polymer:fullerne blends. This rapid charge generation has even
been proposed to be vital to achieving high PCE. The remainder of excitons need
to di�use to the interface before charge generation that proceeds in picoseconds.
The lower faction of prompt charge generation suggests that FTAZ polymer do-
mains are purer or larger than typical fullerene blends. When PC61BM is replaced
with IDIC a similar charge generation pro�le is seen upon the excitation of the
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Figure 5.11: Illustrative example of mathematical decomposition of a TA surface for FTAZ:IDIC
(1:1.5, w/w, 0.25 % DIO) following excitation at 712 nm (0.26µJ cm−2 ). (a) Associated spectra
of exciton and charge species. (b) Kinetics of exciton and charge species, where spectral shifts
on longer timescales are captured via two charge species spectra. We do not presume two dis-
tinct charge species, but rather sum their populations in subsequent analysis. (c) Residuals from
mathematical decomposition �t (note the lack of structure in this surface, and the smaller scale).
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Figure 5.12: Extracted charge dynamics extracted from a decomposition of the TA surfaces for
the range of blends and excitation wavelengths indicated (0.6 – 2µJ cm−2), with charge popu-
lations normalised assuming unit e�ciency of exciton–to–charge conversion in the low �uence
limit.

acceptor (PC61BM or IDIC). Therefore we conclude that the FTAZ phase remains
relatively unchanged with similar domain size and purity.

When examining the hole–transfer channel in the FTAZ:IDIC blend, i.e. excita-
tion of IDIC at 712 nm (1.74 eV), a di�erent charge pro�le is seen (Figure 5.12).
Approximately 10 % of charges are generated promptly while the remainder are
generated on the picosecond timescale. In the system a with balanced absorption
the hole–transfer channel (i.e. from the electron acceptor) plays an essential role
in the overall photocurrent. The high phase purity found in the morphological
studies is consistent with the slow charge generation.

5.3.4 Charge recombination

Both the hole and electron transfer channel gives rise to a slow, but e�cient,
charge generation mechanism in FTAZ:IDIC blends, here we move onto investi-
gating the charge recombination. Figure 5.12 reveals similar recombination pro-
�les observed for all blends and generation channels, with recombination occur-
ring from 100 ps into the microsecond regime. Rapid recombination typically in-
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dicates geminate recombination as a signi�cant loss channel, but in these blends,
we �nd that EQE > 80 % suggesting recombination on these timescales is not a
signi�cant problem.

To evaluate the charge mobility for di�erent blends and excitation channels, we
�t �uence–dependent charge dynamics with bimolecular recombination incor-
porating a moving window. Figure 5.13 shows an example of the �tted results
following 532 nm excitation. The grey markers indicate the decay of charge pop-
ulation, and this is scaled to match in the population at time equals zero (±200 fs),
while the rainbow series of lines indicates the various �ts. These use a bimolecu-
lar rate constant and a monomolecular decay, with a moving window of 30 times
points (approximately an order of magnitude) and using the same rate constants
across all �uence values.

Figure 5.14 shows that the bimolecular recombination constant is above 10−14 cm3s−1

on the hundreds of picosecond timescale for all blends treated with DIO. The bi-
molecular rate constant decay is a result of mobility dispersion.380 The magni-
tude and dynamics of bimolecular recombination constants are similar irrespec-
tive of the initial formation pathways and whether IDIC or PC61BM is used as the
electron acceptor. To understand if the bimolecular rate constant is too high the
lifetimes need to be estimated under solar illumination. Steady–state solar illu-
mination corresponds to excitation �uence of 1016 cm3s−1 would result in charge
lifetimes exceeding microseconds. At these long bimolecular lifetimes, there is
su�cient time for charge extraction to prevail. Instead, these high bimolecular
rates indicate both donor and acceptor channels produce highly mobile charges
that are able to di�use away from interfaces swiftly.

5.3.5 E�ect of DIO

To study the changes in photophysics due to morphology, a similar set of mea-
surements as described above are carried out on a blend of FTAZ:IDIC without
the DIO. They show that the increase in IDIC domain size, from <5 nm to 22 nm,
caused by the addition of DIO results in a decreased fraction of prompt charge
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Figure 5.13: Fluence dependent charge dynamics following excitation at 532 nm
for (a) FTAZ:IDIC (1:1.5, w/w, 0.25% DIO) on a fused silica substrate, and (b)
FTAZ:PCBM (1:1.5, w/w, 0.25% DIO) on a fused silica substrate. Kinetics out to 5 ns were
collected following 100 fs excitation pulses, whereas the later data (beginning from 2 ns) was
recorded following 700 ps excitation. Also shown in coloured lines are windowed �ts of
bimolecular recombination constants, β, that globally account for kinetics at each intensity
within small moving time window.
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Figure 5.14: Bimolecular recombination constant, β, extracted from a moving window global
�t. All �lms deposited on a quartz substrate in 1:1.5 w/w ratio cast with 0.25 % DIO.

generation. We also observe an increase in the charge lifetime. With no substan-
tial di�erence seen in the bimolecular (non–geminate) recombination rates.

The spectra resulting from decomposing the TA surface as described are pre-
sented in Figure 5.15. The IDIC exciton (a) from directly exciting the IDIC phase
it is broadly similar. The removal of DIO enhances the polaron PIA peak, a sim-
ilar e�ect can be seen for the FTAZ exciton (b). When considering the charge
species (c), a slight shift in the FTAZ GSB (also seen in FTAZ exciton) and the
IDIC GSB is observed. These slight changes in the spectra are not signi�cant
enough to change the species assigned to each spectrum but suggest a change in
the packing of each phase or environment of the charge pairs.

Figure 5.16 presents the charge dynamics for FTAZ:IDIC blends with and with-
out DIO. Considering direct excitation of IDIC (712 nm, orange and green) charge
generation is completed in ~60 ps suggesting that the variation in domain size
does not signi�cantly a�ect the charge generation time. The o�set between
growth dynamics caused by the removal of DIO can be explained by the reducing
phase–purity as there is a lower fraction on promptly generated charges when
DIO is used. The charge generation from the FTAZ phase is probed with 532 nm
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Figure 5.15: Indicative species spectra decomposition from the TA surfaces for the range of
blends, normalised assuming unit e�ciency of exciton–to–charge conversion in the low �uence
limit. (a) IDIC exciton spectra following 712 nm excitation. (b) FTAZ exciton spectra after 532 nm
excitation. (C) Charge spectra after exciton decay following excitation as noted.
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Figure 5.16: Charge dynamics extracted from a decomposition of the TA surfaces for the range
of blends and excitation wavelengths indicated, with charge populations normalised assuming
unit e�ciency of exciton–to–charge conversion in the low �uence limit.

excitation (red, teal –un�lled); the changes are similar to those observed in the
IDIC phase. Therefore generation timescales are similar and adding DIO reduces
the prompt fraction (intensity ~200 fs) consistent with the decreased domain pu-
rity. The decay pro�les show an increase in lifetimes with DIO with the half–life
increasing by a factor of 2, giving extended time for percolation and therefore al-
lowing an increase in optimal device thickness, as observed; 85 nm without DIO
to 110 nm with DIO.

The results of the windowed bimolecular �t are presented in Figure 5.17. The
increased noise in the 1–30 ps region is due to the lower number of initial ex-
citation data being collected when using a femtosecond excitation source. The
extracted bimolecular recombination constant (β) without DIO due to the noise
it is hard to comment, but it looks to have a similar trend as with DIO. Therefore
we can conclude that there is still mobility relaxation due to dispersion, but it is
hard to comment on if the mobility has increased with DIO or the only e�ect is
better percolation pathways.
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Figure 5.17: Bimolecular recombination constant, β, extracted from a moving window global �t.
All �lms deposited on a quartz substrate in 1:1.5 w/w ratio. The �lm was cast with 0.25 % DIO.

The removal of DIO has little e�ect on the photophysics observed via TA; there
is a slight decrease in geminate charge lifetime while the bimolecular recombina-
tion is una�ected. There is a change in prompt charge generation, but this does
not have a strong correlation to with the decay, extraction, or mobility dynam-
ics of charges. It is safe to conclude that the DIO treatment allows for a purer
domain, perhaps helping charge separation, and allowing for a thicker device to
be produced.

5.3.6 E�ect of ZnO

The substitution of IDIC for PCBM, and the addition of DIO has shown little
di�erence in photophysics. Here we assess the impact of patterning the ZnO
surface. This is done by studying two materials; the �rst is a control material
whereby the active layers is deposited onto �at ZnO. ZnO is a charge extraction
layer and does have an e�ect on the observed spectra shapes. Following this, the
patterned ZnO can be studied to see if the changes are from the addition or the
patterning of the ZnO layer. As with the previous modi�cation, it is found that
the photophysics are not sensitive to ZnO and does not change when the ZnO
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is patterned. A shift in the IDIC exciton spectra is revealed, and the timescale of
electron extraction from IDIC is resolved.

The large changes in IDIC exciton spectra when adding a ZnO layer are shown
in 5.18 (a). There is a signi�cant shift in the PIA peak from 890 nm (1.39 eV) to
960 nm (1.29 eV) meaning that there is an overlap with the charge PIA at 930 nm
(1.33 eV). Assigning this spectral feature to the IDIC exciton is in part due to the
lack of features observed in the 500-600 nm (2.5-2.1 eV) where the hole would
be expected to bleach the FTAZ. In contrast to IDIC, the FTAZ exciton is un-
changed by the addition of ZnO layer. There is a noticeable di�erence in the
charge spectra (c), with the FTAZ GSB vibration ratio becoming more promi-
nent due to narrowing of each peak along with an increase in the 0–0 vibronic
peak. The charge PIA peak is no longer a distinct peak, this could be due to a new
PIA in the 620-830 nm (2.0-1.5 eV) region. However, a change in IDIC contribu-
tion could also be the cause, as the IDIC exciton spectra have also been a�ected.
Notwithstanding these changes, the assignment to a charge is still valid due to
GSB of both the IDIC and FTAZ species being present. This indicates that an
electron and hole are present in the IDIC and FTAZ phase respectively. When
adding the advanced light capturing pattern to the ZnO substrate, i.e. green in
Figure 5.18, there are no signi�cant changes to the resolved spectra showing that
the spectral assignment from the ZnO substrate are valid with and without pat-
terning.

Figure 5.19 presents the charge generation and decay dynamics of FTAZ:IDIC
on quartz (red), ZnO (purple) and patterned ZnO (green) substrates, following
excitation of FTAZ (a, 532 nm excitation) and IDIC (b, 712 nm excitation) phases.
There is little to compare because there are no noticeable di�erences present,
even analysis of the bimolecular recombination rate shows no change in magni-
tude or trend. The lack of variation strongly supports the pattern adding only to
the light capture without a�ecting the photophysics.
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Figure 5.18: Indicative species spectra decomposition from the TA surfaces for the range of
blends, normalised assuming unit e�ciency of exciton–to–charge conversion in the low �uence
limit. (a) IDIC exciton spectra following 712 nm excitation. (b) FTAZ exciton spectra after 532 nm
excitation. (C) Charge spectra after exciton decay following 532 nm excitation.
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Figure 5.19: Charge dynamics extracted from a decomposition of the TA surfaces for the range
of blends, with charge populations normalised assuming unit e�ciency of exciton–to–charge
conversion in the low �uence limit. (a) shows population following 532 nm excitation and (b)
following 712 nm excitation. The �lm represented in (a) and (b) are the same.
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Depositing the IDIC:FTAZ blend on ZnO substrate (�at or patterned) does not
a�ect these charge generation dynamics, suggesting that the local environment
experienced by exciton is not strongly a�ected by the morphological di�erences
as a result of patterning resolved via R–SoXS. This supports the conclusion that
enhanced light absorption is the main bene�t of substrate patterning, rather than
enhancing internal quantum e�ciency.

5.3.7 Triplets

Recently, it has been proposed by Manke et al. (2016) that low band–gap poly-
mers might have a fundamental limit imposed on them by the lower lying triplet
state.141 This comes about due to rapid bimolecular recombination to triplet
states that lie below the charge–transfer states.139–141 Distinguishing between
charge pairs and triplets is simpli�ed for FTAZ:IDIC, because IDIC has a spec-
trum of comparable intensity unlike the much weaker spectra in fullerene. Hence,
triplets are identi�able because both IDIC and FTAZ GSB contribute to the spec-
trum when a charge pair is present, while only one component would contribute
to a spectrum of triplet excitons.

The e�ects that triplet energy levels plays is illustrated in Figure 5.20. When
trying to lower the band–gap of either the donor (a) or acceptor (b) a de�nitive
shift in the corresponding triplet level is observed, this triplet might not have
always been present, but it is known to be an issue in low band–gap polymer
donors.139–141 If the triplet energy is lowered below the charge transfer state then
a new loss pathway is opened up via the triplet state. If the acceptor is lowered
in energy relative to the shrinking charge transfer prevents this pathway from
occurring. The thermalisation loss in the electron donor can be used to maintain
any triplet energy (in the hole transport material) above the CT energy.

Figure 5.21 shows spectra for FTAZ:IDIC blends during the charge recombination
time frame. An excited state in FTAZ is identi�ed bleach above 620 nm (2.00 eV)
while IDIC species contribute bleaching around 1.7 eV, which while it is negative
in some regions due to the FTAZ hole PIA, it is clearly distinguished as it is much
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Figure 5.20: Illustration of the e�ect of role triplet energy levels plays when trying to lower the
band–gap of either the donor (a) or acceptor (b). If the triplet energy is lowered below the charge
transfer state, then a new loss pathway is opened up via the triplet state. If the acceptor is lower
this also electron energy relative to the shrinking charge transfer preventing this pathway.

sharper than the holes. Spectral evolution occurs in the subgap region of FTAZ as
discussed in Section 5.3.3. It is likely due to electron migration in IDIC phase or
changes in electro–absorption signals associated with interfacial electric �elds.
Therefore due to the unchanging magnitude of FTAZ and IDIC bleaching signals
triplets are ruled out as a decay pathway.

The role triplet energy levels in BHJ OPVs is illustrated in Figure 5.20. An il-
lustrative shift in the corresponding triplet level is shown, a triplet level below
LUMO may not always be present but it is an issue in low band–gap polymer
donors.139–141 When trying to lower the band–gap of either the donor (a) or ac-
ceptor (b) the e�ect on triplet energy relative to the electron acceptor must be
considered. If the triplet energy is lowered below the charge transfer state, then
a new loss pathway is opened up via the triplet state. If the electron acceptor is
lowered (b) then both LUMO and triplet energy shift together such that the triplet
is always higher energy than the CT state preventing loss via triplet state. Figure
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Figure 5.21: Normalised series of TA spectra for the FTAZ:IDIC blend (1:1.5, w/w, 0.25 % DIO)
following 532 nm with either 100 fs (2.1µJ cm−2) or ~700 ps (0.6µJ cm−2) pulses, for delays less
than or greater than 5 ns, respectively.

5.20 shows how the thermalisation loss incorporated into a medium band–gap
electron donor can be used to maintain the triplet energy above the CT energy.

5.4 Conclusion

In Section 5.2 it is shown that the fused–ring electron acceptor, IDIC, blend with
the medium–bandgap polymers show better device performance than the narrow–
bandgap PTB7–Th device, revealing balanced absorption of donor and acceptors
in needed for high e�ciency. Further to this DIO is used to improve the mor-
phology and push e�ciency up to 11.0 %. TA con�rms that excitation of both
PTFBDT-BZS and IDIC leads to e�cient charge generation, with the dynamics
being quantitatively similar to other e�cient polymer:fullerene blends, except
for the low prompt charge generation. Building on the importance of a comple-
mentary donor and acceptor absorption shown Section 5.2 we fabricate an OPV
with 12.5 % PCE the highest reported to date for a BHJ organic solar cell. Using a
medium–bandgap polymer donor FTAZ and a narrow–bandgap acceptor IDIC;
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the performance is signi�cantly higher then the same polymer with the acceptor,
IDIC, replaced by PC61BM ()

The FTAZ:IDIC blend show domain purity and phase separation bene�t both
charge separation and transport. Excitation of either the donor or acceptor com-
ponents results in surprisingly slow charge generation dynamics. Domains re-
main small enough for excitons to reach the interface for e�cient charge gen-
eration. Fluence dependent measurements reveal photo–generated charges to
be highly mobile, without being so mobile that solar illumination would lead to
rapid bimolecular recombination. Adding an advanced light harvesting pattern
to the ZnO substrate does not result in a change of photophysics but instead
drives higher PCE by increasing the absorption cross section. Unlike fullerene
blends that require low–bandgap polymers to absorb across the visible spectrum,
using IDIC as a low band–gap components the polymer triplet state is prevented
from acting as a loss mechanism, intelligently using the excess photon–energy.
We report on a non–fullerene acceptors that can have suitable morphologies and
energy levels to unlock the next series of e�ciency gains in BHJ OPVs. The sub-
stantial contribution of the acceptor to photocurrent relieves undesirable con-
straints on donor energy levels and should permit further tuning of energy levels
to boost cell voltage and e�ciency.

5.5 Experimental

All active layers studied were prepared and provided by Professor Professor Xi-
aowei Zhan’s team. They were encapsulated throughout the measurement. Dur-
ing shipping, they were stored in the dark in a para�lm sealed plastic, and upon
receipt and when not understudy, they were stored in a nitrogen atmosphere in
the dark. The transient absorption set–up is the �nal optimised layout as noted in
Chapter 2. The transient absorption measurements were carried out under a dy-
namic vacuum. No sample degradation was detected during TA measurements,
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as the signal intensity and dynamics did not change between measurement rep-
etitions.



Chapter 6

Conclusion & The Future

In this work, we characterise the photophysics in a multitude of di�erent BHJ–
OPV systems looking for correlations and understanding how changes to the ma-
terial system a�ect the photophysics and how they relate to performance (PCE),
morphology, and electrical parameters (Jsc, Voc). We have identi�ed the bottle-
necks related to photophysics and if they are particular to the materials under
study or form a more general trend. Moreover, we have characterised the bot-
tlenecks and driving forces responsible for charge generation in OPVs. We have
identi�ed that the typical behaviour seen in fullerenes is needed for high PCE
devices, and in some cases, the underlying photophysics are not related to the
overall PCE.

The focus of this work is the characterisation of photophysics in a multitude
of di�erent BHJ–OPV systems looking for correlations and understanding how
changes to the material system a�ect the photophysics and if any general conclu-
sions can be drawn across the various systems studied. To this end, investigating
the interplay between morphology and photophysics, revealing if this relation-
ship is important for the device performance, i.e. what are the underlying pho-
tophysics and are speci�c conditions needed for charge generation in�uenced

213
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by morphology. The characterisation of photophysics is the focus of this thesis,
with the various changes discussed in reference to the electrical and morphology
characterisation completed by collaborators.

Various techniques are employed to optimise and create more e�cient OPV de-
vices. By characterising the underlying photophysics for each of these tech-
niques, we can improve our understanding of the pathways involved and how
these may drive, or decrease, e�ciency in the materials used. As we try to opti-
mise the e�ciency of OPV devices, we can see there is a clear trade–o� between
each of the steps required to develop a functional OPV device. By considering
these steps individually and characterising their photophysics, we can identify
driving forces and mitigate issues impacting the performance of each of the ma-
terials. Understanding the relationship between structure, morphology, photo-
physics and performance produces a greater understanding of how charge carri-
ers are generated within these devices and identi�es areas to improve to produce
more e�cient BHJ–OPV devices.

In this work, we have identi�ed the requirements and implemented a transient
absorption experiment designed to investigate BHJ–OPVs. The transient absorp-
tion experiment was implemented with high sensitivity, a broad spectral range
450-1550 nm (2.8-0.8 eV) and covers the lifetimes of species from initial excita-
tion to charge carrier recombination (100 fs – 150 µs). It was also necessary to
extend the delay stage from 3 ns to 6 ns to overlap a nano–second laser to extend
the time range to the microsecond range to monitor charge recombination. Once
these improvements were implemented, it was possible to collect time–resolved
spectroscopic data with a sensitivity of 10−4∆OD in as little as 30 minutes. The
rapid acquisition time allowed for various materials, excitation wavelengths, and
excitation powers to be used to get a complete picture of the photophysics for
the various systems studied. These capabilities were then used to study the three
typical BHJ–OPV acceptors present in the literature: fullerenes, polymers, and
small molecule acceptors.



215

We investigated two di�erent methods of optimising fullerene devices in three
di�erent systems (Chapter 3). In the �rst, we investigate the performance of one
system and vary the fullerene concentration (PC71BM). We found that in vary-
ing the concentration of the fullerene (PC71BM), the changes observed in pho-
tophysics are consistent with the changes in domain size and purity, indicating
that it is crucial to understand both the morphology and photophysics of the
material in order to optimise the e�ciency of a BHJ–OPV. In the second, we ob-
serve how changing the functionality of the fullerene contributes to performance
by comparing three di�erent systems (PC61BM, PC71BM, and ICBA). The di�er-
ences in each are subtle, but we observed that while ICBA and PC61BM blends
generate charges promptly, a combination of poor quenching in the ICBA blend
and shorter lifetimes in the PC61BM blend explain the higher power conversion
e�ciency of the PC71BM system.

Two di�erent methods of optimising polymer systems were investigated in Chap-
ter 4. Two di�erent donor polymers (PTB7–Th + PTB7) with were blended with
a polymer acceptor (P(NDI2OD–T2)). We observed longer–lived and more mo-
bile charges in the polymer donor blend with the polymer acceptor, which can
be considered a result of a doubling in PCE (from 2.1 % to 4.4 %). Next, we inves-
tigate how increasing �uorination in the polymer acceptor (PNDITPhT) impacts
photophysics and power conversion e�ciency (PCE). No change was observed
in photophysics as �uorination was increased. However, the PCE increased by
more than 30 % (from 3.1 % to 4.3 %). For this system, the photophysics of a poly-
mer electron acceptor/donor system has little to no correlation to the overall
PCE.

Finally, we investigate the impact on performance by changing the small polymer
acceptor in the system (see Chapter 5). Upon comparison of several polymer ac-
ceptors, we have observed that the photophysics of an e�cient IDIC SMA blend
are similar to those observed when using a fullerene acceptor. Additionally, we
have observed that when the SMA is energetically matched with a low–bandgap
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polymer, the materials do not su�er from the triplet loss mechanism present in
low–bandgap BHJ–OPVs.

The Future

The transient absorption experiment developed during this work has a few key
characteristics; it covers the nanosecond gap with a broad spectral range. Cover-
ing the nanosecond range and resolving non–emissive species, i.e. triplets, makes
it applicable for many areas that involve photophysics, particularly molecular
singlet �ssion and triplet–triplet annihilation, which have many processes that
occur in the nanoseconds to 100’s of nanosecond timescale and involve (mostly)
dark triplet states. Reduced measurement time and high sensitivity enable multi–
variate studies, e.g., two–dimensional electronic spectroscopy, temperature de-
pendence, or pressure dependence.

During this work, the need for additional measurements to generate data to
constrain the inherent ambiguities observed in any 2–D dataset has raised the
prospect of combining absorption with other techniques that can measure the
lifetimes or spectral signatures of species present. Combining time–resolved
broadband photoluminescence (as the sample gives o� photons during a TA mea-
surement) would aid in constraining the spectra and lifetimes of emissive species.
Additionally, further work could be done to reveal the phase information of the
probe, giving information of the refractive index changes allowing for further
di�erentiation of overlapping species.

The role of morphology and how to control di�erent aspects provides valuable
tools that could be expanded to other �elds; the energetic landscape used to con-
trol charge–generation, charge separation, and percolation to electrodes could
be mimicked in other systems where trade–o�s need to be made between sepa-
ration and recombination (e.g. singlet �ssion).

The outlook for solar power technology is bright, but unfortunately for BHJ–
OPV, the progress made in reducing the cost of silicon PV panels makes BHJ–
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OPVs unlikely to allow it to break into traditional PV applications. There is still
plenty of hope for BHJ–OPVs with the development of three (or more phases)
to control morphology and a grasp a growing understanding of how morphol-
ogy a�ects performance a further expansion and incorporation of other pho-
tonic processes (i.e. singlet �ssion and triplet–triplet annihilation) could lead to
next–generation BHJ–OPVs pushing 40 % PCE. The tunable nature of organic
molecules used in BHJ–OPVs makes them ideal candidates for transparent or
tunable PVs. This class of PV is niche, and the design of these can incorporate
bene�ts from both power production and reduced costs of heating (e.g. in o�ce
buildings) while being incorporated seamlessly into our everyday environment
to replace many transparent surfaces.
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