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Abstract

The provision of rural broadband infrastructure is a challenge for network
operators across the globe, irrespective of their size. Wireless Internet Ser-
vice Providers (WISPs) have shown that the small-scale deployment of
wireless broadband infrastructure is a viable alternative to relying on cellu-
lar network providers for remote coverage. However, WISPs must often
resort to using off-grid renewable energy sources such as solar energy for
powering network sites, often resulting in undesirable, low-performance
backhaul radios being used between sites out of concern for excessive
energy consumption.

The challenges of managing performant wireless backhaul networks in
respect to energy constraints at remote, off-grid sites informs the need for
energy-proportional design. Backhaul radios typically used by WISPs are
not energy-proportional, meaning they use a consistent amount of energy,
irrespective of wireless link utilisation. Using data from a real WISP net-
work, diurnal traffic patterns show that WISP networks could benefit from
energy-proportional design, without having to sacrifice performance.

To encourage the development of high-performance, energy-proportional
WISP backhaul networks, ElasticWISP, an optimisation architecture that
reduces network-wide backhaul energy consumption while satisfying the
user-demand for traffic, is introduced. ElasticWISP dynamically controls
the configuration of backhaul radios based on bandwidth demands and the
network-wide energy consumption of these radios. Through simulations
driven by real WISP topology and data traffic, results show that ElasticWISP
can offer energy savings of approximately 65% when WISP operators follow



the proposed backhaul design methodology.

Finally, a lightweight Multiprotocol Label Switching (MPLS)-based traffic
engineering scheme, based on Segment Routing, is proposed. The imple-
mentation, named Segment Routing over MPLS (SR-MPLS), keeps traffic
engineering path-state within each packet, meaning per-flow state is only
held at SR-MPLS ingress routers. The lightweight approach of SR-MPLS
also eliminates the otherwise necessary network-wide label flooding of tra-
ditional Segment Routing, making it ideal for bandwidth-sensitive wireless
backhaul networks. Evaluation of SR-MPLS shows that it can perform as
well as – and sometimes better than – competitor schemes.
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Chapter 1

Introduction

WISP networks play an important role in connecting remote and rural areas
to the Internet [1–6]. In New Zealand alone, there are over 30 regional
WISPs, connecting more than 70,000 households and businesses to the
Internet [7]. Amongst various operational challenges, researchers have
identified that many WISP operators build their networks out of necessity
in order to provide faster connectivity to deprived communities, even if
they lack requisite knowledge to design and maintain wireless networks [2,
3, 8]. While efforts have been made to lower the barrier to entry for such
WISP operators to successfully operate networks [1–3, 9], little has been
accomplished to overcome one of the greatest operational challenges: off-
grid network energy consumption [2, 9, 10].

To gain a better understanding of why energy consumption is important to
WISPs, their target markets must be considered. By nature, underserved
remote and rural communities often lack ubiquitous deployment of other
infrastructure, e.g. power networks. Where a WISP builds Internet in-
frastructure in an unconnected frontier, there is often an assumption that
grid-power will not be available, or will at a minimum be unreliable [3].
To power network equipment such as radios and routers, an appropriate

11



12 CHAPTER 1. INTRODUCTION

energy harvesting system must be designed, taking into consideration the
business case and cost of the entire system. As WISP markets are typically
remote and rural with low subscriber density, budgets are often limited.

WISPs are then presented with a dilemma: build low-cost, low-performance
infrastructure to offer basic Internet connectivity, or build high-cost, high-
performance infrastructure to offer services competitive to those found
in cities. The latter may not be sustainable, although not necessarily due
to prohibitively expensive radios, but rather the prohibitively expensive
energy harvesting systems that are responsible for providing power to
remote sites1. Therefore it is in a WISP’s best interest to conserve as much
energy as possible in order to maintain a sustainable balance between
network performance and capital expenditure.

1.1 About WISPs

A WISP network typically consists of a combination of point-to-multipoint
customer access radios, and point-to-point backhaul radios. The former
is used for distribution of Internet access to end-users, and the latter is
used for backhaul, or connecting edge routers to the network core. When
deciding what backhaul radios to purchase, WISPs may consider licensed
microwave radios to prevent unwanted interference, and consequently,
unpredictable service degradation. However, these higher-performance
radios, should they be licensed or unlicensed, typically consume far greater
energy than their lower-performance counterparts.

Prior research has shown that WISPs can adapt network site configurations
to use less energy [8], such as using less radios for customer access purposes,
often at the sacrifice of performance. However, many customer access
radios available to WISPs have a relatively low energy footprint. In evident
contrast, one backhaul radio could use as much energy as five customer

1A remote site is also commonly referred to as a Point of Presence (PoP).
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access radios. Dedicated backhaul radios are also typically much less
flexible in deployment, unless a network operator sacrifices throughput
for lower energy consumption. Given this, reducing backhaul energy
consumption without disrupting network performance is of particular
interest.

Companies such as Ubiquiti Networks [11] have pioneered inexpensive,
low-power radios that have enabled low-cost development of Internet
access infrastructure in remote and rural communities [8]. However, the
majority of these radios operate in unlicensed frequency bands in all but few
countries, typically subjecting them to low power budgets and interference
from other unlicensed devices operating within the same frequency range.
These factors result in unpredictable network performance, impairing even
well-established WISP operators [8].

Where unlicensed backhaul radios can be replaced with licensed microwave
and other high-performance radios, WISPs must account for their substan-
tially higher power consumption [1]. The considerable energy consumption
of high-performance radios makes them unsuitable for many WISPs with
a limited budget. Another drawback of such radios is that they are not
energy-proportional, meaning that they consume a nearly constant amount
of energy irrespective of the throughput over them [1, 12].

1.2 Objectives

The key objectives of this thesis are to:

• Investigate WISP backhaul networks and document opportunities for
energy reduction.

• Design an optimisation framework to reduce energy consumption in
WISP backhaul networks.

• Design a traffic engineering architecture that is suitable for WISP
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backhaul networks.

• Validate that the optimisation framework and traffic engineering
architecture is of acceptable performance for deployment in real WISP
networks.

1.3 Tasks

The key tasks of this thesis are to:

• Survey related work in the area of WISP backhaul networks.

• Survey the state-of-the-art in “green” microwave backhaul networks.

• Implement an energy optimisation framework as required.

• Implement a traffic engineering architecture based on current state-
of-the-art research.

1.4 Contributions

The contributions in this thesis are threefold. The first contribution is the
WISP backhaul optimisation framework, ElasticWISP. The second contri-
bution is the lightweight – or poor man’s – MPLS-based Segment Routing
architecture, referred to SR-MPLS throughout this thesis. The Segment
Routing implementation leverages a source-routing paradigm, and enables
WISPs to perform fine-grained traffic engineering. By design, the Elas-
ticWISP optimiser leverages this traffic engineering capability to enforce
optimal-flow paths in a given WISP backhaul topology. The third and final
contribution is the power-control architecture that enables ElasticWISP to
be used as a part of real WISP networks. As a part of this contribution, a
series of remotely managed Gigabit Ethernet (GbE)-capable Power over
Ethernet (PoE) injectors were designed and manufactured. Additionally,
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note that parts of the ElasticWISP related content in this thesis has been
accepted into the IEEE/IFIP NOMS 2020 for publication.

1.5 Thesis Organisation

Following this introduction, Chapter 2 details a survey of related work,
followed by the motivation for ElasticWISP in Chapter 3. A brief, high-level
overview of the ElasticWISP and SR-MPLS architectures is then described
in Chapter 4. Chapter 4 also describes the formal model of ElasticWISP,
which is based on a standard Multi-Commodity Flow (MCF) formulation
enhanced with energy minimisation and radio configuration constraints.
Chapter 5 concisely describes the reference implementation of ElasticWISP,
as accepted for publication in the IEEE/IFIP NOMS 2020. Thereafter, Chap-
ter 6 discusses the design of SR-MPLS.

An outline of the design and implementation of the hardware used to enable
practical application of ElasticWISP is then given in Chapter 7. Next, using
a real WISP network topology, a detailed evaluation of ElasticWISP and its
energy minimisation potential is presented in Chapter 8. An evaluation
of SR-MPLS is also provided, benchmarking it against similar existing
schemes. Finally, Chapter 9 makes conclusions about ElasticWISP and SR-
MPLS. Planned future improvements, and areas for future exploration, are
also outlined in this chapter.

1.6 Additional Information

Please note that when voltage is referred to in this thesis – e.g., 24V powered
radios – we assume Direct Current (DC), unless otherwise stated.
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Chapter 2

Survey of Related Work

Several related efforts have addressed lowering the cost of expensive off-
grid energy systems used by WISPs [9, 10]. While these efforts offer impor-
tant contributions, they do not address the energy-proportionality issues
faced by WISPs that desire to build higher-performance networks1. This
chapter examines related work and identifies gaps in the literature where
further opportunities for research exist.

2.1 Sustainability

The globally recognised viability of WISPs, to an extent, relies on them
being perceived as sustainable. For a WISP to be sustainable and compete
with other commercial network operators, they must be able to provide
a competitive service. In many circumstances WISPs are constrained to
placing their equipment, such as backhaul radios, in locations that are
sub-optimal. Where a WISP places equipment in a remote area where
off-grid energy must be harvested, it is critical that the total network energy
consumption is kept at a minimum. Ideally, not at the expense of network

1In the context of throughput and reliability.

17
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Quality of Service (QoS) and negligent customer over-subscription ratios.

Previous research shows that energy consumption is one of the biggest
challenges faced by WISPs that rely on renewable energy sources [8]. Prag-
matic research by the University of California, Berkeley and the Google-
sponsored Further Reach network discusses the challenges involved with
operating solar energy systems and power-hungry backhaul radios [1].
Overall, the challenges involved with using renewable energy harvesting
for WISP networks are well understood [2, 3, 9, 10, 13–15]. Despite the exis-
tence of a well-grounded understanding, it must be recognised that little
research has been carried out to find an immediate means of addressing
these energy-related network operational difficulties.

2.1.1 Microwave Backhaul Networks

Closely related to WISP backhaul networks are microwave backhaul net-
works. In some cases, especially where energy harvesting is not constrained,
WISPs will use microwave backhaul radios for high-throughput links. It
has been found that microwave backhaul networks can account for approx-
imately 50% of overall network energy consumption [16, 17], showing the
importance of designing energy efficient network architectures. In an effort
focused on Millimeter Wave (mmWave) backhaul networks – specifically
for supporting omnipresent deployment of 5G infrastructure – energy sav-
ings of up to 65% were achieved through turning off both backhaul links
and small cells [18]. Evidently, wireless backhaul networks are an ideal
candidate for energy efficiency improvements.

Upon further investigation into how cellular carriers handle microwave
backhaul energy conservation, it was determined that a common technique
simply involves turning off redundant backhaul radios when they are being
underutilised. Hence, traffic during periods of low-demand is consolidated
over a single link [19, 20]. It is further identified that due to the dynamic
nature of working with microwave backhaul, e.g., considering frequency
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interface, multipath interference, and rain fade, Physical Link Aggregation
(PLA) is often necessary to address throughput capacity concerns [20]. Prac-
tically, the use of PLA binds microwave backhaul links together, forming a
Link Aggregation Group (LAG), enabling higher aggregate throughput to
be distributed over the backhaul pairs.

Interestingly, it is also found that most microwave backhaul networks form
a tree or chain network topology, and less frequently, a ring topology [20].
While true today, there is a strong consensus that future backhaul networks,
such as those that will support Fifth Generation (5G) cellular services, will
require a new design paradigm to be realised [18, 20–23]. Particularly, it
is believed that future backhaul networks will have dense geographical
deployment, and leverage higher mmWave2 frequencies to ease current-
day throughput capacity concerns. While the EHF nature of such backhaul
networks enables impressive throughput capacity, it also constrains them
to very short physical distance operation, presenting exciting new research
challenges.

The use of mmWave backhaul networks within industry has already started
to take place. Facebook, in a collaborative effort with Qualcomm, Radwin,
Intel, and Nokia, has launched a project named Terragraph [24]. The Ter-
ragraph project uses mmWave radios to distribute high-speed – in excess
of 1 GbE – Internet access in underconnected urban and suburban areas.
Unlike traditional microwave backhaul links that can span tens of kilo-
metres, the Terragraph links have a maximum operating range of 250m,
making their use case for WISPs operating in sparsely populated rural
areas limited.

In addition, the use of mmWave backhaul radios in WISP networks may
only exacerbate energy-related challenges. While urban and suburban
environments may be permissive of densely connected mmWave backhaul

2International Telecommunication Union (ITU) designated as Extremely High Fre-
quency (EHF).
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radios, due to readily available power infrastructure, rural areas are far
less tolerant. Powering closely situated mmWave backhaul radios with
renewable energy resources may be possible in some circumstances, but
with low subscriber density, likely lacks long-term financial sustainability.

Global Internet traffic is predicted to surge to almost double what it is
today,3 by the end of 2022 [25]. Additionally, busy hour4 network traffic
is increasing at an even faster rate. The rapid increase in demand for
throughput capacity is troubling for WISPs. Cellular networks are evolving
to become significantly faster than they are today, however, WISP networks
are in a position where they could be left years behind their urban and
suburban counterparts. For Internet-connected rural populations across
the world, the lack of fast Internet access risks introducing a second digital
divide. Improving energy efficiency of backhaul networks, for any wireless-
centric service provider, WISP or cellular, should therefore be of paramount
importance to prevent rural communities falling behind.

Given the inevitable increase in throughput capacity required by future
backhaul networks, 5G or otherwise, any research contribution made
should be general enough to have application on a variety of network
topologies. While many existing microwave and WISP topologies might not
be meshed, future mmWave backhaul networks might, meaning topology-
aware heuristics might not be a suitable approach to initially pursue. In
addition, as mmWave technology has application for both WISPs and cellu-
lar operators, the literature suggests that any meaningful energy-reduction
scheme should be able to operate irrespective of the underlying backhaul
technology in use.

3As of December 2019.
4The busiest 60-minute period of network traffic in a given day.
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2.1.2 Energy Optimisation

Numerous general efforts to reduce network wide energy consumption
have been made. GreenTE [26] utilises both Open Shortest Path First
(OSPF) routing and MPLS, and places line-cards into a sleep-state, reduc-
ing backhaul energy consumption by 27%–42%. The GreenTE approach
also actively avoids triggering OSPF Link State Advertisements (LSAs)
when links are sleeping. While useful for avoiding full network reconver-
gence, this approach requires either OSPF implementation modification or
amendments to the OSPF protocol specification. ElasticTree [27] is another
example, reducing energy consumption in data centre networks by up to
60%. Unlike GreenTE, ElasticTree utilises OpenFlow [28] for network traffic
forwarding, allowing for explicit enforcement of optimal flow paths. Other
conceptual approaches to Energy-Aware Routing (EAR) have achieved
similar performance, with energy reduction of approximately 50% [12].

While optimisation approaches that turn off redundant links are generally
successful in reducing backhaul-network-wide energy consumption, other
approaches to designing “green backhaul” within cellular networks include
Inter-Cell Interference Coordination (ICIC) resource allocation schemes.
Such ICIC schemes have been shown to improve energy efficiency by up to
50%, however, at the expense of reduced spectral efficiency [29–31]. One of
the key problems with applying the likes of ICIC approaches – or any other
spectral management solution – to WISP backhaul networks is the inability
to integrate any potential design with closed-source vendor software and
hardware implementations.

2.2 Traffic Engineering

In the process of researching the challenges involved with operating WISP
backhaul networks, it became apparent that traffic engineering is also a
challenge faced by many WISPs. One recent example of this was presented
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at FaucetCon 2019 [32]. Using the Faucet Software-Defined Networking
(SDN) controller [33], a WISP consultancy firm showcased fine-grained
traffic engineering, complete with real-time integration with some backhaul
radios used by WISPs [34]. The purpose of this demonstration was to show
that traffic flows can be balanced across multiple backhaul links, and with
relative ease.

Like many SDN controllers, Faucet is designed for controlling OpenFlow-
capable SDN switches. However, it should be questioned why WISPs need
to use a protocol such as OpenFlow to achieve their traffic engineering
needs to begin with. The answer is due to how WISPs build their networks.
Previous work showed that OSPF is the prevalent Interior Gateway Protocol
(IGP) in WISP networks. Unfortunately for WISPs, OSPF is also a best-effort
protocol, and will always use the lowest-cost path for routing traffic. Link-
cost metrics can be adjusted to influence flow-paths, however, in many
circumstances this is not suitable for performing traffic engineering.

Despite the limitations of OSPF, WISPs have still found ways to use it for
traffic engineering. One such approach is the OSPF “Leapfrog” [35], where
Virtual Local Area Networks (VLANs) are used to create additional sub-
networks. The VLAN tagged path is logically shorter than the alternative
non-VLAN tagged path, and an OSPF adjacency is established between the
VLAN endpoints. However, inventive approaches to achieve traffic engi-
neering over networks running OSPF do not stop here. Several solutions
have used a combination of exterior External Border Gateway Protocol
(eBGP) and OSPF to achieve traffic engineering functionality [36–38].

Due to the challenges of implementing traffic engineering with OSPF, MPLS
has become a topic of interest for many WISPs in recent years [8]. It should
also be noted that despite the recent interest, the concept of using MPLS
for traffic engineering has been well established since the early 2000s [39].
However, traditional MPLS traffic engineering mechanisms require more
than just an MPLS capable router or switch. Generally, an MPLS traffic
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engineering scheme will require:

• Extensions to the IGP of choice, in order to distribute information
about link attributes and the network topology.

• A means to perform path computation, such as the Constrained Short-
est Path First (CSPF) algorithm.

• Signalling protocols to enable the creation of MPLS Label Switched
Paths (LSPs), such as the Resource Reservation Protocol (RSVP), or
the Label Distribution Protocol (LDP).

• The necessary RSVP traffic engineering extensions (RSVP-TE) – if
using RSVP. Note, RSVP-TE is the intended replacement – as deter-
mined by the Internet Engineering Task Force (IETF) – for the now
deprecated Constraint-based Routing Label Distribution Protocol
(CR-LDP) [40].

It is reasonable to expect that experienced network engineers can build and
maintain MPLS networks, including traffic engineering mechanisms as nec-
essary. However, we must also consider the complexity of such networks,
as we desire to improve the sustainability of WISPs where possible. While
not a technical problem, the shoestring operational nature of many WISPs
means that technical competencies may not be high, as discussed in Chap-
ter 1. Irrespective of social challenges, the complexity of traffic engineering
mechanisms presents an opportunity for protocol simplification.

2.2.1 Recent Innovations

Given the complexity of implementing traffic engineering – even in a
purpose-built MPLS environment – it must be questioned how further
simplifications are possible. State-of-the-art research and development
from Cisco and the IETF has proven a simple solution is possible: Segment
Routing [41]. Unlike traditional MPLS traffic engineering, Segment Routing
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does not require a signalling protocol such as RSVP-TE. Instead, an IGP of
choice such as OSPF or Intermediate System to Intermediate System (IS-IS)
is extended to distribute segments used across the network. Routes are
then defined on a per-packet basis, typically either by an IGP or using an
optimiser. One of the benefits of Segment Routing is the path-computation
flexibility, as even an application could decide on the best path to route its
own traffic.

Once a routing decision has been made, an ordered set of segments is
encoded into each packet. Segment Routing capable devices then forward
the packets based only on the list of segments within the packet. As the seg-
ment information is distributed network wide, this ordered set of segments
does not need to explicitly form a route. As a result, the encoded stack of
segments can be arbitrary, meaning an IGP can route the traffic based on
the shortest path – or another constraint based algorithm depending on
the network operator’s needs – until the next segment – or alternatively,
destination – has been reached.

Failure mitigation in Segment Routing networks is handled automatically
by the IGP. In addition to IGPs such as OSPF and IS-IS being used to
distribute segment information, they are also used for the computation of
backup paths. Should failure occur over any path in the network, the IGP
is able to automatically compute new paths without waiting for input from
an external controller. As a result, Segment Routing has the flexibility to
work in a distributed manner without losing the ability to integrate with
external optimisation schemes.

Segment Routing has also gained traction in the research community [42],
with an open-source IPv6 implementation now part of the Linux kernel [43].
The implementation – known as Segment Routing over IPv6 (SRv6) – sup-
ports many of the Segment Routing functionalities, and use cases, as de-
fined in RFC 8402 [41]. However, the implementation of SRv6 in the Linux
kernel, at the time of writing, does not support IPv4 in IPv6 encapsulation,
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making it unsuitable for meeting the traffic engineering requirements found
in WISP backhaul networks.

Next, open-source implementations of MPLS-based Segment Routing were
sought out. One approach, dubbed Poor Man’s Segment Routing (PMSR),
was identified [44]. This approach is minimal, and leverages an MPLS
forwarding plane. However, like the Linux kernel implementation of
SRv6, PMSR is also unsuitable for WISP traffic engineering, as its minimal
approach constrains it to using only a single link between nodes in the
network.

2.3 Summary

Despite an abundance of research towards green microwave backhaul
networks, a strong opportunity to advance the energy efficiency of backhaul
networks used by WISPs is present. In addition, the ability to improve
the energy efficiency of WISP backhaul networks is tightly coupled with
the ability to overcome traffic engineering challenges faced by WISPs, and
by extension, Internet Service Providers (ISPs) of varying sizes. We have
seen that while Segment Routing offers a simplification over traditional
MPLS traffic engineering schemes, there is still an opportunity to design
and implement a suitable MPLS-based approach, as a gap exists within the
literature.

Specifically, WISP backhaul networks may benefit most from a PMSR
approach to MPLS-based traffic engineering, ideally with very limited
network-wide state, and no IGP extensions necessary. Avoiding additional
network state and flooding of network-wide MPLS labels is of particular
interest due to the unpredictable nature of wireless backhaul links. Next,
Chapter 3 builds off the opportunities and challenges identified in this
chapter, and motivates the need for energy-proportional design in WISP
backhaul networks.
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Chapter 3

WISP Backhaul Networks

In this chapter, energy-proportionality is motivated by showing that traffic
patterns in WISP backhaul networks provide opportunities for reduction
in energy consumption. It was discovered that for many hours during
a given day, high-throughput backhaul radio pairs could be substituted
for lower-power alternatives, while still satisfying traffic demand from
subscribers. Network access to a local WISP, Venture Networks [45], was
leveraged to determine where opportunities to improve WISP backhaul
networks exist1.

3.1 Backhaul Energy Measurement

To understand the potential benefits of energy-proportional operation in
WISP backhaul networks, the energy consumption of several backhaul
radios targeted at the WISP market was studied. Table 3.1 provides the
energy consumption of three radios as reported in datasheets, from self-
performed tests using an INA219 [46] energy monitor, and measurements

1Venture Networks is located within close proximity of Victoria University of Welling-
ton, making practical data collection possible.

27
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Table 3.1: WISP Backhaul Radio Energy Consumption

Radio Max
power
draw (W)a

Low load
(W)b

Heavy
load (W)b

Aggregate
throughput
(Mbps)c

PowerBeam
5AC G2

8.5 ≈ 4 ≈ 6 450+

Rocket 5AC
Prism G2

9.5 ≈ 6 ≈ 8 500+

airFiber 5 50 ≈ 40 ≈ 40 1200+
aFrom radio datasheets.
bFrom self-performed measurements. Results may vary.
cThroughput depends on external factors, e.g., variations in the
Signal-to-Noise Ratio (SNR) caused by rain fade, interference, and path
obstruction. Maximum physical data rate. Values from radio datasheets.

using a Netonix [47] PoE switch that reports the energy draw per port.

Fig. 3.1 shows the daily traffic bandwidth, averaged in 20-second inter-
vals, between two sites of a WISP backhaul network (Able and Heights).
The daily traffic peaks at around 400 Mbps of TX traffic. Both sites use
full-duplex airFiber 5 radios to support the traffic peaks. From Table 3.1,
measurements show that the airFiber 5 uses significantly more energy than
the lower-power Rocket Prism, or PowerBeam radios. The most notable
aspect of this data is that regardless of the traffic, the energy consumption
of the airFiber 5 would remain consistently high at approximately 40 W.

Although there are numerous intervals during the day when the traffic
is relatively low – even passing less than 20 Mbps of traffic – the radios
still operate (very close to) their maximum power consumption. There is
a clear need to enable energy-proportional operation of the radios, i.e., the
dynamic selection of radios such that energy consumption is minimised
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Figure 3.1: Able to Heights TX Traffic (With Bézier Curve).

while maintaining data rate that is sufficient enough to meet traffic require-
ments. This concept requires each site to be (additionally) equipped with
low-throughput, but low-power, radios.

In the case of Fig. 3.1, the high-power airFiber 5 radio would need to
be turned on for approximately six hours, depending on link-capacity
safety margins set by the network operator. For regular periods of low
throughput, even the inexpensive PowerBeam 5AC G2 radio meets the
traffic requirements.

3.2 Backhaul Energy Consumption

To draw comparisons about how energy is used by WISP backhaul sites,
we consider the energy harvesting and storage requirements of a basic relay
site with two backhaul radios operating 24 hours a day. For Tables 3.2, 3.3,
and 3.4, we make a rudimentary assumption that the battery bank will be
capable of powering the site for two days with severely impaired energy
harvesting capability. As the battery banks are lead-acid, they should not
be discharged below 50% of their overall capacity.
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Figure 3.2: Heights Road Battery Bank.

An example of the battery bank used at the Heights Road site is shown in
Fig. 3.2. This battery bank contains several Absorbent Glass Mat (AGM)
lead-acid batteries, totalling 600 Ampere hours (Ah) of storage capacity.
The battery bank is charged by a 1200 W solar array using a commercially
available Maximum Power Point Tracking (MPPT) solar charge controller.

Firstly, in Table 3.2, we consider a relay site that uses two high-power,
high-throughput backhaul radios. Secondly, in Table 3.3, we consider a
relay site where two low-power, low-throughput backhaul radios are used.
Finally, in Table 3.4, we consider a relay site that uses a combination of the
two radio types described; high and low power.

We make an optimistic assumption that each high and low power radio
pair will operate for 12 hours each per day. Table 3.4 shows that even if
both radios operated for 12 hours each per day, the energy reduction is
approximately 40% of the highest-consumption configuration shown in
Table 3.2.
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Table 3.2: WISP Relay Site (2 x airFiber5)
Component Minimum value

Daily consumption (Wh) 2400
Battery bank size (Ah) 800
Solar array capacity (W) 750

Table 3.3: WISP Relay Site (2 x Radio PowerBeam5AC G2)
Component Minimum value

Daily consumption (Wh) 408
Battery bank size (Ah) 140
Solar array capacity (W) 150

Table 3.4: WISP Relay Site (2 x airFiber5 and Powerbeam5AC G2)
Component Minimum valuea

Daily consumption (Wh) 1404
Battery bank size (Ah) 470
Solar array capacity (W) 450
aWe assume each radio will operate for 12 hours per day.

3.3 Benefits of Energy-Proportional Backhaul

The energy and traffic throughput measurements show that it is possible
to enable WISP operators to benefit from energy-proportional operation
in two ways. Firstly, being able to turn off idle resources when they are
not needed will make off-grid energy constrained sites more sustainable.
For example, where redundant backhauls exist, we can disable and power
down one backhaul radio pair to conserve energy.

Secondly, WISPs can be encouraged to design networks that have better
energy-proportionality. Having energy-proportional network design is a
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key benefit, as WISPs can use high-power, high-throughput radios only
as they are needed. In practice, better energy-proportionality requires the
deployment of backhauls that include both high and low power radio pairs.
Based on earlier measurements, it is shown that designing backhaul links
in this way is achievable and will reduce energy consumption should link
utilisation not be persistently high.

3.3.1 Sustainability

The dependence that some WISPs – such as Venture Networks – have
on off-grid energy systems is a strong motivator for energy-proportional
backhaul network design. However, even when using grid-supplied energy,
it must be questioned if sustainability – in a far greater scope than is
covered in this thesis – should be considered. For example, it is difficult to
gauge how much energy is wasted globally due to disproportionate energy
consumption of wireless backhaul networks. However, it should be in any
network operator’s best interest to improve their network sustainability.
Ideally, improved sustainability will also decrease network Operational
Expenditure (OPEX).

3.4 Summary

Given the difficulty for WISPs to implement traffic engineering schemes
using existing routing protocols, there is an evident gap for improvement.
Additionally, the “range anxiety” experienced by WISPs is reason itself
to aim for improved network energy efficiency. The literature covered
in Chapter 2 shows that many research efforts towards “green” backhaul
networks are focused towards much larger service provider networks, and
are widely not applicable to WISP networks. Efforts to design “green”
microwave backhaul networks hold closer relevancy, but are still not tai-
lored towards a WISP on a shoestring budget. To build upon the energy
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efficiency and traffic engineering gaps identified, the ElasticWISP solution
architecture is introduced next, in Chapter 4.
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Chapter 4

Solution Architecture

The architecture of ElasticWISP consists of three distinct components:

• A network-aware optimiser.

• A flow-path enforcement mechanism.

• A backhaul radio power control mechanism.

This chapter details the high-level design of each component. Later, Chap-
ters 5–7 detail the design and implementation of each major component
within the overall ElasticWISP architecture.

4.1 Optimisation and Control

The ElasticWISP optimiser is required to carry out several functions:

• Collect and process traffic flows to determine the active bandwidth
between the network gateway and remote edge routers.

• Automatically update the network topology used for optimisation
when link-state changes occur.

35
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• Turn off redundant backhaul radio pairs when the network traffic
over them can be routed over lower (power) cost paths.

• Turn on backhaul radio pairs as necessary to manage increases in
network throughput where routing over lower (power) cost paths
exceeds available network capacity.

• Compute the lowest (power) cost paths for network traffic flows.

• Compute the network-wide power state of backhaul radio pairs.

• Send Forwarding Information Base (FIB) updates to edge routers to
enforce optimal flow-paths.

• Send power-control updates to remote backhaul radio pairs to enforce
the optimal power state.

• Log network-wide power and link-state changes.

Fig. 4.1 illustrates a high-level, IGP independent overview of the Elas-
ticWISP architecture.

Next, in Section 4.2, the multi-commodity flow model of ElasticWISP is
described. The formal model of ElasticWISP is designed to be flexible
enough that it can be applied to a variety of different backhaul network
types, potentially such as those used in 5G networks. It is also anticipated
that the formal model could be used as a benchmark for any future heuristic
approaches that are developed.
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Figure 4.1: ElasticWISP System Overview.

4.2 ElasticWISP Model Formulation

Given a flow network G = (V,E) with edges (u, v) ∈ E and with ca-
pacity c(u, v). There are k different commodities K1, K2, ..., Kk, where
Ki = (si, ti, di). For commodity Ki, si is the source, ti is the sink, and
di is the demand. We establish that the flow of commodity i along the
edge (u, v) is fi(u, v). Standard multi-commodity flow constraints are then
added [48, 49]:
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Edge capacity: Ensure that all flows over each link do not exceed the
available capacity, that is, ∀(u, v) ∈ V,

k∑
i=1

fi(u, v) ≤ c(u, v). (4.1)

Flow conservation: Intermediary nodes cannot create or destroy commodi-
ties. That is, ∀i ∈ [1, k],∑

w∈V

fi(u,w) = 0, when u 6= si and u 6= ti. (4.2)

Demand satisfaction: Every source and sink must send or receive an
amount of flow equal to its demand. We have ∀i ∈ [1, k],∑

w∈V

fi(si, w) =
∑
w∈V

fi(w, ti) = di. (4.3)

4.2.1 Energy Minimisation Constraints

We now add energy-saving constraints to the multi-commodity flow for-
mulation. We use the notation listed in Table 4.1 to describe the energy
minimisation constraints [27].

Table 4.1: Energy Minimisation Notation
Notation Definition

a(u, v) Power cost of the link (u, v)

Xu,v Binary decision variable for the power state of
link (u, v)

ri(u, v) Binary decision variable for indicating if com-
modity i uses link (u, v)
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Deactivated links. Ensure that flows are restricted to only links (and
radios) that are powered on. For all links (u, v) used by a given commodity
i, fi(u, v) = 0 when Xu,v = 0. The flow variable f will always be positive in
our formulation, and thus we can write the linear constraint as

k∑
i=1

fi(u, v) ≤ c(u, v)×Xu,v, (4.4)

∀i ∈ [1, k],∀(u, v) ∈ E.

Bidirectional power. On a radio pair, both radios must be turned on,
irrespective of which direction network traffic is flowing, hence, we have

Xu,v = Xv,u, ∀(u, v) ∈ E. (4.5)

Flow splitting. Finally, most IGPs support single-path routing by default1,
we also add a constraint to prevent flow splitting. Additionally, we ac-
knowledge that flow splitting is generally undesirable due to the effects of
Transmission Control Protocol (TCP) packet reordering [50]. We constrain
the flow of commodity i over link (u, v) to either the full demand or zero.
Hence, ∀i,∀(u, v) ∈ E,

fi(u, v) = di × ri(u, v). (4.6)

Objective function. Now that the appropriate constraints have been added,
the objective function is defined, which is to minimise the overall network
energy consumption:

minimise
∑

(u,v)∈E

Xu,v × a(u, v). (4.7)

Finally, find a flow assignment that satisfies the given constraints.

1Equal-Cost Multi-Path (ECMP) is possible in some circumstances. The design of
SR-MPLS is not ECMP capable at the time of writing.
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4.3 Flow-Path Enforcement

ElasticWISP cannot use traditional IGPs such as OSPF and IS-IS for explicit
flow-path enforcement. While links can be adjusted to prevent them being
used before a radio pair is taken down, IGPs will take the shortest path,
which in our case, may not always be the “best path”, or path that the
optimiser desires to be used. Although IGP flow-paths can be manipulated
further than what has been shown so far, the process of doing so is generally
undesirable. For ElasticWISP, explicit flow-path enforcement is beneficial,
as we can ensure traffic flows over paths as determined by the optimiser.
There are multiple criteria to achieve flow-path enforcement for use with
the ElasticWISP optimiser:

• Accept FIB updates from the optimiser.

• Perform FIB updates without degrading network performance and
user Quality of Experience (QoE).

• Program explicit flow-paths for a given traffic source and destination.

• Not be dependent on a central controller in the case of controller
failure or unavailability.

• Not be dependent on the optimiser for normal use in the case of
optimiser failure or unavailability.

• Be able to reconverge in the case of link-failure that is unknown to
the optimiser.

4.4 Backhaul Power Control

For ElasticWISP to run on real WISP networks, it is necessary to expose
an Application Programming Interface (API) to control the power state of
backhaul radios. In the case of most backhaul radios, this means controlling
DC PoE, with voltages that range between 24V–48V. However, remote
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power control through APIs, or other mechanisms – other than through the
switch Graphical User Interface (GUI) or Command Line Interface (CLI)
– is not possible on most commercially available PoE switches. The PoE
control device should be able to:

• Turn power on/off to a given radio.

• Return the on/off state of a given radio.

• Report the real-time power consumption of a given radio.

• Offer rudimentary protection against lightning and transient over-
voltage.

• Expose a control API over L3 Internet Protocol (IP) connectivity.

• Provide authentication to mitigate unauthorised access.

4.5 Summary

This chapter has described the three pillars upon which the wider Elas-
ticWISP scheme is built – an optimisation and control framework, explicit
flow-path enforcement, and integration with specifically designed power
control hardware. When used together, it is envisioned that WISPs will be
able to reduce energy consumption within their backhaul networks, engi-
neer traffic paths based on the optimisation model designed, and deploy
the scheme in a real network using the application-specific hardware devel-
oped. Ultimately, these three pillars assert ElasticWISP as an architecture
designed specifically for WISPs operating in remote and rural communities.
Chapter 5 will next show how ElasticWISP can be applied to WISP backhaul
networks that do not run speciality traffic engineering schemes.
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Chapter 5

ElasticWISP Reference
Implementation

This chapter presents a concise overview about how ElasticWISP can in-
tegrate with common IGPs, as published in the IEEE/IFIP NOMS 2020.
At the core of ElasticWISP is a network flow model formulated as a multi-
commodity flow problem that has been enhanced with energy minimisa-
tion constraints, as described in Chapter 4. To make ElasticWISP useful on
real WISP backhaul networks, integration with commonly used dynamic
routing protocols (IGPs) such as OSPF is necessary1.

5.1 Routing Protocol Integration and Control

The best-effort approach to routing protocol integration is approached prag-
matically. The OSPF routing daemon Quagga supports gracefully rerouting
traffic when an OSPF link-cost is increased. Other OSPF and non-OSPF
routing protocols generally function in this way, however Quagga was
chosen due to its stability and mature codebase. Fig. 5.1 depicts the reli-

1If a traffic engineering scheme such as SR-MPLS is not in use.
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able in-band control mechanism that was designed for adjusting the OSPF
link-costs of routers running the Quagga OSPF daemon. ZeroMQ [51]
and MessagePack [52] based zerorpc [53] was leveraged for this control
mechanism.

When the ElasticWISP optimiser2 outputs a subset of links, the zerorpc-
based route and power controller determines which radio pairs need their
link-cost and power-state changing. If radios need to be booted prior to link-
costs being adjusted, the controller will do this first. Power-state changes
can then happen through the use of a compatible PoE switch – should they
exist in the future – or through a custom PoE control unit3. The controller
then connects to zerorpc instances running on each router in the network,
and adjusts the link-costs per radio as required. Following the completion
of these state changes, traffic is gracefully rerouted.

RF Link (A1,B1)

RF Link (A2,B2)
Router BRouter A Inactive

Active

zerorpc
instance

Turn link (A2,B2) on, wait for boot

Adjust link-cost of (A1,B1), wait for reroute

Turn link (A1,B1) off

Link and power state changes

Site A Site B

Route and Power
Controller (zerorpc)

zerorpc
instance

1 1

2 2

Figure 5.1: Link-Cost and Power Control Mechanism.

2Gurobi [54] was used for optimisation during development.
3See Appendix C.
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5.1.1 Practical Considerations

The best-effort implementation of ElasticWISP is focused toward practicality
and minimal effort integration with existing WISP backhaul networks. To
ensure implementation viability, there can not be substantial packet loss,
introduction of latency, or other QoS degradation metrics when a backhaul
changeover occurs. Backhaul changeover refers to either of two key events
happening:

1. The reroute of traffic between different radio pairs on the same node.

2. The reroute of traffic through a different set of nodes.

In both cases, the originating OSPF router will flood area-wide LSAs no-
tifying other routers of the respective change. In this implementation,
adjusting router interface link-costs is leveraged to gracefully reroute traffic
without degrading QoS. However, this approach is not without caveats.
ElasticWISP staggers altering link-costs to avoid any unexpected conse-
quences of simultaneous adjustments, and the excessive LSA flooding that
would occur as a result.

Consequently, a staggering delay is incurred when processing topology
changes and switching the power state of radio pairs on any given node.
Even on a large WISP topology with 16+ OSPF routers in operation, the
time overhead per radio adjusted is under three seconds4. Of course, the
time taken for backhaul radios to boot and reassociate to their remote
peers is much longer, and must be taken into careful consideration when
configuring a backhaul network to work with ElasticWISP5.

Unlike link-cost adjustments, network-wide power-on state changes can

4Measured using the Common Open Research Emulator (CORE). Reconvergence time
will vary in a physical network, but is not a concern if using SR-MPLS, as traffic can be
rerouted on demand.

5Radio boot and reassociation time depends on the radio make and model; typically
ranging between 30–120 seconds.
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be carried out concurrently. As a result, the time taken to turn on links can
be reduced to the total concurrent radio boot time. However, should they
wish, a network operator can still stagger turning on links. Generally this
would only be required if a large number of radios are being turned on
at the same time, and if excessive LSAs become problematic. Power-off
state changes can be handled in the same way, but should generally be
staggered, to avoid too many LSAs from occurring simultaneously as links
are taken down6. The backhaul changeover process is covered in greater
detail in Chapter 6.12.

5.2 Summary

This chapter has briefly described the reference implementation of Elas-
ticWISP. Leveraging OSPF as the IGP of choice, zerorpc for control, and
Gurobi for optimisation, ElasticWISP is able to reroute traffic – in a best-
effort manner – gracefully, without degrading network QoS. We can con-
clude that the best-effort approach used by ElasticWISP used in this chapter
is appropriate for use where other traffic engineering solutions are not
available. Following this summary, Chapter 6 presents the design of SR-
MPLS, which enables WISPs to implement traffic engineering to achieve
complete integration with the wider ElasticWISP scheme.

6The variation in radio boot times allows for LSAs to be flooded at different time
intervals. Powering radios off happens instantaneously, resulting in LSAs being flooded
at approximately the same time interval.



Chapter 6

MPLS Segment Routing Design

To enforce the optimal flow-paths being used, a lightweight, novel approach
to MPLS Segment Routing (designated as SR-MPLS) was designed. SR-
MPLS enforces explicit flow-paths by encoding the optimal set of backhaul
links to traverse within each packet. These links are known as Adjacency
Segments (Adj-SIDs), and are pushed to the packet as an MPLS label stack.
Finally, note that design decisions in this chapter were made assuming
OSPF is in use, as previous work showed that it is the routing protocol of
choice for most WISPs [8].

SR-MPLS has specifically been designed with constrained WISP backhaul
networks in mind, and operates with minimal network state. Traditional
Segment Routing boasts of requiring next to no additional network state
on top of what is already provided by the underlying IGP. SR-MPLS goes
further. In an SR-MPLS domain, global network state (outside of what is
provided by the IGP) is only present should it be explicitly enabled by a
network operator, for the purpose of loose source routing. The following
subsections describe Segment Routing paradigms, and the design rationale
of SR-MPLS.

47
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6.1 IGP Integration

Two approaches to IGP integration were designed:

• Label distribution with opaque LSAs, as per RFC 8402 [41].

• Unmodified IGP integration with on-demand hop-by-hop shortest-
path routing. This was designed as a “poor man’s” approach to
Segment Routing, and is the focus of this chapter.

Traditionally, Segment Routing relies on an IGP such as OSPF or IS-IS to
distribute labels. OSPF implementations such as Quagga, in their current
form, do not support the extensions necessary to distribute labels used
to enable Segment Routing. These extensions, such as those for OSPF,
are defined in RFC 8402 [41] and RFC 8665 [55]. The second approach
(SR-MPLS) requires no extension to IGPs, and leverages the native IGP link-
state database to perform next-hop forwarding where explicit flow-paths
do not exist.

In a typical Segment Routing domain, path computation can be performed
by a central entity, such as the ElasticWISP optimiser, or in a distributed
node-by-node manner, using the link-state information available from the
IGP. In the case of the distributed approach, this requires that each Segment
Routing capable node in the network has a global view of all other Segment
Routers, as described in RFC 8402. In this regard, the process of packet
forwarding is very similar to what would traditionally happen with an
IGP. However, unlike traditional IP forwarding, a list of segments (MPLS
headers) must be inserted into each respective packet.

Between intermediary nodes, forwarding is performed based on the MPLS
label headers that have been encoded into the packet. Each MPLS header
has a bottom of stack flag. If this flag is set to 0, then the last MPLS header in
the packet has been reached. In this case, the MPLS header will be stripped,
and the inner IP packet will be forwarded normally.
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6.2 About MPLS

An MPLS header is a total of 32 bits, made up of:

• A 20-bit label1.

• A 3-bit class of service field2.

• A 1-bit bottom of stack flag.

• An 8-bit Time To Live (TTL) field.

Fig. 6.1 shows a visual representation of an MPLS header.

Label EXP TTL

0 19 22

B

23 31

Bits 0 ... 31

Figure 6.1: MPLS Header.

Rather than using IP next-hop information for forwarding, MPLS uses
labels. MPLS originally became widespread in service provider networks
due to the perceived inefficiencies of IP routing, in addition to the short-
comings of IP-based traffic engineering [56]. Despite the recent boom in
SDN research, MPLS has remained an important part of service provider
networks, especially so for WISPs [8].

One of the most important MPLS concepts is “label stacking”. In brief, an
MPLS label stack permits a variety of forwarding operations to take place
based on the value – and network-wide significance – of the label headers
within the stack. In the case of Segment Routing, labels in the stack can
be used with both strict and loose source routing paradigms. For clarity,
Fig. 6.2 depicts how an MPLS label stack fits within an Ethernet frame.

1Ranging from 0 – 1048575.
2Also known as the experimental (EXP) field.
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Ethernet Header IP Header Payload

MPLS Header

FCS

IP MTU

Ethernet Frame

MPLS Header

MPLS Header

Figure 6.2: MPLS Packet.

6.3 SR-MPLS Terminology

A brief overview of MPLS and Segment Routing terminology will assist
in reading about the design of SR-MPLS. Firstly, MPLS has three key label
operations:

• Push – The action taken when an MPLS label is inserted into a packet.

• Pop – The action taken when an MPLS label is removed from a packet.

• Swap – The action taken when an MPLS label is removed from a
packet, and replaced with a new MPLS label.

Secondly, MPLS-based Segment Routing uses several keywords to identify
network Segment Identifiers (SIDs) [44]:

• Adjacency SIDs – Only known locally between adjacent SR-MPLS
routers.

• Node SIDs – Global, used to identify the \32 prefix of an SR-MPLS
router. Cannot be used without a means of distribution, such as with
IGP extensions.

• Prefix SID – Global, associated with an IP prefix. Cannot be used
without a means of distribution, such as with IGP extensions.
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The design of SR-MPLS does not utilise prefix SIDs. Instead, SR-MPLS uses
adjacency SIDs where possible, to keep network state at a minimum, while
node SIDs are used only if required by the network operator.

Additionally, general MPLS terminology can be applied to SR-MPLS:

• LSP – a unidirectional tunnel between a pair of SR-MPLS routers
across a larger SR-MPLS domain.

• Label Edge Router (LER) – makes the initial path selection, and en-
codes the explicit adjacency SID label stack. Encapsulates IP packets
that will traverse the LSP.

• Label Switching Router (LSR) – what is alternatively called a “transit
node”. An LSR only performs label-switching in the middle of an
LSP.

• Egress node – the final SR-MPLS router in a LSP, which “pops” the
final MPLS header.

6.4 IPv4 and IPv6 MPLS Encapsulation

Additionally, while Internet Protocol version 6 (IPv6) Segment Routing
(SRv6) exists, SR-MPLS can be used for either Internet Protocol version
4 (IPv4) or IPv6 transportation (of L3 packets). The design of SR-MPLS
is focused toward IPv4, as SRv6 is a well established, promising area of
research. Of course, designing a dual-stack IPv4 and IPv6 scheme presents
some challenges. For one, easily determining what EtherType3 the inner
packet requires is straightforward if you are dealing with a single IP proto-
col, i.e., IPv4 or IPv6. However, a dual-stack scheme requires a means of
determining what inner IP header follows an MPLS header.

3A data link layer (or L2) Ethernet header contains a 16-bit field that represents the
type of payload encapsulated within the Ethernet frame.
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Determining the next-header is necessary prior to forwarding an inner L3
packet to its destination. If the incorrect EtherType (derived from the next-
header) is set, the packet will be dropped before, or at, its destination. Note
that when an IPv4 or IPv6 packet is encapsulated, the original EtherType is
changed (from IPv4 or IPv6) to MPLS, and forwarded through the SR-MPLS
domain. Leaving the EtherType set as MPLS after the final MPLS label has
been popped will also ultimately result in the packet being dropped.

In an IPv4 and IPv6 dual-stack environment, several approaches could
be taken to determine the correct next-header (and subsequently set the
correct EtherType during decapsulation):

• Using the MPLS class of service bit-field – typically used for QoS
purposes – to represent IPv4 or IPv6 EtherTypes (3-bit field).

• Using proposed MPLS-extensions that include an 8-bit field for a
next-header [57].

• Using specific, separate label ranges for IPv4 and IPv6 addresses.

Alternatively, a network operator could simply use SRv6 for their IPv6
traffic engineering needs.
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6.5 MPLS Forwarding

The typical operation of an SR-MPLS router follows a strict source routing
paradigm. If instructions to match IP traffic to an explicit flow-path exist in
the FIB – also referred to as the Label Forwarding Information Base (LFIB) –
of an SR-MPLS router, traffic destined to the match address – e.g., 10.1.1.0/24
– will be encoded with an MPLS label stack. The label stack consists of an
ordered set of MPLS labels, which represent segments in the SR-MPLS
domain. As mentioned in Subsection 6.3, these can be adjacency SIDs,
or node SIDs. The subsequent subsections detail the design of SR-MPLS
modes of operation in terms of L3 functionality.

Also note that in MPLS networks, there are typically two approaches to
popping MPLS labels (or formally, terminating an LSP):

• Implicit Null – also known as Penultimate Hop Popping (PHP).

• Explicit Null.

The PHP approach pops the last MPLS label on the second-to-last hop (the
penultimate hop). PHP is used to avoid the final router (ultimate hop)
having to perform two operations: (i) popping the remaining MPLS label,
and (ii), performing an IP lookup. In contrast, the Explicit Null approach
requires that MPLS labels are used until the ultimate hop is reached. Upon
decapsulation of the final MPLS header, an IP lookup must be performed
in order to forward the underlying packet. In an SR-MPLS domain, the
Explicit Null approach is used, however, PHP support could be added in
the future.
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Figure 6.3: Strict Source Routing in an SR-MPLS Domain.

6.5.1 Strict Source Routing

In the typical – ElasticWISP integrated, minimum network-state – configu-
ration of an SR-MPLS domain, explicit flow-paths are used. Using explicit
flow-paths means that the entire path that the packet needs to traverse is
encoded within the packet. The explicit flow-path approach is also known
as strict source routing. When explicit flow-paths are used, the ordered list of
paths must be formed with adjacency SIDs. The resulting MPLS label stack
directs SR-MPLS routers to send MPLS packets over each adjacency SID,
enabling the network operator to control specifically what backhaul radio
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interface(s) are used for forwarding traffic. Fig. 6.3 shows the expected
operation of an SR-MPLS router performing strict source routing.
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Figure 6.4: Flow Diagram of Strict Source Routing in an SR-MPLS Domain
(L3 Operation).



56 CHAPTER 6. MPLS SEGMENT ROUTING DESIGN

6.5.2 Loose Source Routing
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Figure 6.5: Loose Source Routing in an SR-MPLS Domain.

Unlike strict source routing, the use of loose source routing does not require
explicitly defining the entire set of segments that packets must traverse.
However, to enable loose source routing support, SR-MPLS routers must be
able to learn the node SID from every other SR-MPLS router in the network.
Generally, the node SID would be distributed using the underlying IGP. As
SR-MPLS avoids modifying the IGP by design, an appropriate network-
capable message queue – such as ZeroMQ – is used to distribute the node
SID to devices that request it. The advantage of using a message queue
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over a “roll-your-own” sockets-based approach is that more attention can
be given to other core areas of SR-MPLS. Essentially, the message queue
ensures reliable inter-node exchange can take place, without requiring
an application specific protocol design to be developed. Routing proto-
cols such as Facebook’s Open/R have also leveraged the message-queue
approach for state exchange between nodes [58].
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Figure 6.6: Flow Diagram of Loose Source Routing in an SR-MPLS Domain
(L3 Operation).

It should also be noted that by default, SR-MPLS routers are not designed to
perform loose source routing – at least when integrated with the ElasticWISP
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optimiser – but loose source routing functionality is accounted for, should a
network operator desire to use it. Fig. 6.5 shows the expected operation of
an SR-MPLS router performing loose source routing.

6.5.3 Shortest Path Forwarding

Shortest path forwarding is used in several circumstances:

• When an explicit steering policy has not been installed in the SR-
MPLS FIB.

• When loose source routing is being used4.

• When a link failure occurs during normal strict source routing opera-
tion.

Also note that shortest path forwarding also does not require node SIDs to
be enabled. When an adjacency SID is unavailable, or no steering policy
has been installed in the SR-MPLS FIB, the packet is forwarded based on
its IP destination address. To achieve this, and forward the packet over the
shortest path, the IGP link-state database is queried. The database provides
the best outgoing interface to forward the packet, which is then used to find
an adjacency SID. The adjacency SID – which is an MPLS label – is then
pushed onto the MPLS label header, and the packet is forwarded to the
adjacent SR-MPLS router. The procedure is then repeated until the packet
reaches its destination.

The shortest path forwarding mechanism is also important in the case of a
link failure. Should a link go down while traffic flows are being forwarded
over it – e.g., using the hop-by-hop explicit source routing approach – the
SR-MPLS routers will detect that the neighbouring adjacency SID has been
removed from the FIB. Subsequently, the SR-MPLS routers will pop all
of the MPLS labels – i.e., the adjacency SIDs – in the MPLS stack. After

4Node SID distribution must be enabled.
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performing a lookup using the IGP link-state database, a new adjacency
SID is pushed onto the packet. Until the link failure is resolved, shortest
path forwarding will continue. Additional details about how path-failure
detection occurs is detailed in Subsection 6.8.

6.6 Control Plane

The design of a traditional Segment Routing control plane is left at the
discretion of the network operator. In the case of SR-MPLS capable routers,
the control plane is responsible for installing FIB entries. These FIB entries
are the output of the ElasticWISP optimiser, and are necessary for explicit
flow-path enforcement to take place. Of course, in addition to the output of
the ElasticWISP optimiser, the SR-MPLS scheme is reliant on the underlying
IGP control plane for normal operations to take place. While it would be
possible to run an SR-MPLS router without an IGP, static routing would be
required, and the network would lack fault tolerance.

The installation of FIB entries on SR-MPLS routers could take place with any
number of control plane protocols. As we depend on an IGP for normal
operation, the message queue approach mentioned earlier can also be
leveraged for reliable – and in many cases, programming language agnostic
– message delivery. An in-band control plane approach that leverages
a message queue can coexist with MPLS-based SR-MPLS routers, as in
addition to the SR-MPLS domain, there is still a functional IPv4 and/or
IPv6 underlay network, meaning control packets pass through the network
without being encapsulated.

Most modern message queues support a generic client–server model, in
addition to the classical pub–sub and push–pull approaches. While other
communication schemes are possible, the generic client–server model is
used to establish communications between SR-MPLS routers and the Elas-
ticWISP optimiser. In such a configuration, SR-MPLS routers act as servers
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listening for requests from the ElasticWISP optimiser. The optimiser can
then install new FIB entries, update them, delete them, and query them as
required.

6.7 Neighbour Label Resolution

To minimise the amount of manual configuration required for setting up an
SR-MPLS domain, a basic Media Access Control (MAC) address to MPLS
label discovery mechanism was designed. Once IGP adjacencies have been
established, an appropriate message queue is used to setup bidirectional
communication between the pairs of adjacent SR-MPLS routers, solely for
the purpose of label exchange. Once the label exchange takes place, SR-
MPLS routers are able to begin forwarding MPLS packets. Following the
initial label exchange, no additional communication is necessary between
the neighbours. Should a failure occur, such as the reboot of an SR-MPLS
router, the recovering node will reconnect to its neighbour following an
adjacency being formed by the IGP, and subsequently regain the label
associated with the adjacent interface MAC address.

Incorporating a message queue into the design of SR-MPLS means that
label exchange and installation is reliable, and a range of authentication
options are available, should they be required by the network operator, e.g.,
CURVE [59] if ZeroMQ is used as the message queue of choice. Even if a
failure occurs in the message queue-based label installation mechanism, SR-
MPLS routers can continue to forward packets normally, however must fall
back to using the hop-by-hop method discussed earlier. Note that the MAC
address of the neighbour IP is still found using the Address Resolution
Protocol (ARP). The neighbour label resolution mechanism described here
is solely for the purpose of learning adjacent labels. In the future this
exchange mechanism could be extended to become a separate protocol,
perhaps appropriately named the Label Resolution Protocol (LRP).
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6.8 Bidirectional Forwarding Detection

In traditional Segment Routing, failure detection is handled completely by
the IGP. Should a failure occur, the IGP can recompute the shortest path
using its global view of the Segment Routing domain. In an IP network
running an IGP such as OSPF, the same process occurs. When a failure
happens, the IGP can recompute the shortest path as it has a global view of
other routers in the network. In this “poor man’s” approach to Segment
Routing, each node in the network does not have a global view of segments
in use across the network. Because of this, failure mitigation must be
handled differently.

To detect link failure – ideally even faster than the IGP in use can – Bidirec-
tional Forwarding Detection (BFD) is used to detect if an explicit flow-path
is up or down. When the ElasticWISP optimiser computes explicit flow-
paths, it installs them in the FIB of the SR-MPLS routers across the network.
Each specific IP or IP subnetwork with explicit flow-paths will have a FIB
entry. For unique source–destination pairs, BFD sessions are then estab-
lished. An MPLS packet is then generated, with the explicit flow-path
encoded into the packet. If no response is seen in the defined period, the
link is deemed to be down.

As we consider if the entire explicit path (the LSP) is up or not, we do
not get a “fine-grained” view of where link failure exists between pairs
of SR-MPLS routers. While possible with BFD, detecting failure between
adjacent SR-MPLS routers is performed automatically by the IGP in use5.
Note that MPLS-specific BFD is defined in RFC 5884 [60]. The concept of
using BFD for multihop paths – as intended for SR-MPLS routers – is also
well established, and is defined in RFC 5883 [61].

Should a failure be detected in an explicit flow-path, the originating SR-

5Link-failure detection is typically handled by the IGP in a traditional Segment Routing
domain.
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MPLS router reverts back to shortest-path forwarding. Next, the SR-MPLS
router alerts the optimiser that the explicit flow-path is down, and requests
new explicit paths be installed. The response time between the SR-MPLS
router reverting to shortest-path forwarding and then having a FIB update
installed will depend on operator-defined settings, as it is generally desir-
able to limit how frequently the ElasticWISP optimiser is run within quick
succession.

In addition, the BFD mechanism may detect link-failure before the IGP
does. As ElasticWISP builds the topology used for optimisation from an
IGP’s link-state database, requesting new routes before the IGP can react to
failure may result in the same routes being installed in SR-MPLS FIBs. As a
result, limiting frequent runs of the optimiser should be done with careful
consideration in respect to the configuration of the IGPs dead-interval
timer.

It should also be noted that BFD is not intended to be run between adjacent
pairs of SR-MPLS routers, although this is also possible, and is common-
place practice between adjacent OSPF routers. In this configuration, BFD
monitors the forwarding plane availability between the adjacent routers.
In the case of OSPF, Hello messages are used to ensure links are working as
intended. BFD is used alongside this mechanism as it can be configured
with much lower-latency exchange intervals, meaning link failure can be
detected significantly faster [62].

Finally, the use of BFD with SR-MPLS routers can take two approaches:

• With an explicit return path encoded into each BFD packet.

• Using a return path as determined by the destination node.

These two modes of operation exist as in some cases the return path could
be different to the path that was originally used to reach the destination.
In most cases, the return path should be determined by the destination
SR-MPLS router, as this will verify bidirectional connectivity as packets
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would normally flow in either direction from source to destination SR-
MPLS routers. However, the flexibility exists to enable network operators
to probe specific flow-paths should they wish.

Of course, should explicit return paths be defined, the source router must
be aware of the position of other SR-MPLS routers within the network. As
adjacency SIDs are only shared between adjacent neighbours, this approach
would generally require the use of node SIDs, subsequently introducing
additional network state. Alternatively, a device, such as the ElasticWISP
optimiser, which has global network knowledge, could be delegated to
probing bidirectional connectivity between SR-MPLS routers. Leverag-
ing the ElasticWISP optimiser for this purpose will be a topic of future
exploration.

6.9 Time To Live Handling

When an IP packet is encapsulated by an SR-MPLS router, the TTL field
of the IP packet is copied into the TTL field of the top label in the MPLS
label stack, i.e., the stack of MPLS SIDs. The top MPLS label header TTL
is decremented each time an MPLS packet is passed through an SR-MPLS
router. The top label is popped, and the decremented TTL field is copied to
the next label header in the label stack. When an MPLS label header with a
bottom of stack flag is encountered – and an IP address entry exists in the
SR-MPLS FIB – the MPLS TTL is then copied into the IP header TTL field
of the outgoing packet.

6.10 MTU Considerations

Networks that leverage Segment Routing, should it be SRv6 or SR-MPLS,
must take the lowest Maximum Transmission Unit (MTU), that network
equipment within the domain supports, into careful consideration. Each



64 CHAPTER 6. MPLS SEGMENT ROUTING DESIGN

MPLS label header – or MPLS SID – is 4 Bytes, or 32 bits. In comparison,
an SRv6 SID is 16 Bytes, or 128 bits. The MTU used between devices in the
Segment Routing domain should be coordinated. Coordination should be
completed in respect to the network topology, planned future expansion of
the network, and the maximum segment depth – i.e., the number of SIDs –
that will be encoded into packets within the domain. Unexpected situations
will result if MTUs are configured incorrectly across the domain – or worse,
the network will simply not work. In addition, if the maximum segment
depth is high, and the MTU is set at the default 1500 Bytes, outgoing
packets could be dropped if the Network Interface Controller (NIC) does
not support jumbo frames.

6.11 MPLS Services

The core focus of SR-MPLS is to enable simple traffic engineering for layer
3 (IP) traffic. In MPLS terminology, the behaviour of SR-MPLS routers is
what is referred to as a Layer 3 Virtual Private Network (L3VPN), also
known as a Virtual Private Routed Network (VPRN). However, while not
discussed in detail, it is also possible to utilise layer 2 MPLS services such
as point-to-point (pseudowire) and Virtual Private LAN Service (VPLS)
Layer 2 Virtual Private Networks (L2VPNs).

While possible, additional considerations need to be made regarding fail-
ure mitigation when using L2 services. In an SR-MPLS domain, failure
mitigation leverages the IGP, and can reroute traffic based on L3 addresses.
Should an entire L2 frame be encapsulated, and failure happen during
transit, an SR-MPLS router can look at the inner L3 address to determine
where to forward the packet – but this approach may not always result in
desirable results.

Consider a L2VPN setup between two customer sites created by a WISP.
The traffic being forwarded over the L2VPN may not be ever destined for
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the public Internet. Private IP space – that the IGP is unaware of – could
also be in use. Should a failure happen in transit, or should a link in an
explicit flow-path fail, the hop-by-hop approach, and, to an extent, the loose
source routing approach would not be suitable for mitigation. As the inner
L3 address, in this example, is not destined for a prefix being advertised
by OSPF, or the Internet, it provides no usable information to determine
mitigation paths for forwarding.

Alternatively, a network operator could define a path for a L2VPN to
traverse which must include the Node-SID of the destination node. Should
a failure happen during transit, the Node-SID can still be used to determine
an alternative hop-by-hop path to be taken.

6.12 Backhaul Changeover

One of the most important features of SR-MPLS is the ability to reroute traf-
fic on demand, without having to wait for IGP reconvergence to take place.
When the ElasticWISP optimiser installs FIB entries in SR-MPLS routers,
the flow-paths being enforced can be changed immediately. In contrast, the
ElasticWISP reference implementation must wait for IGP reconvergence, or
risk packet loss, due to prematurely powering down backhaul radios prior
to traffic being routed over the intended backhaul pair. However, when
backhaul radios in a link are powered down, network reconvergence will
still occur, irrespective of the scheme being used.

6.13 SR-MPLS Complexity

Let n be the number of SR-MPLS routers, k be the number of commodities
originating at an SR-MPLS router, m be the number of adjacent neighbours
of an SR-MPLS router, and d be the number of unidirectional links in an
SR-MPLS domain. Firstly, adjacency SIDs must be setup, requiring O(n)
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SR-MPLS routers to be configured. The routing state of an SR-MPLS router
using explicit source routing can be given as O(m). Resultantly, the routing
state of an SR-MPLS router is minimal, as it is only necessary to store
neighbour adjacency SID information in the FIB.

Should explicit source routing be used, the routing state is O(n + m), as each
SR-MPLS router must be aware of the node SID of every other SR-MPLS
router in the network, in addition to being aware of adjacency SIDs. When
operating an SR-MPLS network, the complexity of running BFD on a per-
router basis can be given as O(k), as a BFD session for each commodity
k must be established to a remote peer. Finally, we expect that there will
typically not be more than O(n2) unidirectional links (d) in a given SR-
MPLS domain.

6.14 Summary

This chapter has shown that SR-MPLS promises to radically simplify the
way that WISPs perform traffic engineering in their backhaul networks.
The design of SR-MPLS requires minimal routing state, and can integrate
with IGPs without them requiring any further extensions, as is necessary
with traditional Segment Routing. Most importantly, the design of SR-
MPLS enables explicit flow-paths as computed by the ElasticWISP optimiser
to be enforced, enabling the overall ElasticWISP scheme to function as
intended. Next, Chapter 7 presents the power control hardware designed
and implemented to enable real-world application of ElasticWISP and SR-
MPLS.



Chapter 7

Backhaul Power Control

To enable the control of PoE devices, a power control “cape” was designed
for the BeagleBone Green [63] Single-Board Computer (SBC). The cape
includes 24V and 48V inputs, making it useful for low-cost 24V radios
as well as higher-cost radios such as the Ubiquiti airFiber series. The
BeagleBone Green was selected as it is open hardware, includes 10/100
Mbps Ethernet connectivity, has numerous General Purpose Input/Output
(GPIO) pins, and includes 7 analogue inputs. Furthermore, these analogue
inputs mean that no external Analogue to Digital Converter (ADC) is
necessary, which is commonplace in many other SBCs, such as all variants
of the Raspberry Pi [64]. Adding an external ADC to the already space
constrained Printed Circuit Board (PCB) would mean that there is less room
for the required power switching electronics.

In this case, analogue inputs are required for two reasons:

• To read the 24V and 48V output voltages.

• To read the current sense voltage of each high-side switch.

Subsequent sections in this chapter describe the design decisions made for
the power control cape.

67
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7.1 Cape Features

Unlike the BeagleBone Black, the BeagleBone Green has no barrel jack to
power the board. Instead, the board is powered entirely through USB, at 5V.
Alternatively, it is possible to power the BeagleBone Green by supplying 5V
to the VDD 5V pin. In practice, this board should be powered by batteries
that reside at a remote site used by WISPs, and powered with a 12V–24V
input supply. To accommodate for this, a 5V switching regulator – with an
ultra-wide 9V–72V input range – is included on the cape.

Power switching on the cape is performed using two Infineon [65] high-
side switches. The high-side switch of choice – the BTT6050-1ERA [66] –
supports voltages ranging from 5V–48V, with a nominal current of 4.5A,
making it an ideal fit for powering both low-power and high-power back-
haul radios. The BTT60X0 series high-side switches are also microcontroller
friendly, and can be controlled with 3.3V and 5V logic inputs. The BTT60X0
series also have “current sense” capability, which eliminates the need for
an external current sense amplifier, should we measure the current being
used by a given radio.

Finally, the cape uses a fundamental circuit – a voltage divider – to measure
the voltage of both the 24V and 48V outputs1. The voltage measurement
requires either of the high-side switches to be on, as we wish to prevent
back-powering the BeagleBone Green through the analogue input pins
should an unexpected failure occur. Back-powering could also otherwise
happen in the event that the 24V input is inactive, but the 48V input is
live. This would mean that the BeagleBone is not receiving power from the
5V regulator, and would instead receive voltage from the voltage divider.
As either high-side switch having an on state depends on the BeagleBone
receiving power through its 5V regulator, these issues are eliminated. This
approach is aligned with BeagleBone recommendations [67].

1As opposed to directly measuring the input voltages.
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Figure 7.1: Backhaul Radio Power Control Board.

The assembled power control cape is shown in Fig. 7.1.

7.2 PoE Injector Design

To facilitate the operation of the power control mechanism, it is necessary
to inject 24V/48V DC over the Alternating Current (AC) Ethernet signal
used by the target backhaul radios. Typically, this is done using PoE
switches. Commercial switches could be used, but managed, GbE capable
PoE switches with DC input are expensive, and a product that enables
external control – other than through a GUI – could not be identified.
Ideally, ElasticWISP needs a PoE switch to expose an external control API
that it can use to turn radios on and off.

As a suitable commercial product could not be identified, the power control
cape was developed. It is important to reiterate that the power control
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cape can only switch power. Due to this, PoE injectors are still necessary.
Commercial PoE injectors are readily available, but are also often costly,
especially when we must support up to 60 W to safely power the airFiber
radios. Given the long-term desired integration with other components of
the ElasticWISP architecture, these commercial injectors also may not be
suitable. Consequently, two GbE-capable PoE injector designs were created,
one suitable for up to 0.5A at 24V/48V, and another improved design that
supports 2.5A at 24V/48V2.

7.2.1 Design 1

Figure 7.2: Design 1. Low-Cost Gigabit PoE Injector.

The purpose of the first PoE injector design was to serve as a low-cost Proof
of Concept (PoC). In brief, two Coilcraft [68] KA4909-AL [69] bias injection
chokes were used to inject a common-mode DC voltage into a Gigabit
Ethernet signal. If necessary, the injector can also act as a PoE “splitter”,

2Two-pair operation at 1.25A, four-pair operation at 2.5A.
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extracting power using the centre-tap of the injection choke, allowing the
device to be used with non-PoE devices, while still supporting Gigabit
Ethernet capability. In this mode of operation, a high-pass filter is used
to prevent DC passing back into devices that are not PoE compliant. This
approach is typically seen in injecting DC power over high-speed serial
applications [69]. The resulting implementation is shown in Fig. 7.2. This
design was later improved by using a single Coilcraft FA2536-AL [70] in
place of the two Coilcraft KA4909-AL chokes, as shown in Fig. 7.3. Unlike
the KA4909-AL, the FA2536-AL is specifically designed to exceed the return
loss requirements of Gigabit Ethernet.

Figure 7.3: Design 1 Revision 1. Low-Cost Gigabit PoE Injector.

7.2.2 Design 2

The second design uses a Coilcraft ETH1-460L [71] high-power PoE signal
path transformer, specifically designed to meet the requirements of the
IEEE 802.3at-2009 and IEEE 802.3.bt Type 4 standards for PoE+ and PoE++,
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making the injector suitable for use with radios that have very high power
consumption. Practically, this means the power through the ETH1-460L can
be up to 120 W. High-power transmission is achieved by sending power
over all four Ethernet pairs, as opposed to over just two pairs as shown in
the first design. Two-pair operation is also possible, as the injector requires
two jumpers be connected for full four-pair operation. It was necessary
to create this design as high-power radios such as as the airFiber 5 series
require power over all four Ethernet pairs.

Figure 7.4: Design 2. High-Power Gigabit PoE Injector.

In addition to power injection, the second design includes Gas Discharge
Tubes (GDTs) for lightning protection, a protective earth connector, and a
resettable fuse for protection against overcurrent. Finally, it should be noted
that both PoE injector designs are passive only, and will damage or destroy
non-passive PoE compliant devices. This means that power is always being
sent over (a minimum of) two Ethernet pairs. In the case of both injectors,
this means a common-mode voltage is injected over the Ethernet twisted
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pairs (4,5) and (7,8), which is also known as Mode B operation [72]. When
the four-pair “enable jumpers” are connected on the second design, power
is also injected over the Ethernet twisted pairs (1,2) and (3,6). This approach
is known as Mode A operation [72]. When all Ethernet twisted pairs are
utilised, the operation can be referred to as PoE four-pair mode.

The choice to design passive injectors was due to the backhaul radios tar-
geted during the development of ElasticWISP. Particularly, Ubiquiti back-
haul radios typically only support passive PoE. For high-end microwave
radios, active PoE would likely be needed. Unfortunately, time constraints
rendered further designs a subject of future work.

7.3 Summary

DC PoE switches can be expensive, closed source, and generally unsuitable
for adaption to work with ElasticWISP. This chapter has presented two
robust PoE injector designs: (i) a low-cost, low-power model (up to 30 W),
and (ii), a higher-cost, high-power model (up to 120 W). To leverage these
PoE injectors, a power control “cape” for the BeagleBone Green was de-
signed. Together, the power control “cape” and PoE injectors enable WISPs
to disaggregate backhaul power control from traditional PoE switches, sub-
sequently enabling practical application of the ElasticWISP scheme. As the
design of the three pillars within the wider ElasticWISP architecture has
now been concluded, Chapter 8 presents an evaluation of ElasticWISP and
SR-MPLS.
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Chapter 8

Validation

In this chapter, an evaluation of the ElasticWISP and SR-MPLS schemes is
provided. Firstly, a brief description of the ElasticWISP evaluation setup
is given, followed by an overview of how traffic was captured and subse-
quently “played back” to validate the optimisation scheme. QoS preservation
using the best effort OSPF link cost-adjustment approach is then evaluated,
followed by an analysis of the energy-saving potential of ElasticWISP. Fi-
nally, performance of the SR-MPLS Segment Routing scheme is validated.

8.1 ElasticWISP Evaluation Setup

The formal model of ElasticWISP, presented in Section 4.2, was imple-
mented using the state-of-the-art optimisation solver, Gurobi. For Gurobi
to solve the optimisation problem, it must have an input network topology,
the capacity and energy consumption of links, and finally, a traffic matrix.
The Venture Networks backhaul network topology was first defined using
NetJSON [73]. The NetJSON formatted topology was then extended by
adding radio capacity and power consumption attributes. Next, a topology
parser for Gurobi was written in Python. The parser takes the NetJSON file,

75
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and processes it ready for optimisation using the Gurobi Python interface,
GurobiPy.

The output of the Gurobi optimiser is a subset of the original network
topology, and a set of optimal flow-paths that are used later for MPLS
FIB installation with SR-MPLS capable routers. The topology subset is
passed to the zerorpc based link-cost and power controller, which subse-
quently turns on and off backhaul links as appropriate. The time it takes
Gurobi to output a subset of a given topology depends on the size of that
topology. As most WISP topologies are comparatively small compared to
traditional ISPs, the optimisation time is of negligible concern, and topol-
ogy subsets can be computed rapidly, even on low-end hardware. In the
evaluation of ElasticWISP, the computation time for the Venture Networks
topology never exceeded 10 milliseconds. However, in very large networks,
evaluations of optimiser performance would need to be made. Topically,
the computational complexity of finding an optimal flow assignment for
integer flows alone is NP-complete [74].

In extremely constrained environments, Gurobi optimisation tasks can also
be offloaded to an external compute server [75]. Given this, the ElasticWISP
architecture could be extended to support computational offloading. It
should also be noted that Gurobi claims to be up to 50% faster than other
state-of-the-art commercial solvers [76]. The substitution of Gurobi with
a solver that is substantially slower may mean that an approximation
algorithm of the model is necessary in constrained environments.

8.2 Traffic Playback

ElasticWISP is evaluated through the playback of captured network traffic,
provided by Venture Networks. To use ElasticWISP, a network operator
must first specify a link-saturation threshold for backhaul links. This can
be per link, or on a network-wide basis. If the traffic passing over a link
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exceeds a threshold for more than a given number of consecutive periods,
the “safe capacity” of a given link will be used for solving the optimisation
problem. Where faster links are available, this will result in them being
turned on, as the sum of all measured flows across the link will exceed what
the optimiser knows the active link can provide. Although this approach is
naı̈ve and cannot ascertain the actual demand, it is an effective operator-
tunable means of powering up higher-capacity radios when they are most
likely needed. Furthermore, due to unavoidable Ethernet overheads – i.e.,
preamble, inter-frame spacing, and Cyclic Redundancy Check (CRC) –
specifying a link safety margin is necessary, as the recorded demand does
not take these into account.

Reading from the packet capture, ElasticWISP “plays back” the recorded
network traffic. The demand for network traffic across backhaul pairs is
analysed, and Gurobi is invoked with the appropriate traffic demands as
necessary1. ElasticWISP then calculates the sum of network-wide energy
conservation. However, despite the ElasticWISP scheme having a complete
overview of traffic demands between backhaul pairs, the responsiveness of
ElasticWISP to network demand, and variation in traffic patterns, is depen-
dent on the operator specified configuration. The ability of ElasticWISP to
respond to change in traffic patterns is also inherently limited by the time
it takes a pair of wireless radios to boot and reassociate. As expected, the
time taken for radio pairs to boot and reassociate varies between make and
model.

8.2.1 Traffic Capture

Traffic was captured from Venture Networks’ core switch. Due to the high
aggregate throughput in the network, there were concerns that traditional
packet capture software such as tcpdump [77] might lack the performance
to capture packets at 1 GbE line-rate or beyond. Consequently, a Data

1Formatted as a traffic matrix.
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Plane Development Kit (DPDK)-based traffic dumping utility [78] – built
using libmoon – was leveraged. The DPDK-based utility is capable of faster
than 10 GbE line-rate traffic dumping, when connected to the appropriate
hardware. In the case of Venture Networks’ core infrastructure, 10 GbE con-
nectivity is used between devices. On the 10 GbE core switch, a port mirror
was established, and traffic was dumped to a server that subsequently
recorded it to disk2.

A diagram of the traffic capture setup is shown in Fig. 8.1.

Core SwitchHPE Server
(Traffic Collector)

Ethernet Link to Collector
(From Port Mirror)

To Distribution Layer

To WAN

Figure 8.1: Traffic Capture Setup (Simplified).

Alternatively, ascertaining throughput demand using Netflow [79] or IP
Flow Information Export (IPFIX) [80] flow-data would be possible, and
require significantly less computational resources. Full packet capture
was performed with aspirations that the dataset could be used for other
purposes in the future. Of course, the complete dataset could also be used
to generate flow-data.

Finally, determining when to invoke the optimiser means that knowing the
traffic demand between active backhaul pairs is desirable. A consequence

2An HP Enterprise (HPE) ProLiant ML350 Gen9 Server with dual Intel Xeon E5-2609v4
Central Processing Units (CPUs) was used. The server is equipped with two 10 GbE Intel
X540-AT2 NICs. The DPDK is covered in greater detail in Section 8.6.6.
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of capturing data at a central location is that this may often be difficult.
In the case of the Venture Networks topology, the process is simple, as
we know what IP addresses are in use at each site, and that traffic must
always pass between the same physical sites (irrespective of what backhaul
radios are in use). However, in a more complicated network topology, this
process might not be straightforward. Using Simple Network Management
Protocol (SNMP) is a viable solution, as it is supported by default by most
backhaul radios, and querying active throughput is generally simple.

8.2.2 Optimiser Invocation

A wide range of predictive models could be used with the ElasticWISP
optimiser. For validation, a straightforward, Simple Moving Average (SMA)
approach was used [81]. For each backhaul interface connected to a node –
or SR-MPLS router – the network operator must:

• Specify an average interval for throughput sampling, e.g., 30 seconds.

• Specify the number of consecutive sampling periods (the time defined
above) needed above a given (link throughput) safety margin in order
to invoke the optimiser.

Next, the process of averaging the throughput using a SMA is straightfor-
ward. To determine when to invoke the optimiser, counters are applied
to the consecutive periods of increase – or decrease – (at given thresholds)
shown in the moving average:

1. Average the throughput over the given length of the moving average.
If the rate is above the given invocation threshold, increment the
counter. Else, continue.

2. If the rate is below the given threshold, reset the counter.

3. If the counter is equal to the number of consecutive periods required
to invoke the optimiser, then invoke the optimiser. Finally, reset the
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counter.

The same concept is applied for determining when to turn links off3. It
can be observed from the traffic dataset that when the throughput over a
link increases steadily, it will generally do so and remain high (or low if
decreasing) for some time. Usually this period is long enough that we can
justify powering up a faster radio, and hence the naı̈ve approach above
is effective. Other factors such as the average throughput over other link-
pairs must also be considered4. For example, if the optimiser is invoked
due to high-demand over a particular backhaul pair, and another backhaul
pair is experiencing a transient spike in traffic, ElasticWISP may attempt
to power up a faster radio pair to accommodate the surge. Having this
situation occur is problematic, as even if the transient spike in demand does
not meet the innovation criteria, the optimiser is unaware. One approach to
mitigating this is using the average throughput over an extended time for
links that did not invoke the optimiser, in order to avoid any unnecessary
radio power-ups5.

To leverage the SMA approach, link safety margins are set, meaning the
optimiser is invoked with reduced link capacities. Effectively, this means
that when the sum of all commodities going over any link i, j, exceeds the
(safe) capacity of that link, the optimiser will be invoked, and try to find a
alternative path. Of course, in some rare circumstances this can introduce
model infeasibility. To deal with infeasibility, an overflow arc is set for any
link i, j in the topology used by ElasticWISP for optimisation. The overflow
arc has a very high-cost, and is only used when no alternative paths exist.
Practically, the overflow arc results in the highest-throughput backhaul
radio between two nodes being turned on. From practical experience
working with Venture Networks, the self-reported capacities of backhaul

3The process is only necessary to avoid excessive runs of the ElasticWISP optimiser.
4“Smoothing” the throughput between backhaul pairs was performed using a SMA

during evaluation.
5See Section 8.2.3
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radio pairs are overly optimistic, which makes extracting their capacities in
real time a challenge.

8.2.3 Traffic Matrix Generation

During the “playback” of network traffic, ElasticWISP must generate a
traffic matrix that is used as an input for Gurobi. To solve the optimisation
problem, we consider each WISP site to represent a single commodity6.
Practically, this means the traffic matrix used for optimisation consists of
a list of demands between network sites and the gateway. The average
throughput from a network site to the network gateway over an arbitrary
period of time could be used as an input. However, if the period of time is
too small, the optimiser itself is unaware of any diurnal trends, and could
turn links on or off unnecessarily. Of course, using a simple approach, such
as a moving average, will reveal throughput trend more effectively than
the instantaneous rate as reported using SNMP from routers7.

8.3 QoS Preservation

One of the most important considerations for the design of ElasticWISP was
ensuring QoS preservation. More than anything else, packet loss, latency
spikes, and excessive jitter should always be avoided. From previous
practical work, it was established that when OSPF link-costs are adjusted,
Quagga will reroute traffic to the next shortest path without disrupting
network performance. To determine the impact on QoS caused by the
rerouting process, a 4x4 grid topology (see Fig. 8.2) was emulated using the
CORE [82] network emulator.

6When using SR-MPLS, individual customer IP prefixes could be considered as individ-
ual commodities, which may result in improved distribution of flows under high network
load.

7Manufacturer specific. Some SNMP-capable devices report filtered values.
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A set of QoS samples was taken over consecutive 30-second periods. Round
Trip Time (RTT) samples were taken at the same time that TCP traffic was
being generated and used to saturate the links. Datagram loss and jitter
was measured using the User Datagram Protocol (UDP) traffic generator
and collector iperf [83]. Figs. 8.3–8.5 show the RTT, jitter, and datagram
loss when (i) links are cost-adjusted, and (ii) when links are taken down
without link cost-adjustment (reference). The results show that over all
sampling intervals, the staggered link cost-adjustment approach does not
result in any significant change in RTT, jitter, or datagram loss.

When compared to the reference approach, the results are evident. The
simple approach of switching off the links for route changeover results in
substantial datagram loss. The noticeable loss is due to the delay in the
forwarding tables being updated to reflect the changeover, which does not
happen until the IGP reconvergence is complete. In a congested network,
IGP reconvergence can take a significant amount of time, and should be
avoided.

1 2 3 4

8765

1211109

16151413

Figure 8.2: 4x4 Grid Topology.
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Figure 8.3: Node 1 to Node 16 RTT.
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Figure 8.5: Node 1 to Node 16 Datagram Loss.

8.4 Energy Consumption

Next, the performance of ElasticWISP is evaluated in terms of energy con-
sumption. Like many other optimisation schemes that aim to reduce energy
consumption, the most important metric we are concerned with is the en-
ergy consumption of the reduced topology as a percentage of the original
energy consumption:

Energy consumed by ElasticWISP
Energy consumed by original WISP topology

× 100 (8.1)

8.4.1 Setup

The performance of ElasticWISP is evaluated using the network topology of
Venture Networks’ Horowhenua WISP network. In addition, the traffic cap-
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ture used consists of ingress and egress traffic from Venture Networks’ core
switch. The traffic capture consists of two weeks of network traffic, split
into numerous smaller captures for manageability. The Venture Networks’
WISP topology, shown in Fig. 8.6, is used for evaluation. In the emulated
evaluation, it is assumed that every node in the network is equipped with
two different backhaul radio types: (i) a high-power, high-throughput radio
(airFiber 5); and (ii) a low-power, low-throughput radio (PowerBeam 5AC
G2).

It should be noted that the energy saving potential of ElasticWISP is much
greater where a meshed or partially meshed topology is used. In Fig. 8.6,
no redundant links between sites exist. If the topology had redundant
links, e.g., between Ohau–Able, ElasticWISP – in certain circumstances –
might reduce the topology further, forming a “minimum power tree” where
constraints are satisfied.

Able Heights

Ohau

Moutere

Tokomaru
Gateway

Figure 8.6: Evaluation Topology.
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From the traffic capture, a one week period was evaluated using Elas-
ticWISP. We evaluate how many times the optimiser produces a different
subset of the original topology, and record the energy used during each
24-hour period. The network traffic from all nodes of the topology fol-
lows a predictable diurnal pattern, with little variation across days of the
week. We establish that the power consumption of the network topology
running entirely with high-power airFiber 5 radios (50 W) is a maximum
of 9600 Watt hours (Wh) per day. The formula used for finding the daily
consumption is simple:

Consumption (Watts)× 8 radios× 24 hours (8.2)

In the case of Venture Networks, bidirectional backhaul links exist between:

• Ohau – Moutere

• Moutere – Able

• Able – Heights

• Heights – Tokomaru

The site “Able” is connected to an upstream gateway in Fig. 8.6 using fibre
optics. airFiber radios interconnect the other sites.

If the network were to run entirely on low-power PowerBeam 5AC G2
radios (8.5 W), the daily maximum consumption would be 1632 Wh. For
validation, we assume that each site will be interconnected to each neigh-
bouring site using two radios: (i) an airFiber 5, and (ii) a PowerBeam 5AC
G2. Other than the period during radio boot time, Service Set Identifier
(SSID) reassociation, and the subsequent rerouting of traffic, only one of the
two radios will be active at a time. Radios that are inactive will be powered
off to conserve energy.

We conservatively estimate that the low-power radio can support a maxi-
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mum of 100 Mbps of capacity when transmitting or receiving L2 frames. We
assume the high-power radio can support up to 500 Mbps while transmit-
ting or receiving L2 frames. We know in reality these values will be different.
The performance of unlicensed radios is – at a minimum – challenging to
accurately predict, and is subject to factors such as external interference,
rain fade, and obstructions in the line of sight and Fresnel zone. Lastly, in
this topology we expect that distant links, i.e., Ohau–Moutere and Heights–
Tokomaru, will offer the best potential for energy conservation as they carry
the least amount of transient traffic from other nodes.

8.4.2 Results

Upon running our evaluation of ElasticWISP we discovered promising
results. We assume that using a straw man configuration with only high-
power airFiber 5 radios, the evaluation topology would consume approxi-
mately:

50 W× 8 radios× 24 hours per day× 7 days of the week (8.3)

Overall, the weekly consumption should be approximately 67,200 Wh, or
67.2 Kilowatt hour (kWh). Utilising ElasticWISP and the provided data
set with a combination of airFiber 5 and PowerBeam 5AC G2 radios, we
were able to reduce the consumption for a given week to 23,765 Wh, or
≈23.8 kWh. Overall, this saves 65% of network-wide energy, a significant
reduction. Of course, this figure uses the maximum power consumption
of the radios. In practice, the energy reduction may in fact be greater, as
we know that low-power backhaul radios – such as the PowerBeam 5AC
G2 – available to WISPs typically use much less energy than their design
maximum, whereas high-power, full-duplex radios – such as the airFiber 5
– use near their design maximum energy consumption continuously.
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Fig. 8.7 shows that network-wide energy consumption throughout the
week is substantially reduced. On most days, ElasticWISP will turn on high-
power radios for less than four hours. The exception to this is the weekend,
where traffic demand is far less predictable. We see that network-wide
energy consumption is lower on Friday than any other day throughout this
week, perhaps due to social factors.
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Figure 8.7: Energy Consumption Over a 7-Day Period.

Table 8.1 compares ElasticWISP to other state-of-the-art schemes: OSPF-
based Routing on Demand [84], Segment Routing-based Energy Efficient
Backbone Networks [85], and EAR [12]8. Note that both “Routing on
Demand” and “Energy Efficient Backbone Networks” are formulated as
multi-commodity flow problems, and are focused toward wired service
provider backbone networks.

8The cited implementation of EAR is designed for microwave backhaul networks, but
was evaluated on a series of wired backhaul topologies, potentially resulting in lower-
than-possible energy-savings.
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Table 8.1: Validation: Competitors
Platform Flow path en-

forcement
Energy saving Approach

ElasticWISP IGP best-path or
SR-MPLS

≈ 65% Radio
changeover,
turning off links

Routing on De-
mand [84]

IGP best-path
(with optimal
link-weights)

≈ 43% Turning off links

Energy Effi-
cient Backbone
Networks [85]

Explicit (Seg-
ment Routing)

≈ 44% Turning off links

Energy-Aware
Routing [12]

Numerical eval-
uation

≈ 28% Turning off links

A key advantage ElasticWISP has over competitor schemes, and specifi-
cally for WISP – and perhaps microwave – use, is the ability to perform
radio changeover based on traffic demand. Practically, this is similar to
approaches that turn off links in a bundle – e.g., of line-cards – to conserve
energy in a wired service provider network. However, ElasticWISP’s en-
ergy saving potential is high due to the disparity of energy consumption
between the backhaul radios that were studied. As a result, in comparison
to other schemes, ElasticWISP can conserve more energy in WISP networks
where both high and low power backhaul radios are used.

Formally, ElasticWISP is similar to ElasticTree9, which itself is formally sim-
ilar to earlier efforts to conserve energy in service provider networks [86].
As ElasticWISP uses a subset of the energy minimisation constraints pro-
posed by ElasticTree and earlier efforts, the performance difference between
the two platforms will be negligible for any given test topology. However,

9See Chapter 2.1.2.
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unlike ElasticTree, we do not consider turning off switches, or in our case,
nodes at each network site. As a result, ElasticTree can conserve additional
energy where it is able to turn off redundant switches.

Functionally, ElasticWISP is very different to ElasticTree. The use of OSPF
and later Segment Routing, as opposed to OpenFlow, introduces its own
unique challenges, as does dealing with the unpredictable nature of un-
licensed radio links. In addition, ElasticTree deals with links that can be
brought up and down very quickly, whereas radio links will always have
comparatively expensive boot and reassociation times. In addition to this,
practical deployment of ElasticWISP itself required a new architecture of
remotely managed PoE devices to be developed.

8.5 Implementation Considerations

While the OSPF-based link cost-adjustment design and implementation
of ElasticWISP can help WISP operators realise substantial energy savings,
it is not without caveats. The time taken for traffic to be rerouted is not
instantaneous; the OSPF link-costs of a given link (radio pair) must be
adjusted prior to powering them down. The time it takes for traffic to be
routed over a lower-cost path is OSPF implementation-specific. While these
changeover times were consistently low in this implementation, there is no
guarantee that other OSPF daemons – and their given configurations – will
perform in the same way.

If an appropriate traffic engineering mechanism was to be implemented
alongside ElasticWISP instances – such as the Segment Routing approach
described later in this chapter – this problem could be eliminated. If the
path of a given flow was computed in advance with packets set to traverse
a specific set of segments, then a WISP operator would not need to wait for
an IGP-computed path reroute to happen prior to powering a link down.

Lastly, ElasticWISP is designed for the optimisation of backhaul links on
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WISP networks. While it was shown that full-duplex (airFiber) backhaul
radios used by WISPs account for a significant portion of energy consump-
tion per site, we must also consider the point-to-multipoint radios that are
used for customer access purposes. Much like their point-to-point coun-
terparts, customer access radios typically used by WISPs have very little
variation in energy consumption, irrespective of how much traffic is being
passed over them. Typically these access radios are connected to sector
antennas that distribute Internet access to customers. Sector antennas used
will have a manufacturer specified azimuth and elevation radiation pattern.
For example, in a high-capacity configuration, a WISP may have numerous
sector antennas, each with a 30 degree azimuth radiation pattern serving a
collection of customers.

During off-peak periods of network consumption, we propose that WISP
operators could offload traffic from numerous high-capacity radios onto a
lesser number of (low-power) radios that have antennas covering a wider
azimuth. Essentially, customers would be transitioned to use an access
point that can only handle low-demand for throughput. This approach has
similarities to historical work proposed for energy conservation [87]. While
existing equipment from the likes of Ubiquiti Networks enables WISPs to
set a fallback SSID, there is currently no way of carrying out a graceful
transition between access radios.

A recently developed handover scheme, BigAP [88], has shown that Dy-
namic Frequency Selection (DFS) Channel Switch Announcement Informa-
tion Element (CSA-IE) can be used as a seamless infrastructure initiated
handover mechanism between access points. Unfortunately for WISPs,
this mechanism is likely not an option, as BigAP relies on radios being
compliant with the IEEE 802.11n/ac standards, which both include the
IEEE 802.11h amendment. Radios from the likes of Ubiquiti Networks et
al. make no claim to be compliant with such IEEE standards, and now
typically use custom radio chipsets for improved spectral efficiency [89].
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8.6 SR-MPLS Benchmarks

To evaluate the performance of the SR-MPLS scheme, a simple linear topol-
ogy10 consisting of four hosts was created in the CORE emulator11. The
SR-MPLS evaluation setup consisted of two standard Linux hosts. The
first host was responsible for UDP packet generation, with the second host
acting as a traffic collector. The two other hosts performed MPLS encap-
sulation and decapsulation duties. While simple, this topology enables us
to evaluate how well the scheme can perform in a worst-case scenario, i.e.,
performing encapsulation or decapsulation. In contrast, MPLS to MPLS
forwarding within an SR-MPLS domain is less taxing, as shown earlier in
Fig. 6.4.

The SR-MPLS setup described was evaluated against an equivalent IP
routing based implementation. The two SR-MPLS encapsulation and de-
capsulation hosts were replaced with standard Linux hosts running the
Quagga routing suite, with OSPFv2 enabled for the creation of IPv4 routes.
An overview of this reference setup is shown in Fig. 8.8.

Furthermore, the design of SR-MPLS as described in Chapter 6 is imple-
mented using the systems programming language Rust [90], which has
competitive performance with C. Rust was used due to familiarity with the
low-level libpnet [91] networking library, which offers an excellent trade-off
between ease-of-programming and performance. In merit of using Rust
and the libpnet library for implementation, UDP packet generators written
using libpnet have – marginally – outperformed their equivalent C counter-
parts12. Finally, ZeroMQ was used as the message queue of choice in this
implementation.

10Using a simple linear topology for evaluation is consistent with previous Segment
Routing research [43].

11Evaluation was performed on an Ubuntu Server 18.04.3 LTS host with an Intel i7
9700K CPU and 16GB of 2666 MHz DDR4 RAM.

12Rust and C benchmarks are available on the libpnet GitHub repository [92].
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SR-MPLS
Encap/Decap

SR-MPLS
Encap/Decap

Host 1
(Source)

Host 2
(Sink)

SR-MPLS Setup

Quagga Router Quagga RouterHost 1
(Source)

Host 2
(Sink)

IP Routing Setup

Figure 8.8: SR-MPLS Evaluation Setup.

8.6.1 Constraints

The testing of the SR-MPLS implementation in a virtual environment is
a good initial indicator of performance, but should not be taken as a sub-
stitute for testing on real hardware. Unfortunately, acquiring an appro-
priate set of hardware for dedicated testing was out of budget. However,
the CORE network emulator is a good trade-off, as it uses Linux network
namespaces [93] for lightweight containerisation. As opposed to full virtual
environments, such as Kernel Virtual Machine (KVM), network namespaces
are lightweight, generally offering better performance.

8.6.2 RTT Benchmarks

One of the most important metrics of performance in data networks is
latency, or RTT. The baseline Linux versus SR-MPLS RTT measurements
are shown in Fig. 8.9. In a testament to the SR-MPLS implementation,
the latency between Host 1 and Host 2 is consistently lower than what
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is achieved using standard IP forwarding, with the use of Quagga for
route setup. One of the reasons SR-MPLS can achieve very low-latency
forwarding is the minimal processing overhead required in the evaluation
setup. In the linear topology, the MPLS FIB of the SR-MPLS routers consists
of one MPLS-capable SR-MPLS neighbour. When IP packets come into
either SR-MPLS router, only the single FIB entry is found, and the IP packets
subsequently have a single adjacency SID pushed onto them.

The process is repeated when the MPLS packets are decapsulated, or
“popped”. The IP packet must be forwarded out an interface, but there will
only be one customer attached subnetwork to either SR-MPLS router in the
topology – either Host 1 or Host 2. In short, the SR-MPLS routers behave
in a very simple, predictable way. Another consideration, as the SR-MPLS
routers run in user space, is process priority. The priority of the SR-MPLS
routers in this example – and all other figures in this series of subsections –
is normal, and their niceness values have not been altered.
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Figure 8.10: Host 1 to Host 2 RTT (1 Gbps UDP Load).

Interestingly, Fig. 8.10 shows a curious phenomenon. As expected, when
using SR-MPLS routers, the latency between Host 1 to Host 2 increases
with throughput. Unexpectedly, the latency decreases when using standard
IP forwarding. When running the tests again with an additional 1 Gbps
of UDP load, as shown in Fig. 8.11, the results are reinforced. The SR-
MPLS latency further increases – albeit marginally – while the Linux IP
forwarding latency is consistently lower. This phenomenon can not be
observed when using real hardware. In a test between two physical Linux
hosts, the latency between them increased – as expected – with throughput.

Upon further investigation, it was determined that the decrease in RTT
with load, when using CORE, is the result of Intel Dynamic Voltage and
Frequency Scaling (DVFS) [94]. When the CPU is under very-low load, such
as sending RTT packets, it was recorded running at a meagre 798.09 MHz
(multiplier of 7.98). When iPerf is started, the CPU frequency increases
massively, to 4687.46 MHz (multiplier of 46.87). When the SR-MPLS process
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Figure 8.11: Host 1 to Host 2 RTT (2 Gbps UDP Load).

is run, DVFS scales the CPU frequency up, meaning the two SR-MPLS
routers in the evaluation topology can forward RTT packets marginally
faster than their standard IP counterpart.

Consequently, any process (running on any node within the evaluation
topology) that causes DVFS to increase CPU frequency results in marginally
improved latency between traffic source and sink. As shown in Fig. 8.9–
8.11, the decrease in RTT with load is visible, but in respect to the RTT
between physical devices, insignificant. Furthermore, the transmission and
propagation delays experienced when using real hardware likely render
the observed gains of SR-MPLS at low-load to be unsubstantial.
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Figure 8.12: Host 1 to Host 2 Jitter (1 Gbps UDP Load).

8.6.3 Jitter Benchmarks

The jitter between Host 1 and Host 2 when using SR-MPLS routers or stan-
dard IP forwarding was consistently low, as expected. Fig. 8.12 shows
two spikes in the recorded jitter when using the IP forwarding approach.
While the large increases look bad, the jitter – which is consistently under
15 microseconds – is still very low. In comparison, a jitter test performed be-
tween a workstation and a server both situated in Wellington – in different
physical locations, but connected to the same Metropolitan Area Network
(MAN) – yielded an average of 3 milliseconds of jitter. In a physical testbed
it is expected that the jitter would be much higher due to the additional
processing delays of packets being sent and received by real hardware. Of
course, higher latency is also expected for the same reasons.
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8.6.4 Throughput Benchmarks

Fig. 8.13 shows the throughput rate of SR-MPLS routers versus packet loss,
within the CORE environment. Despite running in lightweight network
namespace containers, the throughput of SR-MPLS routers is competitive
with what is offered by normal Linux hosts, easily surpassing 3 Gbps of
throughput with 1492-Byte frames. Fig. 8.14 graphs the same dataset, but
only up to 3300 Mbps. The linear increase in packet loss as throughput
increases is seen in this figure. For future research, note that CORE, at
the time of writing, cannot handle Ethernet frames larger than 1512 Bytes.
Jumbo frames do not appear to be supported and are not functional. While
CORE is still useful for validation of SR-MPLS routers, it is desirable to
support jumbo frames for future, unexplored experiments with Segment
Routing and SR-MPLS routers.
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8.6.5 Encapsulation and Decapsulation Benchmarks

Fig. 8.15 shows the results from a set of tests to determine the Packets Per
Second (PPS) – of encapsulation and decapsulation rates – of SR-MPLS
routers running in CORE, and on real hardware. The encapsulation rate
of the Linux kernel implementation of SRv6 is also shown [43, 95]. Results
using CORE are acceptable, but measurably worse than results recorded on
real hardware. The Rust implementation of SR-MPLS performs marginally
better than the Linux kernel implementation of SRv6. However, in fairness
to SRv6, an IPv6 SID is 128 bits [96]. In comparison, an MPLS SID is only 32
bits. The difference in processing overhead is significant, especially if you
consider stacking multiple SIDs. Note that the SRv6 evaluation [43] that
SR-MPLS is compared against in Fig. 8.15 does not include decapsulation
performance. Hence, SRv6 and SR-MPLS decapsulation performance when
using physical hosts is excluded from the graphic. Additionally, note that
Figs. 8.13–8.15 and 8.17–8.18 show single-flow, single CPU performance.
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Figure 8.15: Packets Per Second, 84-Byte Frames on Wire.

Table 8.2: Segment Routing Performance
Platform Description

SR-MPLS1 Worst case scenario using CORE. Decapsulation rate.
SR-MPLS2 Best case scenario using CORE. Encapsulation rate.
SR-MPLS3 Best case scenario using real hardware. Encapsulation

rate.
SRv64 Best case scenario using real hardware. Encapsulation

rate.

8.6.6 Improving Performance

The SR-MPLS architecture was adapted into a minimal proof of concept
using libmoon [97], a wrapper library for the Intel DPDK [98]. The Intel
DPDK is a kernel bypass scheme used to achieve very high performance
packet processing. As the name implies, performance gains are achieved
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through bypassing the packet processing inefficiencies of the Linux kernel.
Intel has shown DPDK to be capable of L3 forwarding – with 64-Byte packet
sizes – at rates up to 233 Gbps, or 347 Mpps [99]. Even on commodity x86
hardware – using 10 GbE Intel NICs – the DPDK can be used to forward
64-Byte packets at line-rate using a single CPU core.

The evaluation setup for the libmoon/DPDK implementation is shown in
Fig. 8.16. The setup was limited in comparison to the emulated (CORE)
environment due to the prohibitive cost of high-end workstation hardware,
and 10 GbE Intel NICs. The first workstation, equipped with an Intel i7
5820k, was used for packet generation. The workstation used for evaluating
encapsulation performance is equipped with an Intel i7 9700k, which has
substantially faster per-core CPU performance than the i7 5820k. To com-
pensate for the slower CPU, libmoon was used for UDP packet generation.
Finally, the workstation responsible for encapsulation was also connected
to a 10 GbE switch. The switch was monitored to ensure MPLS packets
were being received.

i7 5820k w/10GbE NIC
(Source/Packet Gen)

i7 9700k w/10GbE NIC (x2)
(Encap/Send)

DPDK Setup

10 GbE Switch
(Used for link-up)

Figure 8.16: SR-DPDK Evaluation Setup.
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Table 8.3: Segment Routing (PacketGen) Performance
Platform Description

libpnet1

libmoon2

Ubuntu Server 18.04.3 LTS host with a 10GbE Intel NIC,
an Intel i7 9700K CPU, and 16GB of 2666 MHz DDR4
RAM.

Fig. 8.17 shows the performance gain achieved when using the DPDK for
an SR-MPLS proof of concept. The DPDK can forward MPLS packets over
10 Mpps faster than the SR-MPLS implementation written in Rust using
libpnet. These results are parallel with very recent Segment Routing re-
search [100]. The performance of the DPDK is further shown in Fig. 8.18,
where both libpnet and libmoon based MPLS packet generators were eval-
uated. The libpnet implementation can generate minimum size packets
faster than line-rate Gigabit Ethernet, however it is still substantially slower
than the libmoon implementation. In further support of the DPDK, the au-
thors of libmoon also developed a proof of concept software router, known
as MoonRoute [101]. In an impressive achievement, MoonRoute can route
64-Byte L3 IP packets – i.e., 84-Byte Frames – at 14.88 Mpps, which is 10
GbE line-rate.

8.6.7 Scalability

The Rust and libpnet implementation of SR-MPLS is fast; however, as stated
earlier, the emulated environment should not be taken as a substitute for
testing on real hardware. Of course, the best performance was observed
when SR-MPLS was tested on real hardware, as expected. However, if
SR-MPLS was tested on low-power hardware, e.g., that you may expect
to see at a remote WISP site, performance could vary significantly. For
example, a realistic testbed could consist of the same linear topology as
described in Fig. 8.8, but instead of emulated hosts, could use low-power
single board computers, such as the PC Engines APU4 series [102]. Note
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that the APU4 series also appears to be capable of running the DPDK.

While the choice of hardware is important in determining the scalability
of an SR-MPLS domain, it is also important to consider the maximum
segment depth, and the the MTU being used across the network. A key
advantage SR-MPLS has over its IPv6 counterpart, SRv6, is SID size. The
32-bit SID is substantially smaller than the 128-bit IPv6 SID, meaning even
if a network is constrained to using an MTU of 1500 Bytes, the performance
– as shown in Fig. 8.13–8.14 – is still acceptable. If the maximum segment
depth is large, e.g., 32 SIDs, the overhead is still only 128 Bytes. If using
SRv6, the equivalent overhead would be 512 Bytes.

The overhead of both SR-MPLS and SRv6 should also be taken into con-
sideration when determining the scalability of a domain running either
architecture. For most WISPs, dealing with larger-than-normal Ethernet
frames should not be problematic, as common backhaul radios such as the
airFiber series support jumbo frames of up to 9600 Bytes [103].

8.6.8 Why Kernel Bypass

Despite the current implementation of SR-MPLS having acceptable per-
formance for use in real WISP networks, the ever-growing demand for
throughput capacity must be considered. While the Linux kernel now sup-
ports basic MPLS functionality, as of version 4.3 [104, 105], the performance
limitations of the kernel network stack mean that other options should
also be considered. While familiarity with the libpnet library was useful in
completing this evaluation, the library can also leverage netmap [106] as a
backend for sending and receiving packets. Like the DPDK, netmap is a
kernel bypass framework that focuses on implementing a faster-than-kernel
network stack.

The benefit of using a library, such as libpnet, over utilising in-kernel MPLS
handling functionality is simplicity. It also means that straightforward
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integration with kernel bypass frameworks such as netmap and the DPDK
can be leveraged at a later date13. Looking to the future, and at at potential
throughput capacity requirements, leveraging kernel bypass approaches
could be mandatory to meet demand. Furthermore, implementing SR-
MPLS from the ground up using Rust and libpnet meant that complete
control was maintained over the development of the scheme; eliminating
kernel dependence and any associated development complexities14.

8.7 Summary

The results presented throughout this validation chapter have shown that
ElasticWISP and SR-MPLS are all but ready for deployment in real WISP
networks. Following further validation on a greater range of hardware, it
is expected that both schemes will be trialled at Venture Networks. The
complete set of hardware developed for power control will enable straight-
forward deployment, without having to further modify devices such as
PoE switches to integrate with the ElasticWISP optimiser. Finally, the results
of the DPDK evaluation have shown that Linux kernel bypass approaches
to networking have merit, and are an exciting avenue for further research.
Concluding this thesis, Chapter 9 will next present a summary of findings
and planned future work.

13DPDK support for libpnet is a work in progress.
14Normal operation of SR-MPLS using libpnet utilises the AF PACKET socket for send-

ing and receiving packets.
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Chapter 9

Conclusion

This thesis has presented ElasticWISP, a practical architecture to enable the
design of high-throughput, energy-proportional WISP backhaul networks.
Through “playing back” daily network traffic, it has been shown that it is
possible to employ high-throughput radios on demand while maintaining
energy-proportionality during off-peak periods, reducing overall network
energy consumption by around 65%. For a WISP constrained by their local
environment, this may mean they can build a higher-performance network
than they otherwise would be able to, due to limited energy harvesting
capability.

Throughout this thesis, it has been shown that the ElasticWISP architecture
has been divided into three key categories:

• The ElasticWISP optimiser, for computing optimal flow-paths.

• The SR-MPLS Segment Routing approach, for explicit flow-path en-
forcement.

• The backhaul power control hardware, for switching radios on and
off based on the output of the ElasticWISP optimiser.

Together, these categories form a cohesive platform that has application

107
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not only for WISPs, but for microwave operators, cellular providers, and
even carriers with wired topologies. It is hoped that the concepts used for
ElasticWISP can be applied to a variety of different physical hardware.

The power control hardware developed for integration with ElasticWISP
and SR-MPLS further asserts the practicality of the architecture. While PoE
switches specifically targeted at WISPs are readily available for purchase,
they lack features that would enable them to integrate with the ElasticWISP
architecture. In addition, such switches typically lack sophisticated en-
ergy monitoring capability, often lacking even minimal per-port power
consumption metrics. Using the ElasticWISP power control hardware will
enable future researchers to not only to control the power to radios, but to
have a fine-grained view of their energy consumption.

Finally, the design and validation of the Segment Routing architecture,
SR-MPLS, shows that it is capable of being used as-is on real WISP net-
works. When deployed, the SR-MPLS implementation enables network
operators to steer packets across an ordered list of segments with explicit
or arbitrary precision. Validation also showed that the minimal SR-MPLS
implementation using the DPDK is competitive with even the most recent
state-of-the-art Segment Routing research.

9.1 Future Work

The performance of the minimal SR-MPLS implementation using the DPDK
makes it an appealing topic for future work. Should a full Segment Routing
implementation be completed utilising the DPDK, it would have competi-
tive packet processing rates to commercial Segment Routing solutions from
vendors such as Cisco and Juniper. Releasing such an implementation as
open-source could also have great benefit to the wider Internet commu-
nity. Additionally, extending the open-source Linux kernel implementation
of SRv6 to support IPv4 encapsulation would also mean that IPv6 only
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networks could easily be used for IPv4 over IPv6 transportation.

The dataset used to evaluate the performance of the ElasticWISP optimiser
was not straightforward to collect. However, it is still desirable to evaluate
the performance of ElasticWISP on other WISP topologies, ideally also
using data collected from each respective network. Working with larger
WISPs would generally require using flow-data rather than full traffic
dumps to run the ElasticWISP optimiser, due to the computational resources
needed, even when using platforms such as the DPDK. Consequently, data
collection should be easier, as most commercial routers are able to export
flow-data, often in a variety of formats, e.g., Netflow and IPFIX.

Furthermore, deploying ElasticWISP in a real WISP network introduces
new and exciting challenges. The predictive – or in the ElasticWISP case,
reactive – model responsible for invoking the optimiser must use link safety
margins. In a scenario where a link becomes congested before a faster radio
can be turned on, it is important a WISP can still maintain QoS and QoE
for important latency-sensitive traffic such as Voice over IP (VoIP).

In a situation where links become saturated before faster links can be turned
on, standard First in, First out (FIFO) queues may result in network users –
who are likely paying customers – experiencing poor network QoE. One of
the most problematic issues that can arise is bufferbloat [107]. Essentially,
bufferbloat is undesirable latency, and is caused by devices within the
network buffering excessive data. To avoid service degradation for VoIP
and other latency-sensitive real-time applications, bufferbloat must be
carefully managed.

A common approach to managing bufferbloat is using Active Queue Man-
agement (AQM) [107]. One recent innovation, Flow Queue Controlled
Delay (FQ-CoDel) [108, 109], is a hybrid packet scheduler and AQM algo-
rithm, and has specifically been shown to reduce bufferbloat in capacity-
constrained rural broadband access networks [110]. Future research will
examine how AQM approaches, such as FQ-CoDel, can be used to im-
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prove network QoE alongside the existing ElasticWISP energy-optimisation
scheme.
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Appendix A

Evaluation Dataset

The dataset used for evaluation of ElasticWISP has not been anonymised,
and could potentially be used to identify Venture Networks’ customers
and their browsing habits. Researchers wishing to access the dataset, or to
run additional packet captures, are advised to contact Venture Networks
directly.
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Appendix B

Measurement and Control

In order to use a voltage divider to measure the voltage of the high-side
switch output ports, we must first determine the correct resistors to use to
build the voltage division circuit. Using the voltage division rule [111], we
know that:

VOUT = VIN(
R2

R1 + R2

) (B.1)

Following the Infineon design guide for their PROFET+ series high-side
switches [112], we consider using 1.5kΩ and 47kΩ resistors to form the
voltage divider. Using the voltage division rule, we find that where R1 =

47kΩ and R2 = 1.5kΩ, VOUT ≈ 1.48V when VIN is at a nominal 48V. This
is within the 1.8V limit of the ADC. Of course, the resistors used in the
voltage divider should be chosen so that their output does not exceed the
maximum input voltage of the ADC used:

VIN =
VOUT × (R1 + R2)

R2

(B.2)

Using the formula above, we find that VIN = 58.2V when R1 = 47kΩ,
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R2 = 1.5kΩ and VOUT = 1.8V . Although we do not expect VIN to exceed
48V, a Zener diode is added on each voltage sense circuit to protect the
analogue input pins on the BeagleBone from overvoltage. Now suitable
resistor values have been found and incorporated into the design, we must
read the input from the ADC. This process is straightforward. Once we
have read from the ADC we then need to convert the digital value back to
the original analogue value, measured in volts:

VOUT =
digitalInput× VREF

2n − 1
(B.3)

Where n is the number of ADC bits, VREF is the reference voltage of the
ADC being used, and digitalInput is the ADC reading. Now VOUT is known,
we can calculate the voltage passing through the high-side switch. We use
the following formula:

VIN =
VOUT

( R2

(R1+R2)
)

(B.4)

Likewise, if we know VIN and need to determine what the ADC converted
digital value will be, we can use:

digitalInput =
VIN × (2n − 1)

VREF

(B.5)

Additional steps are necessary in order to determine the load current
through the high-side switches. The process for attaining the analogue
input voltage remains the same, however we must determine the current at
the current sense pin. We place a resistor – RIS – between the current sense
pin on the high-side switch and the analogue input pin on the BeagleBone.
Using Ohm’s law, we can find the current using:

IIS =
VIS

RIS

(B.6)
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Table B.1: Current Sense Ratio for IL
Load Min Typical Max

IL0 = 50mA -50% 1600 +50%
IL1 = 500mA -25% 1500 +25%
IL2 = 1A -12% 1500 +12%
IL3 = 2A -9% 1500 +9%
IL4 = 4A -8% 1500 +8%

Where IIS is the sense current proportional to the load current, VIS is the
voltage out of the current sense pin on the high-side switch, and RIS is the
value of the pull-down resistor, measured in ohms. The ratio between the
sense current and the load current is given by:

kILIS =
IL
IIS

(B.7)

Given this, we can show that:

IIS =
IL

kILIS
(B.8)

Finally, we determine the current, in amperes, being used by backhaul
radios connected to the high-side switch:

IL = IIS × kILIS (B.9)

Using the correct kILIS ratio is important to determine the load IL with
accuracy. Table B.1 shows the typical current sense ratio – kILIS – for loads
ranging from 50mA to 4A [66]. While not mandatory, given the variation
of the current sense ration when IL < 500mA, a precise current sense
amplifier can be used for more precise measurement at low load current.
As an example, the Texas Instruments INA282 [113] is a precise current
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sense amplifier. At 24V/500mA, the Root Sum Squared (RSS) error of
the amplifier would be < 2.5%. At 24V/50mA, the total RSS error of the
amplifier would be ≈ 15% [114]. Even when calibrated, the variation in
the current sense ratio kILIS of the high-side switches makes the INA282 a
desirable choice for precision load current measurement.



Appendix C

ElasticWISP Hardware

The hardware developed for enabling the use of ElasticWISP on real WISP
networks is open source and freely available for download on GitHub [115].
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