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Abstract

Symbolic regression is the process of constructing mathematical ex-
pressions that best fit given data sets, where a target variable is expressed
in terms of input variables. Unlike traditional regression methods, which
optimise the parameters of pre-defined models, symbolic regression learns
both the model structure and its parameters simultaneously.

Genetic programming (GP) is a biologically-inspired evolutionary al-
gorithm, that automatically generates computer programs to solve a given
task. The flexible representation of GP along with its “white box” nature
makes it a dominant method for symbolic regression. Moreover, GP has
been successfully employed for different learning tasks such as feature se-
lection and transfer learning.

Data incompleteness is a pervasive problem in symbolic regression,
and machine learning in general, especially when dealing with real-world
data sets. One common approach to handling data missingness is data
imputation. Data imputation is the process of estimating missing values
based on existing data. Another approach to deal with incomplete data is
to build learning algorithms that directly work with missing values.

Although a number of methods have been proposed to tackle the data
missingness issue in machine learning, most studies focus on classification
tasks. Little attention has been paid to symbolic regression on incomplete
data. The existing symbolic regression methods are only applicable when
the given data set is complete.

The overall goal of the thesis is to improve the performance of symbolic
regression on incomplete data by using GP for data imputation, instance
selection, feature selection, and transfer learning.



This thesis develops an imputation method to handle missing values
for symbolic regression. The method integrates the instance-based similar-
ity of the k-nearest neighbour method with the feature-based predictabil-
ity of GP to estimate the missing values. The results show that the pro-
posed method outperforms existing popular imputation methods.

This thesis develops an instance selection method for improving impu-
tation for symbolic regression on incomplete data. The proposed method
has the ability to simultaneously build imputation and symbolic regres-
sion models such that the performance is improved. The results show that
involving instance selection with imputation advances the performance of
using the imputation alone.

High-dimensionality is a serious data challenge, which is even more
difficult on incomplete data. To address this problem in symbolic regres-
sion tasks, this thesis develops a feature selection method that can select a
good set of features directly from incomplete data. The method not only
improves the regression accuracy, but also enhances the efficiency of sym-
bolic regression on high-dimensional incomplete data.

Another challenging problem is data shortage. This issue is even more
challenging when the data is incomplete. To handle this situation, this
thesis develops transfer learning methods to improve symbolic regression
in domains with incomplete and limited data. These methods utilise two
powerful abilities of GP: feature construction and feature selection. The re-
sults show the ability of these methods to achieve positive transfer learn-
ing from domains with complete data to different (but related) domains
with incomplete data.

In summary, the thesis develops a range of approaches to improving
the effectiveness and efficiency of symbolic regression on incomplete data
by developing a number of GP-based methods. The methods are eval-
uated using different types of data sets considering various missingness
and learning scenarios.
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Chapter 1

Introduction

1.1 Problem Statement

Artificial intelligence is the branch of computer science that aims at pro-
viding computers the ability to behave like humans [200]. This includes
developing data mining techniques for constructing models based on given
data. The process of building these models involves methods from differ-
ent fields such as database systems, machine learning, and statistics [39].
Machine learning (ML) is a sub-field of artificial intelligence that enables
computers to “learn” from given samples [204]. It focuses on designing
and analysing algorithms that learn models from observed data and ap-
ply the learned models on unseen data [158].

Symbolic Regression (SR) is the process of producing a symbolic math-
ematical model that best fits a given data set [123]. There are two impor-
tant advantages of symbolic regression compared with traditional regres-
sion methods. The first one is that it does not require pre-assumptions on
the desired model structures [48]. Symbolic regression searches for both
the model structure and its parameters simultaneously. The second ad-
vantage is its “white-box” nature, which makes it more interpretable than
many other methods [189]. Due to these attractive advantages, the ap-
plication of symbolic regression becomes more and more popular in many

1
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fields [235]. However, compared to other learning tasks, e.g. classification,
data quality challenges in symbolic regression have not received adequate
attention [48].

Nowadays, there is a rise in the awareness of the importance of data
quality in ML [195]. While an ML system = code + data (where code means
model/algorithm), data is an under-valued part of ML. Fortunately, re-
cently, there is an increasing trend to move from model-centric to data-
centric learning, which is a new paradigm for AI development — focused
on data quality. New terminologies such as “DataPrepOps” and “MLOps”
are emerging in the data science community. DataPrepOps refers to data
science and ML culture and practice that includes a set of steps that aims
to build a training data set (DataPrep) for ML system operations (Ops)
and MLOps [7, 217] is a compound of machine learning and operations.
According to the survey results presented by Andrew Ng 1, the answer
to the question of whether teams should improve the code or the data,
around 80% of participants think data deserve more focus. However, only
a relatively small portion of the published ML research papers has been
dedicated for improving the data quality.

One challenging data quality issue is data missingness [141]. Many
real-world data sets have instances with missing values due to some com-
mon reasons such as badly designed questionnaires and failures in data
collection devices. For instance, in the UCI machine learning repository
[62], more than 30% of the available regression data sets are annotated as
having missing values. The way of handling missing values should be
taken seriously as this may affect the overall performance of the learn-
ing process [13]. Data sets that contain missing values are referred to as
incomplete data sets [40]. Data incompleteness is a pervasive problem
in symbolic regression. Unfortunately, most existing symbolic regression
methods cannot work directly on incomplete data sets.

The methods for dealing with data incompleteness can be classified

1https://www.youtube.com/watch?v=qnCJvQL9wcg , Mar 26, 2021
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into three main approaches. The first approach is to delete all instances
(features) that contain missing values then learn using only the remain-
ing complete data [90]. Secondly, some learning methods can directly
deal on incomplete data without explicitly estimating the missing values
such as C4.5 [191], fuzzy-based approach [26], and learn/sup ++ ensemble
method [127]. The third approach is called imputation, where the missing
values are firstly replaced by estimated values then the learning is carried
out using the complete imputed data set [4, 8]. Unlike classification, the
investigation of symbolic regression on incomplete data has not received
adequate efforts. In fact, the most common approach to dealing with data
missingness in the existing symbolic regression methods is the deletion
approach.

Data imputation is a well-established approach to mitigating the in-
completeness problem in data mining [72]. Two ways to make these pre-
dictions for missing values are data-driven imputation and model-based
imputation [236]. In data-driven imputation, e.g. K-nearest neighbour
(KNN), each instance that has missing values is completed based on exist-
ing values in the most similar instances. The model-based imputation, e.g.
regression-based imputation, uses the complete data to build a regression
model for a target incomplete feature based on other features, and then
the regression model is used to predict missing values in this feature.

Evolutionary computation (EC) is inspired by the biological Darwinian
evolution [261]. Genetic programming (GP) is an EC algorithm that au-
tomatically generates computer programs for performing a user-defined
task [21]. It typically starts with a population of random programs then
refines them progressively using variation and selection strategies until
getting a satisfactory solution [157]. Due to the symbolic nature of its so-
lutions besides being free from prior knowledge, GP and its variations are
the most popular techniques for symbolic regression [42].
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1.2 Motivations

In data science, missingness is a serious challenge [219]. Although several
approaches have been presented to tackle data incompleteness in machine
learning, most studies focus on classification tasks rather than regression
tasks, and only a small number of studies have been carried out on sym-
bolic regression on incomplete data.

1.2.1 Lack of Effective Data Imputation Methods for Sym-

bolic Regression on Incomplete Data

Imputation methods can improve the treatment of missing values [24].
This approach is widely adopted as it aims to produce complete data,
which enables the use of the learning algorithms. For example, several
imputation methods are developed for classification with missing values
[79, 90]. Regression-based imputation has been widely used to estimate
the missing values in incomplete data sets. Its idea is to build regression
models for the incomplete features based on the other features using re-
gression algorithms such as linear regression, ridge regression, decision
trees, and random forests [8].

GP-based imputation has been investigated on classification tasks and
has shown better performance than some popular imputation methods
[223, 225, 230]. However, the applicability of imputation methods for
symbolic regression has rarely been investigated. This includes examin-
ing whether the imputation methods used for handling missing values in
classification can be used for symbolic regression. More importantly, new
GP-based imputation methods can be designed particularly for symbolic
regression tasks.
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1.2.2 Unavailability of Instance Selection Methods for Sym-

bolic Regression on Incomplete Data

The data-driven imputation methods depend commonly on the instance-
based relevance and replace the missing values in incomplete instances
using existing data in similar instances. One widely used example of these
methods is KNN-based imputation [151, 25]. It works by finding K nearest
instances to the incomplete instance, then the missing values are replaced
with the mean (mode) of the numerical (categorical) values of the same
feature in the retrieved instances [23]. This method is called weighted
KNN (WKNN) when the retrieved instances are weighted based on their
distances to the incomplete instances.

When imputing test instances, KNN searches for similar instances from
the training data. This process can be time-consuming especially with a
large number of instances [231]. As a solution, instance selection can be
used before applying imputation [234]. KNN has been successfully ap-
plied to handle the missingness issue in different learning tasks such as
clustering [3, 59] and classification [51, 79]. However, instance selection
has not been investigated for the task of symbolic regression on incom-
plete data.

1.2.3 High-dimensional Data

Commonly, data sets with a large number of features are referred to as
high-dimensional data [182]. In statistical learning, this is the case when
the number of features is much larger than the number of instances [146].
High-dimensionality may cause several problems in machine learning [182].
For example, it increases the risk of over-fitting, which implies a poor gen-
eralisation ability of learned models [48]. Moreover, it might lead to a high
computational learning cost and over-complicated models [182]. This sit-
uation is much more challenging when the data are incomplete as there
is a need to handle the missingness problem in addition to the dimen-
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sionality issue. Most of the existing methods for symbolic regression with
high-dimensional data only consider complete data [48]. To the best of
our knowledge, no methods have been introduced to perform direct fea-
ture selection for symbolic regression on incomplete data.

One way to mitigate the high-dimensionality issue is feature selection
(FS). Feature selection aims at choosing a useful subset of features from a
given set of features [259]. The usefulness can be measured in the sense
of improving the learning performance while reducing the computation
cost. EC techniques have been used successfully for feature selection to
improve the performance of different learning tasks such as clustering
and classification [257]. Due to its natural selection ability, GP is one of
the EC techniques that have attained more investigations for feature selec-
tion in recently published studies [244, 164, 28]. For symbolic regression,
feature selection methods for improving the generalisation ability of GP
are proposed [48, 17]. However, such studies use complete data sets. The
situation is much more challenging when the data are incomplete. In this
case, the methods to be developed should consider the treatment of miss-
ing values in addition to handling the dimensionality issue. This work
presents an attempt to fill this gap by developing feature selection meth-
ods for symbolic regression on incomplete high-dimensional data sets.

1.2.4 Small Sized Data

Lack of data is a problematic issue when learning from real-world data.
All the aforementioned approaches to dealing with data missingness re-
quire enough data to train reliable models. Thus, in the case of suffering
from a shortage of data, transfer learning can be utilised. Transfer learning
is the learning paradigm in which knowledge learnt on a specific domain
is reused to improve the learning process in another domain [174]. The
giving domain is called a source domain (SD) while the receiving domain
is called a target domain (TD). The learning process in the domain is iden-
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tified by the domain itself, denoted as D, and the task to be learned in
this domain, T . The domain D is determined by a feature space X and
its marginal probability distribution P (X ), while the task T consists of
a target function f(.) and a label space Y . In transfer learning, at least
one of the aforementioned SD learning components should differ from the
corresponding one(s) in the TD. Transfer learning has been intensively in-
vestigated for classification and clustering [193, 190, 70, 218]. However,
only a few studies have been conducted on transfer learning for symbolic
regression [97, 68, 104]. Moreover, none of these studies consider the exis-
tence of missing values. Therefore, there is a need to investigate transfer
learning for symbolic regression on incomplete data. This thesis aims at
developing transfer learning methods to reuse knowledge extracted from
symbolic regression in complete domains (domains with complete data)
for improving the symbolic regression learning in different yet related in-
complete domains (domains with missing values).

It can be noticed that data incompleteness represents a serious prob-
lem in machine learning and the investigations of addressing it focus on
classification tasks. Moreover, incompleteness and high dimensionality
provide additional challenges to symbolic regression tasks. An extra chal-
lenge that can occur with data missingness is data shortage. Missingness
is more problematic when the data amount is inadequate, which limits the
ability to learn effective symbolic regression models. Therefore, how to
deal with missing values in symbolic regression is still an open issue. This
thesis aims to fill this gap by developing novel methods to address these
challenges when performing symbolic regression.

1.3 Research Goals

The main goal of this thesis is to develop new GP-based methods that
can improve symbolic regression on incomplete data. This includes meth-
ods to address challenges related to data missingness, high dimensional-
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ity, and data shortage. To achieve this goal, a number of objectives have
been established to guide this research as follows.

1. Developing GP-based imputation methods for symbolic regression on in-
complete data.

This thesis plans to develop GP-based data imputation methods for
symbolic regression on incomplete data. Such methods try to utilise
the GP advantages in constructing regression-based imputation mod-
els. Moreover, both the instance-based similarity and the feature-
based predictability will be combined to come up with a new im-
putation method. This objective aims at improving the imputation
accuracy on predicting the missing values, which, consequently, im-
proves the symbolic regression on incomplete data.

2. Developing GP-based instance selection methods for symbolic regression on
incomplete data.

Data-driven imputation depends on the instance similarity to fill in
the missing values. To improve this approach, the thesis proposes
instance selection methods. The selected instances should be repre-
sentative of the original data set. This work proposes methods that
combine both GP and KNN to enhance imputing the missing val-
ues. Such a hybridisation is expected not only to improve the effec-
tiveness but also the efficiency of symbolic regression on incomplete
data. Moreover, instead of using an explicit, separate instance selec-
tion process, this objective proposes integrating the selection of the
instances with the process of constructing symbolic regression mod-
els. It aims to develop an evolutionary method that selects the in-
stances in order to improve the imputation process while optimising
the symbolic regression performance.

3. Developing GP-based feature selection methods for symbolic regression on
high-dimensional incomplete data sets.
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In regression-based imputation, the features having missing values
are considered as target variables while using other features as impu-
tation predictors. However, some features might be redundant/ir-
relevant and they are less likely to be useful for improving the pre-
diction accuracy. This thesis aims at developing a GP-based method
that can be used for selecting both imputation predictors and regres-
sion features when performing symbolic regression on incomplete
data. The goal is to develop a method that can select a good feature
set from incomplete data directly. As some of the selected features
might be incomplete, this work proposes another selection step to se-
lect their imputation predictors. Usually, data imputation is used as
a pre-processing method before performing further learning steps.
Adopting such a scheme may result in imputing incomplete features
that might not benefit the learning process. This scheme performs
learning based on all the available features regardless of their relat-
edness or redundancy, which can be unprofitably costly when deal-
ing with high-dimensional data. To address this issue, this thesis
aims to develop an approach that uses interval-valued GP to select
the features before applying data imputation. The method proposed
in this objective is expected to improve the quality of the used fea-
ture set, which in turn improves the performance of imputation and
symbolic regression on incomplete data.

4. Developing GP-based transfer learning methods for symbolic regression on
incomplete data.

In addition to data missingness, some domains suffer from the short-
age of available data, which limits the ability to handling the missing
values and constructing symbolic regression. This objective aims to
utilise transfer learning for symbolic regression on incomplete data
in such domains. The idea of this objective is to transfer knowledge
learned from symbolic regression in a complete domain with ade-
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quate knowledge (source domain) into a related, but different, sym-
bolic regression task in an incomplete domain with scarce data (tar-
get domain). The goal of this objective is use GP to construct trans-
formations from source domains to target domains. For this pur-
pose, the thesis proposes utilising the ability of multi-tree GP to con-
struct multiple features for building the transformations between do-
mains. These transformations are used to benefit the learning in the
incomplete target domain from the learning in the complete source
domain. This approach is expected to compensate for the data short-
age in the target domain by reusing the knowledge extracted from
the source domain such that the symbolic regression in the target
domain is improved.

5. Integrating feature selection with transfer learning for symbolic regression
on incomplete data.

In some cases, incomplete domains with limited data might have
relatively a large number of features. This situation adds an extra
challenge to the symbolic regression learning process. To deal with
this situation, this objective aims at integrating feature selection with
transfer learning for symbolic regression on incomplete data. The
idea of this objective is to propose a feature selection mechanism
that can be utilised during the transfer learning process to benefit
the symbolic regression process in a target incomplete domain. The
feature selection aims at utilising the ability of GP to pick the im-
portant features. The feature selection combines GP-based feature
importance from both the source domain and the target domain.
The feature selection outcomes are integrated with the multi-tree GP-
based transfer learning process. This approach has the potential to
extend the applicability of GP-based transfer learning to incomplete
domains with limited data, where the number of features is large.
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1.4 Major Contributions

This thesis makes the following major contributions.

1. The thesis shows how GP can be utilised for enhancing data impu-
tation in symbolic regression on incomplete data. The thesis devel-
ops a new GP-based imputation method for handling missing val-
ues in symbolic regression on incomplete data. This method is based
on combining GP with WKNN is proposed for symbolic regression
on incomplete data. It works by constructing GP-based models to
predict the missing values of incomplete features using other avail-
able features, where the instances used for constructing such models
are selected using WKNN. The experimental results on real-world
data sets show that the proposed method outperforms a number of
state-of-the-art methods with respect to the imputation accuracy and
the symbolic regression performance. This work is one of the first
studies on developing GP-based imputation methods for symbolic
regression on incomplete data.

Parts of this contribution have been published in:

Al-Helali, B., Chen, Q., Xue, B., & Zhang, M. (2021). A new imputa-
tion method based on genetic programming and weighted KNN for
symbolic regression with incomplete data. Soft Computing, 25(8),
5993-6012.

Al-Helali, B., Chen, Q., Xue, B., & Zhang, M. (2019, December). A
Genetic Programming-based Wrapper Imputation Method for Sym-
bolic Regression with Incomplete Data. In 2019 IEEE Symposium
Series on Computational Intelligence (SSCI 2019) (pp. 2395-2402).
IEEE.

Al-Helali, B., Chen, Q., Xue, B., & Zhang, M. (2018, December). A
hybrid GP-KNN imputation for symbolic regression with missing
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values. In Australasian Joint Conference on Artificial Intelligence
(AI 2018) (pp. 345-357). Springer, Cham.

2. The thesis shows how instance selection can help handle missing val-
ues in GP-based symbolic regression on incomplete data. This con-
tribution presents an instance selection method that combines both
GP and KNN to enhance imputing the missing values, which in turn
improves the symbolic regression performance on incomplete data.
This method proposes a mixed tree-vector representation for GP to
perform instance selection and symbolic regression on incomplete
data. In this representation, each individual has two components:
an expression tree and a bit vector. While the tree component con-
structs symbolic regression models, the vector component selects the
instances that are used to impute missing values by the WKNN im-
putation method. The obtained experimental results show the appli-
cability of the proposed method on real-world data sets with differ-
ent missingness scenarios. When compared with existing methods,
the proposed method not only produces more effective symbolic re-
gression models but also achieves more efficient imputations. This
thesis provides a first instance selection method for symbolic regres-
sion on incomplete data.

Parts of this contribution have been published in:

Al-Helali, B., Chen, Q., Xue, B., & Zhang, M. (2020, December). GP-
based Feature Selection and Weighted KNN-based Instance Selection
for Symbolic Regression with Incomplete Data. In 2020 IEEE Sympo-
sium Series on Computational Intelligence (SSCI 2020) (pp. 905-912).
IEEE.

Al-Helali, B., Chen, Q., Xue, B., & Zhang, M. GP with a Hybrid Tree-
vector Representation for Instance Selection and Symbolic Regres-
sion on Incomplete Data. IEEE Congress on Evolutionary Computa-
tion (CEC 2021), 2021, Accepted.
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3. The thesis shows how GP-based feature selection can be utilised to
improve the performance of symbolic regression on high-dimensional
incomplete data. This contribution proposes a new GP-based method
for feature selection for high-dimensional symbolic regression on in-
complete data. The method developed in this thesis is based on
interval-valued GP (IGP) to select features directly from incomplete
data. In this method, instead of selecting the imputation predictors
for all incomplete features, IGP is used to select the set of incom-
plete features that should be considered. This method is applied to
high-dimensional symbolic regression on various types of data sets
considering different missingness scenarios. In addition to the com-
parison with the case of using all the available features, the proposed
method is compared with state-of-the-art feature selection methods
that have the ability to select features directly from incomplete data.
The results show that the proposed method not only improves the
symbolic regression performance, but also selects fewer yet more
relevant features. This work is one of the first studies on develop-
ing GP-based feature selection methods for symbolic regression on
incomplete data. Such methods will be useful to avoid several prob-
lems linked to the high-dimensionality challenge when performing
symbolic regression on incomplete data.

Parts of this contribution have been published in:

Al-Helali, B., Chen, Q., Xue, B., & Zhang, M. Interval-valued Genetic
Programming-based Feature Selection for Symbolic Regression with
High-dimensional Incomplete Data. To be submitted to Evolution-
ary Computation Journal (ECJ).

Al-Helali, B., Chen, Q., Xue, B., & Zhang, M. (2020, July). Genetic
programming with noise sensitivity for imputation predictor selec-
tion in symbolic regression with incomplete data. In 2020 IEEE Congress
on Evolutionary Computation (CEC 2020) (pp. 1-8). IEEE.
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Al-Helali, B., Chen, Q., Xue, B., & Zhang, M. (2020, April). Hes-
sian complexity measure for genetic programming-based imputa-
tion predictor selection in symbolic regression with incomplete data.
In European Conference on Genetic Programming (EuroGP 20202)
(pp. 1-17). Springer, Cham.

Al-Helali, B., Chen, Q., Xue, B., & Zhang, M. (2019, December). Ge-
netic programming for imputation predictor selection and ranking
in symbolic regression with high-dimensional incomplete data. In
Australasian Joint Conference on Artificial Intelligence (AI 2019) (pp.
523-535). Springer, Cham.

4. The thesis shows how GP-based transfer learning can help improve
symbolic regression performance on incomplete data. This contribu-
tion utilises transfer learning to reuse knowledge learnt from differ-
ent yet related but complete domains. Due to its powerful feature
construction ability, GP is used to construct feature-based transfor-
mations that map the feature space of the source domain to that of
the target domain such that their differences are reduced. Partic-
ularly, this work proposes a new multi-tree GP-based feature con-
struction approach to transfer learning in symbolic regression on in-
complete data. It transfers knowledge related to the importance of
the features and instances in the source domain to the target domain
to improve the learning performance. Moreover, new genetic opera-
tors are developed to encourage minimising the distribution discrep-
ancy between the transformed domain and the target domain. The
experimental results show that the proposed method achieves better
performance compared with a set of traditional learning methods on
real-world data sets with various incompleteness and transfer learn-
ing scenarios. This contribution helps in advancing the use of trans-
fer learning for dealing with data incompleteness and data shortage
problems in symbolic regression.
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Parts of this contribution have been published in:

B. Al-Helali, Q. Chen, B. Xue and M. Zhang, ”Multi-Tree Genetic Pro-
gramming with New Operators for Transfer Learning in Symbolic
Regression with Incomplete Data,” in IEEE Transactions on Evolu-
tionary Computation, doi: 10.1109/TEVC.2021.3079843.

Al-Helali, B., Chen, Q., Xue, B., & Zhang, M. (2020, July). Multi-
tree genetic programming-based transformation for transfer learning
in symbolic regression with highly incomplete data. In 2020 IEEE
Congress on Evolutionary Computation (CEC 2020) (pp. 1-8). IEEE.

Al-Helali, B., Chen, Q., Xue, B., & Zhang, M. (2020, June). Multi-tree
genetic programming for feature construction-based domain adapta-
tion in symbolic regression with incomplete data. In Proceedings of
the 2020 Genetic and Evolutionary Computation Conference (GECCO
2020) (pp. 913-921).

5. This thesis shows how to integrate GP-based feature selection with
GP-based transfer learning to improve symbolic regression on in-
complete data, where the number of features is large. This contribu-
tion proposes a feature selection mechanism in a multi-stage transfer
learning method such that the process of handling missing values is
enhanced in each stage. Feature selection is based on the implicit
feature selection ability of GP when performing symbolic regression
in both the source domain and the target domain. Transfer learning
is based on multi-tree GP refined gradually in each stage according
to the feature selection feedback. This method is applied to sym-
bolic regression tasks on incomplete domains with limited data. The
obtained results show positive transfer learning with a notable effi-
ciency improvement. This work initiates the efforts in conducting
high-dimensional symbolic regression on domains with small data
sets that have missing values.

Parts of this contribution have been submitted as:
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Al-Helali, B., Chen, Q., Xue, B., & Zhang, M. Multi-Tree Genetic Pro-
gramming with Feature-based Transfer Learning for Symbolic Re-
gression on Incomplete Data. Submitted to IEEE Transactions on
Cybernetics, June 2021.

1.5 Organisation of Thesis

The rest of this thesis is organised as follows. Chapter 2 presents essen-
tial basic background concepts along with a literature review of the re-
lated studies. Chapters 3-7 present the main contributions of the thesis.
Figure 1.1 shows the overall structure of the contributions of this thesis.
Each chapter addresses one of the objectives described in Section 1.3. Fi-
nally, Chapter 8 concludes the thesis and provides some potential future
research directions.

Data
incompleteness

Data incompleteness
&

High-dimensionality

Chapter 3: 
GP-based
imputation

Chapter 4: 
GP-based

instance selection

Chapter 5: 
GP-based  

feature selection

Data incompleteness
&

Lack of Data 

Chapter 6: 
GP-based

transfer learning

Improve symbolic
regression

Contribution

Challenge

Chapter 7: 
GP-based 

transfer learning 
+ feature selection

Figure 1.1: The overall structure of the contributions of the thesis.

Chapter 2 presents basic concepts and essential background of sym-
bolic regression, data missingness, genetic programming, feature selec-
tion, and transfer learning. The main focus of this study is GP-based
symbolic regression on incomplete data. Therefore, a detailed literature
review for the related works on GP-based symbolic regression is provided
with a focus on highlighting the ways of treating missing values. It also
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visits advances in data imputation, feature selection, and transfer learn-
ing for symbolic regression. It then discusses open questions and current
challenges that form the motivations of the thesis.

Chapter 3 presents a GP-based method for imputing incomplete data
for symbolic regression on incomplete data. This method is based on GP
and WKNN. The imputation methods are evaluated for symbolic regres-
sion on synthetic and real-world incomplete data sets. In addition to the
imputation performance, the regression performance is also used for eval-
uating the imputation models.

Chapter 4 gives an instance selection method for symbolic regression
on incomplete data. This chapter proposes a mixed tree-vector represen-
tation for GP to perform instance selection and symbolic regression on in-
complete data. While the tree component constructs symbolic regression
models, the vector component selects the instances that are used to impute
missing values by the WKNN imputation method. The experimental work
is conducted on real-world data sets with different missingness scenarios.

Chapter 5 presents a feature selection method for symbolic regression
on incomplete data. This chapter proposes an interval-valued GP-based
approach to select features directly from incomplete data. This method is
applied to high-dimensional symbolic regression on incomplete data. The
experimental works have been conducted on various types of data sets
considering different missingness scenarios.

Chapter 6 provides a GP-based transfer learning method for symbolic
regression on incomplete data. This method utilises transfer learning to
reuse knowledge from different yet related complete domains to improve
learning in incomplete domains. The proposed method is based on multi-
tree GP to construct feature transformations from a source domain to a
target domain. The method is examined on symbolic regression on in-
complete data using real-world data considering different transfer learn-
ing scenarios.

Chapter 7 integrates feature selection with a GP-based transfer learning
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method for symbolic regression on incomplete data. This method employs
feature selection to improve transfer learning from complete source do-
mains to incomplete target domains. The feature selection provides feed-
back during the learning process to filter the used features gradually.

Finally, Chapter 8 summaries the work and draws the overall conclu-
sions of the thesis. It also identifies key research points and contributions
of the thesis. It then suggests some possible future research directions.



Chapter 2

Literature Review

This chapter introduces the basic concepts of relevant topics in this thesis
along with a literature review of the related studies. After introducing ma-
chine learning and evolutionary computation, more detailed discussions
on GP and symbolic regression are provided. Moreover, the main con-
cepts related to incompleteness, feature selection, instance selection, and
transfer learning are given. For the related work, this chapter discusses
recent proposed methods that are related to the contributions of this thesis
highlighting their advantages and limitations.

2.1 Background

2.1.1 Machine Learning

Machine learning is the process of developing methods that enable ma-
chines to detect patterns automatically from given data, and then use the
discovered patterns to predict unseen data [197]. Machine learning is con-
sidered as a crucial field of artificial intelligence as it facilities building
different kinds of intelligent applications, such as computer vision and
data modelling [188]. However, there are broad fields that intersect with
machine learning such as mathematics, statistics, physics, and computer

19
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science [201].

The main goal of machine learning is to develop practical algorithms
considering several factors such as accuracy, time and space efficiency, the
data amount, and the interpretability [9]. For a given task, rather than
programming the computer to solve it explicitly, the developed methods
in machine learning enable the computer to come up with its own solution
based on the provided instances [208]. The learning is usually done on in-
stances of data (also called examples and observations), direct experience,
or instruction. Therefore, machine learning paradigm can be viewed as
“programming by example” [9].

2.1.1.1 Supervised Learning

In supervised machine learning, the desired outputs for the training data
are known, i.e. the training of the algorithms is performed using labeled
instances [122]. These labels are used to detect the errors of the model by
comparing them with the predicted ones. The learning is then refined to
minimise the obtained errors. The learning process stops when achiev-
ing an acceptable performance. The built model can be applied to predict
the labels of unseen test data. Commonly, supervised learning is adopted
when there is available historical data to predict future outcomes. Two
main supervised learning tasks are classification and regression [197]. The
labels in the classification task are categorical while the labels are numer-
ical in the regression task. Symbolic regression is a supervised learning
process that aims at discovering the mathematical expressions that best fit
data in regression tasks.

2.1.1.2 Unsupervised Learning

For unsupervised learning, the labels of the data instances are not avail-
able. The model is trained by exploring the data to detect hidden patterns
and structures [92]. Unsupervised machine learning is suitable when it is
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difficult to annotate the data or when there is no agreement on what the
right labels should be. It is usually used to detect group of instances that
are similar or relevant in some manner. Clustering and association rule
learning are common tasks of unsupervised learning.

2.1.1.3 Semi-supervised Learning

In semi-supervised learning, some of the available data are labeled but un-
labeled data are also used to construct the desired model [271]. This case is
useful when labeling the whole data is too costly or even unrealistic some-
times. An example of such situations is the classification of web pages as
it is easy to get labels for many web pages but it is difficult to get labels for
all web pages. Semi-supervised learning utilises a fully labeled data along
with the unlabeled data for the training process. Co-training algorithm is
a common example of semi-supervised learning. Co-training starts with
learning separate classifiers for two views of the data using labeled ex-
amples. The best predictions of the classifiers are then used to iteratively
generate additional labeled training data.

2.1.1.4 Reinforcement Learning

In reinforcement learning, a trial and error strategy is used to determine
the rewards yielded by the training process [215]. There are three main
components of reinforcement learning: 1) an agent who is the primary
decision maker, 2) the environment which constitutes everything the agent
interacts with and 3) actions which dictate what the agent does. The aim
of reinforcement learning is to perform actions leading to high rewards
or driving optimal outcomes. This kind of learning is widely utilised in
robotics and gaming.
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2.1.2 Evolutionary Computation and Genetic Programming

2.1.2.1 Evolutionary Computation

Evolutionary computation (EC) is an artificial intelligence field which in-
terests in designing, building, applying and analysing algorithms based
on the Darwinian natural selection principles [76]. The main idea in EC
is that: given a population of individuals, the natural selection process
caused by the environmental pressure grows the generations’ population
fitness over time [76]. Given an objective function, a set of candidate so-
lutions are created randomly and this function is used as a quality mea-
sure to select some better candidates, parents, to seed the next generation
by applying variation operations (e.g. crossover and/or mutation). This
process results a set of new candidates, the offspring, and can be repeated
until a satisfactory solution is found or pre-defined stop criteria is reached.
The selection process can be performed to select fitter individuals as par-
ents or to survive, but typically weak individuals should have a chance to
be selected as well.

EC algorithms can be mainly categorised to evolutionary algorithms
(EAs) and swarm intelligence (SI) algorithms [20]. EAs can be classified to
evolutionary programming [82], evolutionary strategies (ESs) [27], genetic
algorithms (GAs) [100] and genetic programming (GP) [123]. Popular SI
algorithms are particle swarm optimisation (PSO) [111] and ant colony
optimisation (ACO) [73]. There are also other popular EC algorithms such
as differential evolution (DE), learning classifier systems (LCS), artificial
immune systems(AIS), and artificial bee colony (ABC) algorithms [20].

In an evolutionary process, many components are stochastic. The crossover
and mutation are based on information that will be exchanged during evo-
lution and usually performed in a random manner. However, the selection
operators can be either stochastic, or deterministic. The general scheme of
an EA can be given as in Algorithm 1 [76].

The main components of evolutionary algorithms include [76]:
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Algorithm 1: The general scheme of an EA.

1 Initialise A population of individuals of the first generation;
2 while not stop do
3 Evaluate all individuals of the current generation (computing the fitness);
4 Select parent(s) from the current generation population;
5 Create new individual(s) (offspring) using genetic operators on the selected

parents;
6 Evaluate the offspring;
7 Form new generation population consisting of new offspring (some selected

parents can be included) ;

8 end

• Representation

When using an EA to solve a problem, the representation of the in-
dividuals should be specified. Such individuals can be seen as com-
plex structured phenotypes and represented by corresponding geno-
types. There are common representations such as bit-strings, permu-
tations of integers, real-valued vectors, or trees.

• Fitness function

To evolve the population, there is a need to measure how good the
solutions are. Therefore, designing a suitable fitness function is very
important. Evaluating such functions may be computationally ex-
pensive.

• Initialisation

The initial set of solutions is usually created randomly by sampling
of the search space. Such sampling can be performed uniformly.
However, uniform sampling might not be well-defined in some search
spaces such as parse-tree spaces. Another common practice is to in-
clude some pre-known good solutions in the initial population.

• Selection
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To generate a new generation out of the current one, selected individ-
uals (parents) are used to produce new individuals. However, how
these parents are chosen? The answer of this question defines the
selection component of EA. Selection is usually based on the fitness
values of the individuals. Usually, fitter individuals have higher pos-
sibility to be selected than others. However, some chances should be
given for selecting less fitted individuals.

• Crossover

Crossover operators exchange the information between selected par-
ents to generate new offspring. Its idea is that parents that can achieve
good fitness values include building blocks, i.e. good parts (partial
solutions), and recombining such parts might increase the fitness of
their children. Nevertheless, crossover can be performed in many
other ways.

• Mutation

Mutation is the process of changing parts of the selected individual
to produce a new one. Mutation maintains genetic diversity from
the current generation to the next. It is inspired from biological mu-
tation, where one or more genes are altered in a chromosome. Al-
though mutation could be implemented in different ways, it is com-
mon to modify the genotype with a small probability (e.g. flip some
bits of a bitstring).

• Termination criterion

To have a practical EA algorithm, a reasonable stopping criterion
should be used to avoid the time consuming optimisation infinite
process when the optimal solution can not be found. A common
used strategy is to state a maximum number of generations. Another
criterion is to stop if there is no considerable improvement achieved
after a pre-defined amount of time or generations.
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• Setting the parameters

To design an EA, a number of parameters should be specified. Exam-
ples of these parameters are selection size, population size, crossover
probability, and mutation probability. The main challenge here is
how to set such parameters. The combined influence of all parame-
ters should be considered as the effect of one parameter is often un-
predictable. Most studies rely on empirical selection for the values
of the parameters.

Exploration and exploitation are two crucial concepts in EAs [75]. The
idea behind exploration is that the current best-so-far solutions might be
local optima and there is a need to explore different new regions of the
search space aiming to find better ones. However, the exploitation idea is
to keep searching around the best-so-far solutions hoping that their neigh-
bourhood contains even better solutions.

2.1.2.2 Genetic Programming

Genetic programming (GP) is an EC technique that generates computer
programs for solving a given problem [21]. GP has a wide range of ma-
chine learning applications including classification [137, 5, 6, 150, 117, 77],
and regression [18, 95, 42]. Moreover, GP has many important applications
[253] such as optimisation, scheduling, systems modelling, and signal pro-
cessing. There are several advantages of GP. Firstly, there is no need for
prior knowledge on the structure of the solution. Another advantage is
that it can represent the solutions using a flexible representation which is
suitable for human reasoning.

GP works on a set of individuals called population, each of them repre-
sents a potential solution to the underling problem. To use GP for solving
a problem, Koza [124] states that there is a need to specify:

• The terminal set: inputs that can be constants or variables.
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• The function set: functions that are domain specific and combined
with the terminal set for constructing potential solutions to the con-
sidered problem.

• The fitness function: it is an objective function that measures how
the solution is appropriate to the problem in question.

• The control parameters set: This set defines the GP settings such as
probabilities of the crossover and the mutation and the size of the
population.

• The termination criterion: It is a predefined parameter to state when
the evaluation process should be stopped. Commonly used criteria
include the number of the generations and the fitness error tolerance.

There are different variations for GP such as strongly-typed GP [160],
Linear GP [33], and Grammatical GP [251, 156]. A description of the key
components of standard tree-based GP is given below.

• Representation

Commonly, GP individuals are represented as trees. The terminal
nodes (leaves) of such trees take their values from the terminal set
which can be randomly generated constants, or selected from a set
of given feature values. Whereas the non-terminal nodes are taken
from the function set representing operations to be performed on the
output values of their child nodes which can be simple (e.g., arith-
metic operators such as +, -, and *), or more complex (e.g., loops).

• Initialisation

The GP process starts with generating an initial population of a num-
ber of initial individuals considering the minimum- and maximum-
depth of the generated trees. There are three popular initialisation
methods. The first one is called full method which generates an in-
dividual by randomly selecting elements from the function set until
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reaching a pre-defined maximum depth. The leaf nodes are then
populated randomly by elements from the terminal set. The second
one is the grow method which is similar to the full method, however,
it selects from both function and terminal sets. Therefore, the branch
stops growing at that point where a terminal node is selected. To em-
phasise the diversity of the initial individuals, the two methods are
combined in the ramped half-and-half method. In this method, half
of the individuals are generated using the full method and the other
half is generated using the grow method.

• Fitness evaluation

The evaluation is very essential in GP to measure how good an evolved
program is. The specification of the fitness function is critical as it is
used to assess the performance of the whole evolutionary process.
The fitness function is related to the problem to be solved. For ex-
ample, for a classification problem, the fitness function can be the
accuracy and it can be the prediction error for a regression problem.

• Selection

The selection is the process of identifying which individuals from
the current generation will be used to produce new individuals for
the subsequent generation. The fitness value is used to assess the
chances of an individual to be selected. Hence, fitter individuals
are more likely to be selected than others. However, involving poor
individuals might help produce a better generation as it increases
the diversity of the individuals. One of the selection methods is the
roulette wheel selection method. It works by randomly selecting
a program from the current generation, where the selection prob-
ability is based on the fitness values. This step is repeatedly per-
formed to select a number of individuals. Another popular selec-
tion method is the tournament selection method. In this method, a
predefined number (tournament size) of individuals are randomly
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sampled from the population and then the best one is selected which
gives a chance for all programs to be drawn in the first step regard-
less of their fitness values. However, it requires to set an extra pa-
rameter which is the tournament size.

• Genetic Operators

A number of genetic operators are used to produce the subsequent
generation programs (children) from the programs of the current
generation (parents). There are three genetic operators in GP: 1) re-
production, 2) crossover, and 3) mutation.

1. Reproduction

Reproduction copies the selected individuals from the current
generation to the subsequent one [125]. The copied individu-
als are selected from the current population based on the fit-
ness values [126]. However, the selection of the best programs
is not guaranteed. If it is asserted that the best individuals are
selected, it is called elitism, which aims to maintain the achieved
level of performance and prevent it from degrading in the sub-
sequent generations. This operation ensures that the next gen-
eration is at least as good as the current one.

2. Crossover

The crossover operator exchanges genetic materials from indi-
viduals of the current generation (parents) to create new in-
dividuals (children) for the subsequent generation. The par-
ent individuals are selected using one of the selection meth-
ods. After that, a crossover point is chosen in each tree, and
then sub-trees are swapped at the crossover points. There are
several methods for the crossover operator such as one-point,
two-point, uniform and half-uniform, cut and splice, and three-
parent crossover [183].
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3. Mutation

The mutation operator uses only one parent from the current
population to produce the offspring. After selecting the parent
from the current population, a mutation point on this parent
tree is randomly selected, and another generated parent tree re-
places the sub-tree at that point in order to generate the new
child. The main difference between crossover and mutation is
that crossover combines the existing genetic material, whereas
mutation allows producing new genetic material by using newly
generated sub-trees.

2.1.3 Incomplete Data

2.1.3.1 Data Missingness

There are different categorisations of missing values [72] including miss-
ing completely at random (MCAR), missing not at random (MNAR), and
missing at random (MAR). In MCAR missingness, the missing values are
a random subset of the given data set with a completely random reason.
In this kind of missingness, the missingness probability of a value is not
related to any other value. When missing values are MCAR, most han-
dling missing techniques give unbiased results [72]. This is because no
gain can be guaranteed by analyzing the available data to estimate associ-
ations with missing values. For MNAR missingness, the probability that
a value is missing is related to non-observed information [198]. Due to
the lack of valuable information, there is no universal method to handle
this type of missingness. Usually, missing values are neither MCAR nor
MNAR [72]. Instead, the probability of missingness is commonly related
to information that is present, i.e., missingness depends on other existing
values. This type of missingness is called missing at random (MAR). This
term is confusing, however, it can be justified as missing values may in-
deed be considered random conditional on other values [198]. When the
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missingness is MAR, most statistical techniques for handling missing val-
ues give biased results [198]. However, more sophisticated methods (e.g.
regression-based multiple imputation) may give good results [72].

2.1.3.2 Handling missing values

The methods for handling missing values can be categorised into three
different approaches as follows [90].

1. Deletion of incomplete cases and learning using only the complete
data portion [90]. This approach is simple but it might cause a loss
of informative data.

2. Imputation of missing values and learning using a complete data set
with the imputed ones [206, 142, 8]. This approach enables the use
of different learning methods but usually, it is time-consuming.

3. Machine learning implicit procedures that can directly deal with in-
complete instances in the application process without explicitly esti-
mating the missing values such as decision trees [191, 249], fuzzy ap-
proaches [26, 167], and ensemble methods [127, 106]. This approach
avoids the overhead of imputation but this might come at the ex-
pense of the accuracy that could be gained if the missing values are
recovered effectively.

2.1.3.3 Data Imputation

This thesis will focus on the imputation approach. Here we provide a brief
background on missing value imputation. For more details, the reader is
refereed to [219], where a systematic review of machine learning-based
incomplete data imputation techniques is presented.

There are two main types of imputation: single imputation and multi-
ple imputation. Single imputation directly replaces missing values by es-
timated ones based on observed data. Popular single imputation methods
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include: mean imputation, mode imputation, cold deck imputation, hot
deck imputation, KNN imputation, and regression imputation [142, 60].
The common problem with single imputation is that it ignores uncertainty
and underestimates the variance [199]. Multiple imputation addresses this
problem by considering both within-imputation uncertainty and between-
imputation uncertainty [216].

In multiple imputation, multiple complete copies of the data are pro-
duced each for independent estimates for the missing values. Conditional
on observed data, a posterior distribution of missing data is modeled to
draw a random sample and create several imputed data sets reflecting the
uncertainty about imputation [207]. Then, standard statistical analysis is
conducted on the imputed data sets separately and the results are com-
bined to get an estimated value [216].

Some methods are widely used for imputation [22, 8]. K-nearest neigh-
bour (KNN) is used to impute the missing values by averaging the k most
similar instances. Another method is random forest (RF), which is used
for imputation by employing decision trees to predict the missing values
based on the non-missing ones. It starts by replacing the missing data with
the average of the corresponding complete values and then iteratively im-
proves the missing imputation using proximity.

2.1.4 Feature Selection and Instance Selection

2.1.4.1 Feature Selection

Feature selection is the process of finding a small necessary and sufficient
representative subset of the available features [116]. Typically, this can be
done by choosing a subset leads to a better performance than all other
subsets [166]. The performance can be the prediction accuracy [119].

In feature selection, the two main components are the search strategy
and the evaluation criteria [256]. The search strategy tries to find the best
feature subset(s). This procedure might start with an empty subset, full
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feature set, or a random subset of features and then applies a search strat-
egy for finding an optimal feature subset [134]. Traditional feature selec-
tion methods such as sequential forward selection (SFS) [252], sequen-
tial backward selection (SBS) [152], sequential floating forward selection
(SFFS), and sequential floating backward selection (SFBS) [186] have the
disadvantage of getting into local optima easily. Therefore, more efficient
global search methods are utilised.

EC techniques such as PSO, GA, and GP have been applied success-
fully to feature selection [168, 258, 211, 136]. This is due to the ability of
these methods to perform a global search on a population of possible so-
lutions. However, applying these evolutionary computation methods on
high-dimensional problems is still a challenge in this field [256].

Based on the evaluation criteria, feature selection methods can be clas-
sified as wrapper, filter and embedded approaches based on the way of
involving a learning algorithm in evaluating the quality of the feature
subsets [145]. Filter feature selection methods do not require learning al-
gorithms during the selection process as the features are selected based
on data properties such as distance, information, dependency and consis-
tency [55]. Wrapper methods use a learning algorithm for evaluating the
features during the selection process. For the embedded feature selection
methods, the features are selected while building the learning models si-
multaneously.

In comparison between the different methods, wrapper methods usu-
ally obtain better performance. However, filter methods are usually com-
putationally less expensive. Feature selection methods are also categorised
into single objective approaches and multiobjective approaches based on
the number of considered objectives, e.g. accuracy maximisation, dimen-
sionality minimisation, and complexity minimisation [221].
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2.1.4.2 Instance Selection

In learning tasks, a training set of instances is used to build a model that
can then predict the label of new unseen test instances later. Sometimes,
not all training instances are useful for the learning algorithm. Therefore, a
better performance (or at least acceptable with respect to some measures)
can be achieved when ignoring some of the available instances. Such pro-
cess is called instance selection [169].

The goal of the instance selection is to obtain a subset of the training
instances such that the performance using the selected instances is better
or at least not significantly worst than the original ones [35]. As instance
selection reduces the number of training instances, the training time might
be decreased. Instance selection methods can be classified into incremen-
tal methods and decremental methods [144]. In the incremental approach,
the selection starts with an empty subset and augments the selected in-
stances incrementally by including instances from the training set during
the selection process. However, the decremental methods start with the
full training set and reduce them decrementally by removing instances
along the selection [169]. Similar to feature selection, the instance selection
methods can be categorised based on the evaluation criteria into wrapper,
filter and embedded methods according to how a learning algorithm is
involved [169].

Many wrapper methods are usually based on the k-NN classifier [53]
such as the Condensed Nearest Neighbour (CNN) [96], Selective Nearest
Neighbour rule (SNN) [196], Generalised Condensed Nearest Neighbour
rule (GCNN) [50]. Unlike wrapper methods, filter instance selection meth-
ods are not based on a learning method for selecting the instances from the
training set. The border instances of a class are useful for preserving the
class discrimination regions [254, 35]; therefore selecting border instances
is the main focus in many filter instance selection methods.

The use of clustering for instance selection is adopted in [159, 242, 243].
The main idea is to split the training data set into clusters and select the
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instances at the centers of the clusters. In [159], the Generalised-Modified
Chang Algorithm (GCM) is presented. This method works by merging
the same-class nearest clusters and then selecting the centres of the new
merged clusters. In [242], a method called the Nearest Sub-class Classi-
fier (NSB) is proposed by allowing the selection of different number of
instances for each class using the maximum variance cluster method pre-
sented in [243].

Several EC-based methods have been used for instance selection [130,
129, 38]. The main idea is as follows. Provide individual representation
such that each individual determines a set of instances and evaluate the
individuals according to a fitness function (e.g. classification accuracy in
wrapper instance selection context). For example, in GA-based instance
selection, the individuals are represented as bit strings. The length of these
individuals equals the number of instances. The bit with a “1” value in-
dicates that the corresponding instances is selected and the “0” bit means
it is not selected. The instances that correspond to 1-bits are then used to
evaluate the individual by a learning algorithm. The best individuals are
then selected and used to generate new ones using evolutionary opera-
tors. The process is repeated iteratively (generations) and the best indi-
vidual from the final generation is selected. In [89], a memetic algorithm
for instance selection and an approach named Clonal Selection Algorithm
(CSA) is proposed.

2.1.5 Transfer Learning

Transfer learning (TL) is a learning paradigm that extracts knowledge gained
while solving one problem/domain (called a source problem/domain)
and uses it to solve a different but related problem/domain (called a tar-
get problem/domain). Three main questions need to be considered when
developing a transfer learning method [174]:

1. What to transfer?
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2. How to transfer?

3. When to transfer?

2.1.5.1 Transfer Learning Categorisation

Based on how the first question is addressed, transfer learning methods
can be further categorised into four categories [250]: instance-based trans-
fer learning, relational-based transfer learning, parameter-based transfer
learning, and feature-based transfer learning. Instance-based transfer learn-
ing implies that the knowledge transferred from the source domain to the
target domain consists of data instances. In relational-based transfer learn-
ing, this knowledge represents relationship between the data in the source
and target domains. Parameter-based transfer learning works by transfer-
ing parameters that are share between the source and the target tasks. Fi-
nally, feature-based transfer learning is when the knowledge that is trans-
ferred are the learned feature transformations.

One way to transfer knowledge between different domains is by con-
structing feature-based transformations [174]. These transformations work
by finding suitable feature representations to make different domains close
to each other. The closeness can be measured based on the performance of
the algorithm, the domain distribution mismatch, or both. Feature-based
transformations can be symmetric or asymmetric [84]. The symmetric
transformations map both domains to a third domain with a common fea-
ture space, and the asymmetric transformations map one domain to the
other. When the feature space is similar in the different domains transfer
learning is called homogeneous transfer learning and it is called hetero-
geneous otherwise. The transfer learning outcome is positive (negative) if
it leads to a better (worse) performance compared with the case of learn-
ing in the target domain alone (i.e. traditional learning without transfer
learning).
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2.1.5.2 Transfer Learning with Incomplete Data

There are a few studies that employ transfer learning for handling the
missingness issue. In [269], a transfer learning-based deep neural network
imputation method is proposed to estimate missing gene expression val-
ues from DNA methylation data. This work is validated on a biological
domain achieving a better performance than the case of not using transfer
learning. In [248], a transfer-based additive least squares support vector
machine (LS-SVM) classifier for handling missing values is proposed. It
simultaneously identifies the contribution of each incomplete instance in
the classification error using a fast leave-one-out cross validation strategy.

This method is evaluated on seven data sets showing at least compa-
rable, if not better, results compared to the complete case strategy, mean
imputation, and k-nearest neighbor imputation based on the standard LS-
SVM and support vector machine classifiers performance. However, there
are some notes on this work.

First of all, the source and target data sets are subsets of the original
data, where the complete instances form the source domain and the in-
complete ones represent the target domain. This setting may not guaran-
tee the distribution difference between the domains as the missingness is
synthetically imposed on instances that come from the same domain of
the complete ones. Moreover, this artificial missingness was inserted in
only the first three top ranked feature(s) based on wrapper and filter tech-
niques, then modified their values to unknown. However, there are some
issues.

It seems to misconsider the missingness mechanism, viz. MAR, MCAR,
and MNAR, that affects the control of the experiment settings, and, sub-
sequently, the validity of the obtained results. Another issue is the depen-
dency on the ranking methods, which could be avoided by considering
more features to impose the missingness.
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2.2 Related Work

2.2.1 Symbolic Regression

Symbolic regression is a methodology that automatically generates math-
ematical models that describe relationships on given data.

There are several techniques that have been used to perform symbolic
regression. Although GP has been considered as the dominating approach
for symbolic regression, other EC-based methods have been also proposed.
Moreover, several non-EC approaches have been utilised for developing
symbolic regression methods.

2.2.1.1 EC-based Symbolic Regression

GP has been typically applied to solving symbolic regression problems
[123, 124]. After many years GP is still by far the most dominating ap-
proach for symbolic regression. This is due to several several advantages
of symbolic regression via GP including [247]

• No assumptions on the model structure are required.

• An implicit sensitivity analysis of the inputs and feature selection is
performed.

• Independencey of input features is not pre-assumed.

Different variations of GP-based methods have been proposed for sym-
bolic regression. Grammatical evolution (GE) is used for symbolic regres-
sion in [173]. The application of GE requires employing a search strategy
(e.g. simulated annealing, hill climbing, random search, and GAs) and the
performance relies on the used search strategy. In [260], analytic program-
ming (AP) is used for symbolic regression. It is based on GP and Hilbert
spaces aiming to address the representation of a symbolic model. The re-
ported comparisons show that AP is equivalent to GP on the considered
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tasks. However, it needs to be expanded with more comparative analysis
focusing on the complexity of the addressed problems.

A large-scale GP cloud computing system called FlexGP is presented
in [210]. GP is improved via massive data-parallel ensemble learning and
employed for symbolic regression on large-scale data sets on the cloud.
FlexGP is a decentralised, fault tolerant parallelisation framework. It runs
many multiple regression GP copies. Each copy is for a different data sam-
ple and different parameters. A fused model is created as these individ-
ual GP learners are evolving in an ensemble on demand manner. In [16],
Multiple Regression GP (MRGP) is proposed by combining all possible
subtrees of an individual tree using LASSO [220].

In [268], a methodology called self-learning gene expression program-
ming (SL-GEP) for improving the efficiency and search accuracy is pro-
posed. One of the main features of SL-GEP is to represent each chromo-
some with sub functions that can be used for constructing the final solu-
tion. Another important feature of the proposed SL-GEP is using differ-
ential evolution to develop a new search mechanism. SL-GEP is evalu-
ated using fifteen symbolic regression problems. The experimental results
show that SL-GEP outperforms several state-of-the-art algorithms in terms
of the search efficiency and the accuracy of symbolic regression.

Vanneschi et.al. [238] presented a new method for population initiali-
sation in GP named Evolutionary Demes Despeciation Algorithm (EDDA).
This method is then applied to Geometric Semantic GP (GSGP). The per-
formance of the presented method is evaluated experimentally on six com-
plex real-life symbolic regression problems. On all the considered prob-
lems, the proposed initialisation technique has been shown to allow gener-
ating solutions with comparable or even better generalisation ability, than
the ramped half-and-half method, with significantly smaller size of the
solutions.

In [239], a parallel and distributed GP system called Multi-Population
Hybrid GP (MPHGP) is presented. In this system, two sub populations
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run in parallel: one for a Multi Objectives GP (MO-GP) algorithm and the
other sub population for Geometric Semantic GP (GSGP). The two evo-
lutionary processes run simultaneously and the individuals are migrated
among them based on a predefined synchronisation time. The proposed
system MPHGP is evaluated on five symbolic regression real-life applica-
tions, showing its ability to get the advantages of both MO-GP and GSGP
as well as mitigating the problems of the two methods.

In [181], a new general GP approach is developed to solve recursive
nature problems [180]. One of the methods is for solving common recur-
sive problems (GPCR) and the other is domain independent GP method
that aims to solve generic problems with recursive structures (GPGR). The
performance of the new method is compared against nine algorithms on
sixteen different problems of 4 different types where one of them is sym-
bolic regression. Kushida [131] proposes a modified CAP to introduce
symbiotic relationship between aphids and ants. The performance of the
proposed method is examined on symbolic regression problems.

In [192], a hybrid method for symbolic regression is proposed by com-
bining a variation of GP called Kaizen programming and relevance vector
machine. Unlike traditional EC algorithms where a single individual is a
complete solution, this method proposes a solution based on linear com-
bination of basis functions built from individuals during the evolving pro-
cess. Basis functions are essential functions that can be used to composite
new functions.

Several studies focus on using geometric semantics in GP proposing
different operators such as semantic-aware initialisation, search, and se-
lection. Chen et.al. [43] investigated the geometric crossover with angle-
awareness and its impact on improving the learning ability performance,
generalisation performance, the program size, and the computational cost.
For evaluation, six popular symbolic regression benchmark problems are
considered and the results showed that the proposed method has better
learning performance and more generalisation ability.
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In [12], a continuous neural encoding approach is proposed to im-
prove linear representation in GP for symbolic regression. A Model-based
GP approach is proposed for symbolic regression of small expressions
in [245]. This work uses a gene-pool optimal mixing evolutionary algo-
rithm (GOMEA) model-based EA framework for symbolic regression. In
[31], Zoetrope GP (ZGP) algorithm is proposed based for symbolic regres-
sion. ZGP representation employs repeated fusions starting by partial ex-
pressions and gradually generating more complex expressions to end up
with new features. The produced features are then combined to fit the
given data in linearly. In [212], standard gradient boosting is modified
by replacing the embedded weak learner in favor of a strong(er) one to
present symbolic-regression boosting (SyRBo). Experimental results on
about 100 regression data sets show that adding a small number of boost-
ing stages—between 2 and 5—to a symbolic regressor, significantly im-
proves the symbolic regression performance.

Bloat is a problematic issue in GP, where unnecessarily large programs
are evolved without much gain in the fitness. This causes excessive use
of computing resources (e.g. processor and memory) and evolves models
with poor generalisation ability. To address this issue, a multi-objective
(MO) technique is combined with local search for symbolic regression in
[140]. In [128], adding constraints on the function and its derivatives for
the incorporation of prior knowledge in symbolic regression is investi-
gated. This is done by proposing two algorithms. The first algorithm is an
extension of tree-based GP, where infeasible solutions are discarded in the
selection step. The second one is a two population evolutionary algorithm
that separates the feasible from the infeasible solutions. The methods are
evaluated on a set of synthetic and real-world symbolic regression tasks.
Shape-constrained polynomial regression produces the best results for the
test set but also significantly larger models.

EC-based method called an artificial immune system (AIS) is used for
symbolic regression [107]. AIS is similar to GP as the programs are repre-
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sented as trees, however different components of the evolutionary process
of GP are translated into the immune metaphor. The experimental results
show that the AIS method typically converges slightly quicker than the
standard GP method. However, the size average of trees evolved using
AIS is larger than that of using GP.

In [135], a variation of Grammatical Evolution (GE) is proposed by in-
corporating imitation learning. This study presented an introduction to
social learning and evaluated the proposed method on a set of bench-
mark symbolic regression problems. The results obtained are promis-
ing comparing to canonical GE. To improve the existing algorithm, meta-
frameworks of social learning could be used in the design of new search
algorithms. In [132], Feature Engineering Automation Tool (FEAT) is de-
veloped. FEAT is a stochastic optimisation that provides a representation
with explicit variable dependencies. Recently, a method called Interaction-
Transformation Evolutionary Algorithm (ITEA) is proposed in [58]. This
method constructs generalised additive models that include interactions
between features.

2.2.1.2 Non-EC Methods for Symbolic Regression

A non-EC method called Fast Function Extraction (FFX) is proposed for
symbolic regression in [155]. FFX uses a path-wise regularised learning
technique for pruning a large set of candidate basis functions down to a
smaller compact set of models. In [41], another non-EC real-time algo-
rithm for symbolic regression is proposed. This algorithm is called Elite
Bases Regression (EBR) and it works by generating a set of candidate ba-
sis functions coded with parse-matrix by specific mapping rules. Some of
the elite bases are updated iteratively based on the correlation with the
target model. The regression model is then spanned by the elite bases. A
comparison between EBR and FFX is conducted and the reported results
indicate that EBR is able to solve symbolic regression problems more ef-
fectively. However, several control parameters should be tuned in the EBR
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method. Moreover, the method needs to be modified to improve its appli-
cability to complicated real-world applications (e.g. data with nonlinear
correlation).

Deep learning is arguably the most active and successful machine learn-
ing field in the last decade. Research in deep learning led to revolution-
ary advances in different AI areas demonstrating ground-breaking per-
formances on many learning tasks such as computer vision and natural
language processing. Conversely, due to its lack of interpretability, deep
learning was not a favourable approach for symbolic regression. However,
recently, the success story of deep learning has been extended to symbolic
regression. Lample and Charton [133] show that neural networks can be
successfully utilised for tasks in mathematics, such as solving symbolic in-
tegration and differential equations. They propose a syntax for represent-
ing mathematical problems, and methods for generating large data sets
that can be used to train sequence-to-sequence models. In [54], a general
approach, based on Graph Neural Networks (GNNs), to purify symbolic
representations of the learned deep models is developed by introducing
strong inductive biases.

In [114, 113], a demonstration system is presented for deep symbolic re-
gression based on reinforcement learning. The system visualises the best
discovered expressions during training and allows the user to guide the
process by changing hyper-parameters and selecting expressions manu-
ally. In [29], a fully-convolutional sequence-to-sequence model is applied
to discover symbolic equations from numerical data. The goodness of this
approach is shown by both a qualitative and a quantitative analysis on a
large set of mathematical expressions. In [115], a neural network-based
architecture called the equation learner (EQL) network is used for sym-
bolic regression. The EQL architecture is integrated with other deep learn-
ing architectures such that the whole system can be trained end-to-end
through backpropagation. To show the effectiveness of such systems, dif-
ferent symbolic regression tasks are conducted.
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In [36], a supervised machine learning tool called Feyn is introduced
for symbolic regression. The simulation engine that powers this tool is
called QLattice. QLattice is a supervised machine learning tool inspired
by Richard Feynman’s path integral formulation, that explores many po-
tential models to solve a given problem. QLattice formulates these models
as graphs that can be interpreted as mathematical equations, allowing the
user to completely decide on the trade-off between interpretability, com-
plexity and model performance.

2.2.2 Evolutionary Computation-based Imputation

Evolutionary computation algorithms have been used for estimating miss-
ing values [222]. The used techniques include GAs, particle swarm opti-
misation, GP, and hybridisation between EC and non-EC methods.

There are several GA-based imputation methods for classification on
incomplete data. In [88], GA is used to impute missing values in multi-
variate data. In [147], a multi-objective GA is used to build an imputation
method which can deal with both numeric and nominal features. In [185],
a GA is used to impute missing values in discrete features by searching
for the most suitable value for each missing value. In [176], an imputation
method based on GA that uses domain values for the feature as pool of
solutions is proposed. The fitness function is the classification accuracy
on decision tree classifier. In [148] a GA-based imputation method is pro-
posed for pattern classification on incomplete data.

In [81], GAs for missing value imputation in time series is proposed. It
minimises an error function derived from considering the auto-correlation,
the mean, and the variance. GA-based imputation for missing data in time
series is also presented in [81, 87]. In [57], an imputation method using
GA for clustering is presented. This method is called EACImpute and it is
based on the assumption that clustering can be useful for the imputation
purposes.
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In [91], two imputation methods are proposed by combining PSO, au-
toassociative extreme learning machine (AAELM), and evolving cluster-
ing method (ECM). PSO which simultaneously minimises two errors is
used for the selection of the values. The first error is the mean square error
between the covariance matrix of the complete data and the covariance
matrix of all data including the imputed ones. The second one is the ab-
solute error between the determinants of the two covariance matrices. In
[203], a hybrid imputation method combining PSO and Fuzzy C-Means
(FCM) is implemented. The FCM is used to extract the similar complete
instances. Then, PSO is applied to optimise the records based on informa-
tion from the incomplete instances. In [202], a Fuzzy Swarm imputation
method is proposed. A fuzzy-based clustering of the complete instances
is firstly applied as a preprocessing stage to fill in the missing values, and
then PSO is used to optimise the imputation. These methods showed bet-
ter performance than popular non-EC methods.

2.2.2.1 GP for Incomplete Data

GP-based imputation methods have been successfully used for classifica-
tion. A GP-based multiple imputation method that utilises the symbolic
regression prediction ability of GP to estimate missing values in classifica-
tion data sets is proposed in [223]. To impute incomplete test instances, the
whole data (including the training set) are used to build regression models
whose target is the feature that contains missing values. The model with
the smallest fitness value is then applied to estimate the missing values.
This process is repeated for each incomplete feature. In [225], the GP-
based imputation is modified to have two separate processes; the training
process and the test process. In the training process, imputation regression
models are constructed using the training data set. The test process is then
performed to impute single test instances by applying the constructed im-
putation regression models. In [230], multiple imputation and GP are com-
bined to evolve classifiers on data with missing values. Common patterns
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of missing values are firstly extracted and GP is then used to construct a
classifier for each pattern.

2.2.2.2 Interval-valued GP for Incomplete Data

Interval arithmetic is a technique that enables calculating arithmetic oper-
ations (e.g. addition) on interval-valued elements instead of single-valued
numbers. With interval arithmetic, GP outputs intervals rather than point
predictions in [205]. In [110], interval-valued GP (IGP) is used to make
sure that the models produced by GP do not result in undefined values.
In [65, 64], IGP is extended with interval-aware search operators to reduce
the number of invalid solutions obtained during the search process. Re-
cently, some attempts have been taken for utilising IGP in dealing with
incomplete data.

In [226], GP-based multiple feature construction (GPMFC) is success-
fully extended by using IGP to directly construct features for classifica-
tion on incomplete data. However, this method did not solve the problem
of incompleteness directly and the classifiers still need to be able to clas-
sify incomplete data. The classifiers used in [226] are tree-based classifiers
that have the ability to implicitly select the features while constructing
the models. They compared their proposed method with the approach of
combining imputation and feature selection. Their method showed better
performance than the simple imputation of using the mean value but not
better than the case of using more advanced imputation method (e.g. mul-
tivariate imputation by chained equations, MICE). In [224], IGP is utilised
to directly construct classifiers for incomplete data. The results show that
IGP has more effectiveness and efficiency than the case of combining tra-
ditional GP with imputation. Moreover, it outperforms some popular clas-
sifiers that can directly classify data with missing values such as C4.5 and
CART. IGP is improved in [232] by incorporating ensemble learning.

Existing IGP-based methods are specifically designed for classification
and did not achieve acceptable results when we tried to adopt them for
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symbolic regression on incomplete data. This is because the designed fit-
ness functions are based on comparing specific points of the produced
IGP intervals with the desired class labels. Therefore, there is a need for
a new error measure that fits the symbolic regression case. Besides, the
feature selection, which can bring benefits to the symbolic regression per-
formance, is not considered in these methods.

2.2.2.3 Symbolic Regression on incomplete data

In symbolic regression research, the most common strategy to deal with in-
complete data is to delete the instances having missing values [63, 74, 48].
However, there are some studies that uses different approaches. The appli-
cation of evolutionary system combining GP with Evolutionary Strategy
(GPAES) for symbolic regression on incomplete data is presented in [34].
The method employs many heuristics. Evolutionary strategy is used in
each GP cycle for each individual for parameters optimisation. The exper-
imental results are obtained using synthetic data using a dynamic model
called the Lorenz attractor system. The main limitation of the presented
method is the enormous computational complexity.

In [246], the missingness is treated as having imbalanced data in certain
regions of mathematical functions. A framework for automatic weighting
of data samples is suggested taking into account the relative importance of
the samples. This importance is by four schemes related to proximity, re-
moteness, surrounding, and nonlinear deviation from nearest neighbours.
The methods are used to balance synthetic data drawn from mathemat-
ical functions. The applicability of this methods should be validated on
real-world incomplete data.

As far as we know, the only studies that consider imputation for sym-
bolic regression are [178, 34]. However, they have some limitations. [34]
considered only artificial functions, while in [178], missing values are sim-
ply replaced with corresponding feature values from other instances.

Most of the proposed EC-based imputation methods are developed for
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the classification task. There is no much work on symbolic regression.
Moreover, the existing imputation methods might not be applicable to
symbolic regression effectively as they are developed for other tasks (e.g.
classification). Therefore, more investigations should be done for symbolic
regression tasks.

2.2.3 High-dimensional Symbolic Regression

Dealing with high-dimensional data is still a challenge, limiting the prac-
tical applicability of symbolic regression on several real-world problems.
Therefore, several studies have been conducted on mitigating the dimen-
sionality issue in symbolic regression.

In [154], symbolic regression on data sets with hundreds of features is
addressed using non-traditional GP technique. This technique is designed
based on GP, latent variables, and nonlinear sensitivity analysis. The tech-
nique is verified on 24 circuit modeling problems. There is a need to val-
idate such methods on different real-world problems with higher dimen-
sions. In [214], the requirements for feature selection on high-dimensional
data sets with respect to various feature importance aspects are explored
using symbolic regression and random forests. Feature selection is val-
idated on several problems to identify the conceptual differences in the
generated feature importance.

For high-dimensional symbolic regression, a two-stage feature selec-
tion method is presented in [44]. The evolutionary process is split into
two phases. The first phase provides a set of candidate important features.
This set is then used in the second phase to improve the generalisation of
GP models. With the same goal, a feature selection method is proposed in
[48]. This method works by integrating a permutation measure, used in
random forest regression, to obtain the importance of features that appear
in the GP models. A similar approach is proposed in [66], where the per-
mutation measure is employed for feature selection based on the influence
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of a feature within a GP model.
In [49], a feature construction method is developed based on GP for

high-dimensional symbolic regression. This method is named GP with
embedded feature construction (GPEFC). In GPEFC, new informative build-
ing blocks on fitter individuals are tracked and used to construct new fea-
tures that dynamically augment the terminal set of GP. The reported ex-
perimental results showed that GPEFC is able to evolve more compact
models efficiently. Moreover, it outperforms the standard GP with respect
to both generalisation performance and learning ability. However, effect
of the detected building blocks and the relationship between the generali-
sation ability and the new features has not been investigated.

In [121], deep learning-based feature selection is utilised in classifica-
tion based on symbolic regression process. Feature selection is handled
in the deep learning layer by performing a series of individual linear dis-
criminant analysis including sequential minimal optimisation (SMO) and
bees algorithm enhancements. However, none of these studies considers
incomplete data in symbolic regression.

As can be seen, the existing methods to mitigate the high-dimensionality
issue in symbolic regression use complete data sets. These methods might
need to be adapted for dealing with incomplete data. Moreover, new
methods are required for handling the missing values in addition to the
high-dimensionality when performing symbolic regression on high-dimensional
incomplete data.

2.2.4 Feature Selection and Instance Selection on incom-

plete data

2.2.4.1 Feature Selection on Incomplete Data

Feature selection is an important preprocessing step in machine learning
but it is usually performed on complete data. However, there are only a
small number of feature selection methods that can be applied to data sets
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with missing values.

In [19], a method for selecting features for classification with incom-
plete data sets is introduced. The method works by determining the Markov
blanket of the target variable, which reflects the worst case assumption of
the missingness mechanism. In [149], a method that performs feature se-
lection directly without imputation is proposed for classification based on
maximising each instance’s uncertainty margin in its own relevant sub-
space. A method that simultaneously carries out classification and feature
selection on incomplete data in an online manner is presented in [109].
For classification 1-NN with a Gaussian mixture model is used. In the ap-
plication stage on test data, the missing attributes are discarded and the
available ones are ranked by feature selection based the trained model.

In [187], mutual information is combined with rough sets to select fea-
tures from incomplete data. In most considered cases, the proposed algo-
rithm showed more effective feature selection results compared with ex-
isting feature selection algorithms on different real-world incomplete data
sets. In [61], a feature selection and classification method is proposed for
incomplete multi-modal high-dimensional data. The method is shown to
produce better performance than the complete case strategy on incomplete
multimodal data.

In [37], an algorithm based on feature selection and partial distance
strategy is proposed for clustering on incomplete high-dimensional big
data and reported results better than existing clustering methods in both
accuracy and computation time. In [266], a framework for selecting fea-
tures on incomplete data is introduced. It starts with relieving the influ-
ence of outliers and then an indicator matrix is employed to avoid un-
observed data to take participation in numerical computation of feature
selection. Experimental results show that the proposed method outper-
formed existing feature selection methods in terms of clustering perfor-
mance on both real and artificial incomplete data sets.

In [227, 228], PSO is combined with a classifier that has the ability of
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classifying incomplete data (e.g. C4.5) for feature selection on incomplete
data. PSO is used to search feature subsets and the classifier is used to
evaluate these subsets. This work is extended by integrating feature se-
lection with bagging in [229]. The experimental results show that combin-
ing bagging and feature selection provides better classification accuracy
than three methods that are using C4.5/REPTree as classifiers and PSO as
a feature selection method. Moreover, it produces less complex models
compared to the case of bagging without feature selection.

In [231], an approach that integrates imputation, clustering and feature
selection for classification on incomplete data is proposed. The number of
instances used by the imputation is reduced by clustering, while relevant
features are selected using differential evolution (DE). However, feature
selection is performed after imputing the missing values in the training
data, which implies the stake of unnecessary overhead of imputing irrele-
vant features, especially with high-dimensional data.

Some feature selection methods can be applied directly to incomplete
data sets for classification tasks [19, 149, 109]. In [209], a hybrid method
is proposed for missing data imputation. The method is based on a fuzzy
c-means, regression, and mutual information. For missing values imputa-
tion, mutual information is used to select the features in each cluster. On
the other hand, the impact of feature selection on incomplete medical data
imputation is studied in [143]. These studies concluded that the feature se-
lection reduces the learning time and improves the imputation accuracy.

2.2.4.2 Instance Selection with Incomplete Data

Instance weighting is employed for transfer learning in GP for symbolic re-
gression in [45, 46, 47]. In [45], an implicit instance selection is performed
to transfer data between different yet related domains. This method is ex-
tended in [47]. However, all these methods consider only complete data.
In [11], principal component analysis (PCA) is used as an instance selec-
tion mechanism and integrated with fully conditional specification and
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Markov chain Monte Carlo (MCMC) for multiple imputation.
In [80], a locality constrained sparse representation is used for instance

selection for data imputation. In [234], the impact of instance selection
on data imputation is investigated. They presented and compared four
different methods for combining instance selection and missingness im-
putation. In the first strategy, imputation is performed then then instance
selection is conducted. In the second strategy, the imputation is done af-
ter performing instance selection. The third and fourth strategies carry
out one more instance selection after the first two strategies. The results
suggest that performing instance selection first then imputation outper-
forms the other three methods. In [194], different imputation methods
are reviewed including evidence chain estimation, class centre-based ap-
proach, decision tree, and random forests, combining instance selection,
fuzzy rough set, and stochastic semi-parametric model.

An investigation on the impact of instance selection on the imputation
performance is also investigated in [102]. This is done by considering the
algorithms DROP3, IB3, and GA, for instance selection and the algorithms
KNNI, MLP, and SVM, for imputation. The data is pre-split into complete
and incomplete data sets and then the selection is performed based on
the complete data. The results show that instance selection can improve
the imputation over numerical and mixed data but not pure categorical
data. However, restricting the selection on complete data only prevents
learning from the knowledge related to the missingness in the training
data to improve imputing new incomplete test data.

2.2.4.3 Feature Selection and Instance Selection on incomplete data

In [52], a method based on the co-evolution approach is proposed to per-
form both instance selection and feature selection. Instance selection and
feature selection are treated as independent subproblems. This method is
developed in a wrapper manner, which utilises a random forest classifier
in the co-evolution process to remove less relevant features and instances,
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thereby improving the overall performance.

The lack of studies that consider performing data pre-processing be-
fore imputation is highlighted in [101]. In this regard, their study aims to
examine the impact of two pre-processing steps, namely, feature selection
and instance selection, on data imputation. IB3 ([2]) is used for instance
selection due to its efficiency while providing reasonable performance.

From our review above, there is no studies considered using both fea-
ture selection and instance selection for symbolic regression on incomplete
data. Therefore, we present this thesis to fill this gap.

2.2.5 Transfer Learning for GP and Symbolic Regression

Evolutionary transfer learning has gained a rapid interest recently [267].
One approach to transfer learning with GP is to extract knowledge from
the evolutionary process in the source domain to be utilised in improving
the evolutionary learning process in the target domain. This knowledge
can be related to the population such as full trees [69, 98] or subtrees [69,
98, 170, 14]. Another kind of knowledge is related to the feature weights
as in [15]. In [105, 103], the transferred knowledge is represented as code
fragments. This approach is related to layered learning and population
seeding [163].

In [86], several classifiers are learned from multiple source domains
and then utilised to vote for document classification in the target domain.
In [46], the source instances are weighted based on their impact on the tar-
get GP-based symbolic regression (GPSR) learning task. Another instance-
based transfer learning method for GPSR is presented in [45], where the
optimal weights for source domain instances are obtained using differen-
tial evolution search. This method is time-consuming when the source
domain has a large number of instances. The work in [45] is extended in
[47], where a more effective and efficient instance weighting framework
for transfer learning in GPSR is proposed. Meanwhile, a distribution es-
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timation is utilised for providing better starting points for the search pro-
cess.

In [163] and [233], GP-based feature transformations evolved in a source
task are transferred to a target task. These transformations are constructed
using multidimensional multiclass GP with multidimensional populations
[162]. The incompleteness issue is referred to as a possible source of an im-
portant impact, however, it was not considered in their study.

In [68], several transfer learning methods for GP are proposed. The
main idea is to transfer a set of good trees or sub-trees from the source
problem to the target one. The methods are evaluated using symbolic re-
gression tasks and the use of transfer learning methods improved the GP
performance on both training and unseen data. Furthermore, the code
growth problem in GP is reduced. Such methods do not handle data prob-
lems such as high-dimensionality and incompleteness.

A transfer learning method for GP called Common Subtrees from Re-
lated Problems (CSRP) is proposed in [170]. This method is dynamic, non-
random, and broadly applicable. The evaluation of the proposed method
is conducted experimentally on symbolic regression problem and Boolean
domain problems. The reported results show that CSRP significantly out-
performed the baseline methods on most considered symbolic regression
problems. The CSRP method should be expanded and another methods
should be implemented and tested to address different tasks (e.g. Boolean
problems). Moreover, some of the investigations on CSRP should be ad-
dressed such as selecting optimal weights of the subtrees and how general
the method. This in turn requires testing CSRP on more problems espe-
cially those utilising real-world datasets, multi-variable symbolic regres-
sion problems, and symbolic regression problems using non-commutative
operators.

In [97], the ability of GP with transfer learning is investigated on differ-
ent transfer scenarios. The impact of transfer learning on the evolutionary
training process is investigated along with an analyses of how to utilise the
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knowledge learnt from the source domain for improving the learning pro-
cess on the target domain. The reported results show that GP with transfer
learning has encouraging performance on different transfer scenarios. The
transferred knowledge is helpful in providing a good initial population for
the target domain, speeding up the convergence, and obtaining better final
solutions. However, these advantages varies in different scenarios.

In summary, transfer learning has recently received an increasing inter-
est in the GP community. Some of the published works adopt the transfer
learning paradigm to address the case of having a small number of in-
stances in symbolic regression tasks. However, these methods deal with
only complete data.

2.3 Summary

The key basic concepts of topics in this thesis are presented in this chapter.
A discussion of the machine learning tasks, evolutionary computation, in-
complete data, feature selection, instance selection, transfer learning, and
related works are provided. As GP and symbolic regression represent core
components of this thesis, this chapter provided a detailed explanation of
them. This chapter also discusses proposed methods on symbolic regres-
sion and analyses the advantages and limitations of those methods.

In the literature, only a few studies have been conducted on symbolic
regression with high-dimensional and large-scale data. However, none of
them considered the incompleteness issue. In fact, symbolic regression on
incomplete data has not been studied adequately even on small data sets.
Therefore, how to deal with missing values in symbolic regression is still
an open research question.

In light of the literature, there are some limitations in the related work
that need to be addressed. These limitations form the motivations of this
thesis and they can be summarised as follows:

• Imputation is the most effective approach to deal with missing data
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in machine learning, however, it has seldom been studied in sym-
bolic regression with incomplete data. Although many imputation
methods (some are GP-based methods) have been developed for han-
dling the missingness issue, they focus mainly on classification tasks.
There is no well-established study to investigate the utilisation of
data imputation in symbolic regression with incomplete data.

• Instance selection is one of the classic techniques to deal with data
quality issues (e.g. noise). It has been successfully used for clas-
sification with incomplete data. However, it has not been used for
symbolic regression on incomplete data.

• Feature selection has been successfully used to mitigate the high-
dimensionality issue. GP has a powerful implicit feature selection
ability, but it has not been considered as a feature selection method
for symbolic regression on incomplete data. Furthermore, the high-
dimensionality issue has been barely investigated in symbolic re-
gression on incomplete data.

• Transfer learning has been an emerging paradigm to improve learn-
ing in domains with limited knowledge. Despite the success story of
utilising transfer learning to compensate for the lack of data in dif-
ferent tasks, no existing work in transfer learning considers the data
incompleteness in symbolic regression.

The following chapters of this thesis are dedicated to showing how we
utilised GP to address these issues.
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Chapter 3

Genetic Programming-based
Imputation for Symbolic
Regression on Incomplete Data

3.1 Introduction

One popular approach to handle incomplete data is data imputation. Im-
putation works by estimating the values of the missing data [202]. The
imputed data can then be used by any learning algorithm. Existing re-
search on dealing with missing values focuses mainly on classification
tasks. Many imputation methods have been developed for classification
on incomplete data [90]. However, in symbolic regression, only a few stud-
ies consider imputation on incomplete data [178]. This chapter aims to fill
this gap by developing an imputation method to handle the missing val-
ues in symbolic regression tasks. GP-based imputation (GPI) is adopted
successfully for classification on incomplete data in [223, 225, 230]. This
chapter shows how GP-based imputation can be utilised for symbolic re-
gression on incomplete data.

Data imputation can be done based on instance similarity basis. A pop-
ular method that follows this approach is KNN-based imputation. An-

57
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other way to impute the missing values is based on utilising regression
algorithms to predict the incomplete features. This approach is based on
feature predictability. An example of this approach is GP-based imputa-
tion. Each of these approaches has the advantage of utilising one aspect
of the data. The first one utilises the relationships of the instances and the
second one employs the relationships between features. However, each
one undermines the other factor.

The design of the proposed method in this chapter aims at combin-
ing both the instance-wise similarity approach and the feature-wise pre-
dictability approach. It utilises the KNN-based instances proximity, while
employing the GP-based feature regression predictability. This strategy
increases the accuracy of estimating the missing values, which in turn im-
proves the modelling of the symbolic regression.

3.1.1 Chapter Goals

The main goal of this chapter is to develop a new imputation method to
improve the performance of symbolic regression on incomplete data. This
method works by combining weighted K nearest neighbour (WKNN) and
GP. WKNN increases the contributions of instances which are close to the
incomplete instances when building the imputation models. Meanwhile,
GP is used to build imputation models to estimate the missing values us-
ing the instances retrieved by WKNN. Specifically, the objectives of this
Chapter include:

1. Developing a hybrid imputation method by combining feature-based
prediction using GP and instance-based similarity using WKNN;

2. Utilising the proposed method for symbolic regression on incom-
plete data with different missingness scenarios; and

3. Investigating whether the proposed method can outperform state-
of-the-art imputation methods with respect to the imputation accu-
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racy, the symbolic regression performance, and the imputation time.

3.1.2 Chapter Organisation

This chapter is organised as follows. In Section 3.2, the proposed method
is presented with a description of how it is used for symbolic regression on
incomplete data. After that, the experiment design is presented in Section
3.3. The experimental results are given and analysed in Section 3.4. Finally,
Section 3.5 draws the conclusions of this chapter.

3.2 The Proposed Method

In this section, the details of the proposed method are presented in terms
of the overall design, the training process, and the test process.

3.2.1 The Overall Design

Two main approaches for imputation are data-driven and regression-based
[90]. In data-driven imputation, the relationships between the data in-
stances are explored to fill in the missing values. The data-driven ap-
proach is powerful when there is a proximity similarity between the in-
stances in the data set. However, it does not adequately utilise the feature-
wise relationships. On the other hand, the regression-based imputation
predicates the missing values in an incomplete feature using regression
models built based on other features. This approach is successful in em-
ploying the regression predictability between features. However, it uses
all available instances without considering their closeness to the incom-
plete instances.

In this chapter, a new imputation method is designed to be both data-
driven and regression-based. Such a combination is intended to gain the
advantages of each approach and mitigate the disadvantages of both. The
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imputation models are generated by GP using instances selected by WKNN.
Therefore, this method is called weighted KNN-GP (WKNN-GP). The WKNN-
GP method has two processes: the WKNN-GP training process and the
WKNN-GP test process.

Figure 3.1 shows the overall design of the proposed method. As it
shows, the input of the WKNN-GP training process is an incomplete train-
ing data set while the outputs are sets of imputation models and a com-
plete imputed training set. After the construction of imputation models,
the WKNN-GP test process uses these models to impute the missing val-
ues in the test set and produces a complete imputed test set.

Incomplete
training data

Incomplete
test data

WKNN-GP training
process

WKNN-GP test
process

Imputed training
data

Imputed test data

Tr
ai

ni
ng

ph
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e
Te
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Imputation models

Figure 3.1: The overall design of using the proposed WKNN-GP method
for imputation.

3.2.2 The WKNN-GP Training Process

3.2.2.1 The main idea

The training process aims to provide imputation models for the missing
values in a given incomplete data set. There are two main steps for cre-
ating these models. The first step is to utilise weighted KNN (WKNN) to
extract K nearest instances to the incomplete instance. The second step
employs GP imputation to build prediction models using the retrieved K

instances. These models are constructed by fitting the features with miss-
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ing values (i.e. the imputation target) and involving the weights of the
K instances in the GP fitness function. In WKNN, the similarity between
instances is measured using the normalised Euclidean distance given in
Equation (3.1).

distance(p,q) =

√
(q1 − p1)2

r21
+

(q2 − p2)2

r22
+ · · ·+ (qn − pn)2

r2n

=

√√√√ n∑
i=1

(qi − pi)2

r2i
,

(3.1)

where p, q are real-valued n-dimensional instances, and ri is the range of
the ith feature.

The use of WKNN gives more importance to the instances that are close
to the incomplete ones. The closer the instance, the higher contribution.
On the other hand, GP is used to generate imputation models due to its
successful application for classification on incomplete data [223, 225].

Example 1. To clarify the high-level steps of the proposed method, a simple ex-
ample is given. This example is also helpful to explain the detailed algorithm later.
Considering the incomplete data set shown in Table 3.1 (the missing values are
represented as ?), two main steps are applied to perform WKNN-GP imputation
for the missing value at (i, j) = (1, 2), i.e. the value of the feature F2 in the
instance I1.

Firstly, the existing values in the first instance are extracted to form a complete
instance. WKNN is used to get its K (let K = 2) nearest instances. The output of
this step is shown in Table 3.2. After that, GP is used to build imputation models
using the data in Table 3.2 as input instances and the corresponding values of the
2nd feature as target values. In other words, GP constructs imputation models
for a new problem whose data set is shown in Table 3.3. The best constructed GP
model is then used to estimate the missing value at (1, 2). This model is also used
to impute similar instances such as I11.
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Table 3.1: An incomplete data set.

Instance F1 F2 F3 F4 T : regression target
I1 300 ? 1300 ? 33.7
I2 310 10 1200 12 35.87
I3 200 40 1700 ? 30.73
I4 ? 30 1100 15 39.17
I5 320 ? 1600 13 39.11
I6 300 60 1400 17 35.01
I7 200 40 1200 11 29.77
I8 290 80 1400 11 31.1
I9 ? ? 1000 14 39.7
I10 230 ? 1800 ? 37.3
I11 290 ? 1400 ? 30.1
I12 280 90 1500 15 31.3

Table 3.2: Complete sub-instances: 2-nearest instances to the first instance.

Instance F1 F3

I2 310 1200
I6 300 1400

Table 3.3: The selected 2-nearest instances with the new target variable.

Instance F1 F3 Imputation target (from F2)
I2 310 1200 10
I6 300 1400 60

3.2.2.2 The training algorithm

The pseudocode of the training procedure is shown in Algorithm 2. It
receives an incomplete training data set X and outputs different sets that
are used to capture the imputation models for the missing values.
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Algorithm 2: WKNN-GP Imputation: The Training Algorithm
Input : Training data set X with missing values.
Output : Complete data set XC , G: GP imputation models, R: reference set, P :

missingness patterns, and S: statistics of the training features.
1 Let G = R = P = D = S = ϕ;
2 foreach missing value X [i, j] do
3 Obtain the corresponding missingness pattern Pi,j ;
4 Extract the non-missing values from the ith instance to form a complete

instance Vi,j ;
5 if (∃Pî,j ∈ P s.t. Pi,j = Pî,j) and (∃Rî,j ∈ R and Dî,j ∈ D s.t.

distance(Rî,j , Vi,j) ≤ Dî,j) then
6 XC [i, j]← Gî,j(Vi,j)

7 else
8 Use Vi,j as a new reference instance Ri,j (Ri,j = Vi,j) ;
9 Get a data subset X tmp

i,j for the features included in Pi,j after excluding
the instances that have missing values at the jth feature;

10 Obtain Xi,j as a complete data subset by taking the complete instances
from X tmp

i,j ;
11 K ← min(max(|Ji,j |, ⌊|Ii,j |/4⌋), |Ii,j |), where Ii,j and Ji,j are the

instance and feature indexes of Xi,j , respectively;
12 XK

i,j ,DK
i,j ,WK

i,j ← KNN(Xi,j , Ri,j ,K), where XK
i,j contains the K nearest

instances, DK
i,j is the corresponding distance set, andWK

i,j is the
corresponding distance-based weights set w.r.t the reference Ri,j ;

13 Set the imputation target as Ti,j ← X [IKi,j , j], where IKi,j is the instance
indexes of XK

i,j ;
14 for g = 1 to N do
15 Gtmp

g ← GP(XK
i,j , Ti,j ,WK

i,j);
16 end
17 Let Gtmp

ĝ be the regression function with the least fitness value, i.e.
fitness(Gtmp

ĝ ) ≤ fitness(Gtmp
g ), g = 1, ...N ;

18 Set Gi,j to be Gtmp
ĝ and use it to impute X [i, j] (i.e.

XC [i, j]← Gi,j(Ri,j));
19 Di,j ← maxDK

i,j ;
20 Append Gi,j , Ri,j , Di,j , and Pi,j , to G,R,D, and P , respectively.

21 end
22 Calculate S the statistics of XC (the mean for the numerical features and the

mode for the categorical features);

23 end
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The set G is for the constructed GP-based imputation models. R is
a set of complete reference sub-instances extracted from the incomplete
instances under processing. P is a set of missingness patterns representing
different forms of incompleteness. The set S contains the means of the
numerical features and the modes of the categorical features.

For each missing value, the missingness pattern of the containing in-
stance is obtained. The missingness pattern consists of a bit string with
the same number of features, where the missing feature is encoded as 0
while the observed is 1. The complete values in the instance are extracted
and compared with the already constructed references of models with the
same pattern. If a similar model is found, the corresponding imputer is
used to estimate the missing value. Otherwise, KNN is used to obtain
the K nearest complete instances with their weights according to the nor-
malised Euclidean distance. The obtained instances are used to build GP
imputation models involving the weights of instances in the GP fitness
function. The GP imputation models are built by considering the feature
containing the missing value as a regression target. Finally, the best model
(i.e. the one with the best fitness value) is selected.

3.2.2.3 Data preparation

For each missing value at position (i, j), a missingness pattern Pi,j is formed
to reflect which features have missing values in the ith instance. Such pat-
terns are bit strings formed by putting zeros at the positions of missing
values and ones for the existing values. Non-missing values are extracted
to form a complete instance Vi,j . This instance is compared with the exist-
ing reference instances in the set R that have the same missingness pattern.

If there is a similar Rî,j , the corresponding imputation model Gî,j is
used to impute X [i, j] directly, i.e. XC [i, j] = Gî,j(Vi,j). Otherwise, new
models are constructed and Vi,j is used as a reference instance Ri,j . The
features included in Pi,j are used to get a data subset X tmp

i,j after removing
the instances that have missing values at the jth feature. A complete data
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subset Xi,j is then formed by including only the complete instances from
X tmp

i,j .

In Example 1, the missingness pattern for the missing value X [1, 2] is
P1,2 = 1010, where “1” indicates feature with existing value while “0” indi-
cates the missingness. From the 1st instance, extract the complete instance
V1,2. As there are no previously learned imputation models, no need to
compare V1,2 with the reference set R and V1,2 is used as a new reference
instance R1,2 (R1,2 = V1,2). This vector is shown in Equation (3.2).

V1,2 =
(
300 1300

)
(3.2)

A data subset X tmp
1,2 is formed by excluding the features F2 and F4, and

the instances I1, I5, I9, I10, and I11 (i.e. the instances with missing values
in the targeted feature, F2). This sub data set is shown in Equation (3.3).
A complete data subset X1,2 is then obtained by removing instances that
have missing values from X tmp

1,2 , as shown in Equation (3.4).

X tmp
1,2 =



310 1200

200 1700

? 1100

300 1400

200 1200

290 1400

280 1500


(3.3)

X1,2 =



310 1200

200 1700

300 1400

200 1200

290 1400

280 1500


(3.4)
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3.2.2.4 WKNN settings

Rather than using all instances in Xi,j to build the imputation models, the
WKNN method is employed to acquire XK

i,j , which contains the K nearest
instances to Ri,j from Xi,j . The corresponding distances DK

i,j and distance-
based weightsWK

i,j are also calculated.

The value of K is determined by Equation (3.5). This equation restricts
the lower bound of K as the number of available features |Ji,j| to avoid
having fewer instances than the used features. The upper bound of K

is chosen empirically as one-fourth the number of the retrieved instances
⌊|Ii,j|/4⌋. However, if these constraints can not be satisfied, i.e. in case
of a small complete subset, all instances obtained are used |Ii,j|. DK

i,j is
calculated according to Equation (3.6), andWK

i,j is computed using Equa-
tion (3.7). The distance used to measure the similarity in KNN is the nor-
malised Euclidean (Equation (3.1)).

K = min(max(|Ji,j|, ⌊|Ii,j|/4⌋), |Ii,j|) (3.5)

DK
i,j[k] = distance(XK

i,j [k], Vi,j), k = 1, ...K. (3.6)

WK
i,j[k] = 1−

DK
i,j[k]

Di,j

, k = 1, ...K, (3.7)

where Di,j = max
k=1,...K

DK
i,j[k].

The application of WKNN to get the K instances nearest to R1,2 in Ex-
ample 1 results in XK

1,2 (Equation (3.8)) and their weights areWK
1,2=[0.25 1].

The number of the valid features |J1,2| is 2 and the number of available
complete instances |I1,2| is 6, hence K = 2 as K = min(max(2, ⌊6/4⌋), 6).

XK
1,2 =

(
310 1200

300 1400

)
(3.8)
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3.2.2.5 GP modeling

The subset XK
i,j is then used to build N GP regression functions {Gg}Ng=1

with the jth feature as the target variable Ti,j . The weighted relative squared
error (Equation (3.9)) is used as a fitness function to measure the quality
of the individuals in the process of building GP regression models. The
value WK

i,j[k] is considered when evaluating the fitness function as a dis-
tance penalty for the kth instance. The closer the instance to the targeted
incomplete one, the larger contribution in the fitness function.

WRSEK
i,j =

∑K
k=1WK

i,j[k](Yi,j[k]− Ti,j[k])
2∑K

k=1(Ti,j[k]− T̄i,j)2
(3.9)

where K is the number of instances, Yi,j is a vector of the predicted values,
Ti,j is the corresponding vector of the desired values, and T̄i,j is the average
of the desired values Ti,j[k], k = 1, 2, 3..., K.

For Example 1, GP is used to build N regression models Gtmp
g , g =

1, ..., N where XK
1,2 is the input and the 2nd feature of X is the target vari-

able, i.e. Gtmp
g (XK

1,2) ≈ T1,2, where T1,2 is shown in Equation (3.3).

T1,2 =

(
10

60

)
(3.10)

Finally, the GP model Gtmp
ĝ with the best fitness value is selected as the

imputation model G1,2 for the reference R1,2 and it is used to estimate the
missing value X [1, 2] as follows:

XC [1, 2] = G1,2(R1,2) (3.11)

The instances that have the same missingness pattern as P1,2 = 1010

(i.e. I10 and I11) are compared to the reference instance R1,2 considering
the associated distance D1,2. Since the instance I11 is similar to I1, the im-
putation model G1,2 is used to impute the missing value X [11, 2]. For the
instance I10, it is not close enough to use these models. Therefore, new
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models P10,2, R10,2, and G10,2 are constructed for the missing value X [10, 2]
by using the same process that is used to build the models for X [1, 2].

3.2.3 The WKNN-GP Test Process

To impute test instances, the constructed models during the training pro-
cess are used as in Algorithm 3. The inputs of the test process are the
learned imputation models and an incomplete test instance. This process
outputs an imputed complete instance. For each missing value, if there is
a similar imputation pattern, the imputation models associated with this
pattern are considered for imputing this missing value. Otherwise, the
missing value is replaced by the mean value if the feature is numerical or
the mode value if the feature is categorical.

Algorithm 3: WKNN-GP Imputation: The Test Algorithm.
Input : Test instance Vtest, R: the instance-based reference set, G: the

GP-based imputation models, P : the missingness pattern set, and S

contains the means and modes of the training features.
Output : Complete instance V C

test

1 Set V C
test ← Vtest ;

2 foreach missing value V C
test[j] do

3 Extract the non-missing values to form a complete instance Vtest,j ;
4 Obtain the corresponding missingness pattern Ptest,j ;
5 if there is a training pattern Pî,j ∈ P which is similar to Ptest,j then
6 From the training reference instances that have the same missingness

pattern Pî,j , get Rî,j as the nearest one to Vtest,j , i.e. get Rî,j ∈ R s.t.
distance(Rî,j , Vtest,j) ≤ distance(Ri,j , Vtest,j),∀i ̸= î;

7 Set V C
test[j]← Gî,j(Vtest,j); where Gî,j is the corresponding GP imputer;

8 else
9 Use S to estimate V C

test[j] by the mean if the jth feature is numerical or
the mode if it is categorical.

10 end

11 end

The process of imputing the values is done iteratively for each feature
using other features as predictive inputs. For example, if there are n fea-
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tures, the first one with missing values is firstly imputed based on the
complete ones. The remaining features are then imputed in order by in-
volving both the complete and the already imputed features.

Considering Example 1, let Vtest be an incomplete test instance shown
in Equation (3.12). The WKNN-GP imputation test process starts with the
first missing value Vtest[2]. To impute this value, all imputation models
whose missingness patterns match Ptest,2 = 1010 are considered. Among
the reference instances of this pattern, the nearest one to the test instance is
R1,2, hence, the GP imputation model G1,2 is applied to impute this miss-
ing value, i.e. V C

test[2] = G1,2(Vtest,2), where Vtest,2 = [310 1400]. A similar
process is performed to impute the last missing value but with the miss-
ingness pattern Ptest,4 = 1110 as the previous missing value is already im-
puted.

Vtest =
(
310 ? 1400 ?

)
(3.12)

3.3 Design of Experiments

In this section, the settings used for the experimental evaluations are pre-
sented. It includes the benchmark data sets, the baseline methods, the
parameters of the methods, and the performance evaluation metrics.

3.3.1 Data Sets

For empirical evaluation, two types of data sets are considered: real-world
data sets with synthetic incompleteness and real-world data sets with ac-
tual incompleteness. These data sets are split into 70 : 30 training-test data
sets following the widely used evaluation approach [48, 93, 240].
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3.3.1.1 Real-world Data Sets with Synthetic Incompleteness

The first collection of data sets is shown in Table 3.4 and more details can
be found in the data repositories UCI [62] and OpenML [241]. To intro-
duce synthetic incompleteness to the complete data sets, MAR missing-
ness mechanism is used to impose missing values with 10%, 30%, and
50% missingness ratios. This ends up with 90 training/test incomplete
data sets for each complete data set (30 synthetic incomplete pairs for each
of the three missingness ratios). The MAR mechanism is used as it is more
suitable to evaluate the imputation performance [270]. This is because im-
putation estimates the missing values based on existing data, which suits
the MAR mechanism that the missingness is related to existing data. It
is implemented based on the simsem R package [184], which generates
missingness in a feature depending on randomly selected set of covariates
(other features) using a threshold method.

Table 3.4: The complete data sets used for synthetic missingness.

Data set #Features #Instances Repository
Yacht 6 308 UCI
Housing 13 506 UCI
Forest 12 517 UCI
ENB2012 7 768 UCI
Concrete 8 1030 UCI
Weather izmir (Wizmir) 9 1461 OpenML
Debutanizer (PHP) 7 2394 OpenML
Kin8nm 8 8191 OpenML

3.3.1.2 Real-world Data Sets with Real Incompleteness

For the evaluation on real-world incompleteness, data sets that originally
have missing values are used. Four real-world data sets having different
ratios of missing values are used to examine the different methods. The
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statistics of these data sets are shown in Table 3.5 and more details can be
found in the UCI machine learning repository [62].

Table 3.5: Statistics of the real incomplete data sets.

Data set #Features #Instances
#Incomplete Instances

Repository
Number Ratio%

Auto-mpg 7 398 6 1.58 UCI
SkillCraft1 19 3395 57 1.68 UCI
Imports-85 15 205 54 26.34 UCI
Fishcatch 7 158 87 55.06 OpenML
Kdd coil 2 (KDD) 11 316 34 10.75 OpenML
PBC 18 418 142 33.97 OpenML

3.3.2 Benchmark Methods

To investigate the imputation performance of the proposed method, it is
compared with a set of popular imputation methods including: K-nearest
Neighbour (KNN), Linear Regression (LR), Decision Tree (DT), Multi-layer
Perceptron (MLP), Epsilon-Support Vector Regression (SVR), Bayesian Ridge
Regression (BR), Random Forests (RF), and GP Imputation (GPI). These
methods represent algorithms from the five tribes of machine-learning,
namely: connectionism; evolutionism; Bayesianism; analogism; and, sym-
bolism [71]. Except for GPI, the benchmark imputation methods utilise
the corresponding regressors in the sklearn imputer using default param-
eters [30]. For GPI, the regression model in the GPlearn package [213] is
employed in the sklearn imputer.

The symbolic regression process is carried out using the GP approach.
The GP framework provided by distributed evolutionary algorithms in
python (DEAP) [83] is used for the implementation of GP-based meth-
ods. The GP settings including terminals, functions, parameter values are
shown in Table 3.6, where the number of generations represents the termi-
nation criteria.
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Table 3.6: The used values for GP parameters

Parameter Value
Generations 100
Population size 512
Crossover probability 0.8
Mutation probability 0.2
Elitism Top 10
Selection Method Tournament Selection
Tournament size 7
Minimum depth 2
Maximum depth 8
Initialisation Ramped half-and-half
Function set +, -, *, protected / (%)
Terminal set features and constants ∈ U [−1, 1]

3.3.3 Performance Measures

To evaluate the imputation methods, there are three different measures.
The imputation error, the symbolic regression error, and the computa-
tional time [222].

The imputation error is a measure that evaluates the accuracy of the
prediction of the missing values. This measure requires the presence of the
original values as ground truth to be compared with the predicted ones.
The imputation performance evaluation method is shown in Figure 3.2.

Complete test
data

Imputed test
data

Incomplete test
data

Impose missing
values

Impute missing
values

Compute the RSE as
the imputation error

Figure 3.2: The imputation performance evaluation.

The original test data are compared with the imputed test data after
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applying the imputation model. The differences between the predicted
values and the ground truth values are computed by the Relative square
error (RSE) shown in Equation (3.13).

RSE =

∑n
i=1(yi − ti)

2∑n
i=1(ti − t̄)2

(3.13)

where n is the number of data values, yi is the ith predicted value, ti is the
ith desired value (ground truth), and t̄ is the average of the desired values
ti, i = 1, 2, 3..., n.

The second evaluation measure (symbolic regression error) is also based
on testing incomplete data. This scenario simulates the real-life situation
when missing values can occur also in the test data when predicting fu-
ture instances. The adopted evaluation is shown in Figure 3.3. Symbolic
regression error is also measured using RSE. Note that for the imputation
error, the desired values in RSE are the values of input features, while
these values are target variable values for the symbolic regression error.

It evaluates the symbolic regression error using the imputed complete
test set after applying the imputation method. For each data set, the im-
putation methods are used to produce complete training and test sets. The
training data are then fed into the symbolic regression process resulting in
a symbolic regression model. This model is applied to the test data and
the obtained regression error is used for comparisons.

Incomplete train
data

Incomplete
test data

Perform the
imputation method

Apply imputation
models

Imputed train
data

Imputed test
data

Symbolic
regression

Regression model Regression error on
imputed test data

Imputation models
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Figure 3.3: Symbolic regression performance evaluation.
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For regression-based imputation methods (e.g. GP), the imputation
models constructed during the training process are used when imputing
the test data, whereas the imputed training data set itself is used in the
data-driven methods (e.g. KNN).

3.4 Results and Discussions

This section shows the experimental results of the proposed imputation
method, WKNN-GP. The results are analysed and compared with state-of-
the-art imputation methods. The comparisons are carried out in terms of
the imputation error, the symbolic regression performance, and the com-
putational time. This section starts with the results of using the synthetic
incomplete data sets showing the imputation errors, the symbolic regres-
sion errors, the significance test, and the imputation time. After that, the
results for real-world incomplete data sets are presented.

3.4.1 Imputation Error on Synthetic Incomplete Data

Following the imputation performance evaluation method shown in Fig-
ure 3.2, summary of the imputation errors is shown in Figure 3.4. The
y-axis is the average of the imputation error measured by the RSE mea-
sure (Equation (3.13)) over the 30 synthetically generated incomplete data
set for each missingness ratio.

Figure 3.4 shows that the proposed GP-based method achieves better
or at least similar results compared to the benchmark methods in most
cases. WKNN-GP has the lowest imputation errors on the Housing, Yacht,
ENB2012, and Kin8nm, and it is comparable to the best method on the
other data sets. Even when it is not the top method, WKNN-GP still man-
ages to achieve acceptable imputation results in comparison with the other
methods. For example, while not the best on the Forest data set, WKNN-
GP has a better imputation than three other methods.
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Figure 3.4 shows the standard deviation for each imputation method
shown as vertical lines. The longer the line is, the higher standard de-
viation is. The methods with higher standard deviations are less stable
than those with lower standard deviations. As shown in these figures, the
proposed method shows more stable results than other methods in most
considered cases. This stability also differs based on the used data set. For
example, despite the used imputation method, the Kin8nm data set shows
stable imputation results whereas the Yacht data set shows unstable impu-
tation results. This might be due to the nature of the data in each data sets.
Some methods are less stable than others. For instance, the GPI method
shows extremely more unstable imputation on the PHP and Concrete data
sets than other methods. This could be due to the stochastic nature of the
GPI method. This stochasticity is mitigated in WKNN-GP by integrating
the WKNN method.

The WKNN-GP method advances the GPI and WKNN methods in al-
most all cases. This indicates that combining GPI and WKNN has a better
imputation than using them separately. On data sets where GPI has a poor
imputation performance (e.g. the Yacht data set), WKNN-GP has the best
imputation performance. Similarly, WKNN-GP achieves the best imputa-
tion even on data sets when WKNN is not working well such as on the
Kin8nm data set. This might be because WKNN-GP combines the advan-
tages and mitigates the weakness of each method at the same time.
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Figure 3.4: The imputation errors of different imputation methods on the
synthetic incomplete data sets with different missingness ratios.
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It can be noticed that the imputation error bars are monotonically in-
creasing with respect to the missingness ratio. The errors increase with the
increase of the missingness ratio. This pattern is common regardless of the
imputation method or the used data set. This means that with higher miss-
ingness ratio, it is less likely to recover the missing values accurately. This
is expected as there are less available data to build the imputation models.
Moreover, the differences between the performance of the different meth-
ods is affected by the missingness ratio. With less missingness ratio, these
differences are less likely to be high.

3.4.2 Symbolic Regression with Synthetic Incompleteness

For each synthetic incomplete data set, 90 pairs of incomplete training and
test data sets are imputed by each imputation method and the imputed
complete pairs are then used for symbolic regression. For each pair, 30
independent symbolic regression experiments are conducted after using
each imputation method. The symbolic regression test error results on the
synthetic incomplete data sets are shown in Figure 3.5.

Methods with better imputation accuracy lead to better symbolic re-
gression models. This can be noticed as the proposed method WKNN-GP
has achieved the best symbolic regression on the Housing, Yacht, ENB2012,
and Kin8nm data sets, where it achieved the best imputation results. Sim-
ilarly, the method RF leads to the best results on the Concrete, Wizmir,
and PHP data sets in terms of both the symbolic regression and the im-
putation performance. However, even on these data sets, WKNN-GP has
competitive results.

The detailed comparisons on each data set considering the missingness
ratios show that more significant differences are observed when having
higher missingness ratios. This is because the higher missingness ratio,
the more likely to get different predictions for the missing values which in
turn produces different symbolic regression results.
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Figure 3.5: The symbolic regression results for using different imputation
methods on the synthetic incomplete data sets with different missingness
ratios.
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3.4.3 Significance Test Results of Symbolic Regression with

Synthetic Incompleteness

To examine the significance of the profitability of the proposed method
with respect to the symbolic regression performance, the obtained results
for each incomplete data set are used by a significance test to compare the
benchmark methods with the proposed method. The significance test re-
sults between the proposed method and the benchmark imputation meth-
ods are shown in Table 3.7. The comparisons are carried out using the
Wilcoxon non-parametric statistical significance test with a significance
level of 0.05 on the symbolic regression results from 30 independent runs.

For each data set, there are 30 incomplete versions for each of the three
missingness ratios, which sums up to 90 comparisons. The symbol “+”
means WKNN-GP is significantly better, the “-” symbol means WKNN-
GP is significantly worse, and “=” indicates no significant difference. The
“Total” column shows the total number of “+”/win (“-”/loss) compar-
isons for the proposed method on the corresponding data sets, while the
“Total” row shows the totals against the benchmark imputation methods.

Table 3.7 shows that the proposed GP-based method outperforms most
other methods in most cases. On four of the eight data sets, WKNN-GP
has the best imputation performance, while it was outperformed by only
one method on three data sets. The comparisons show that WKNN-GP
achieves better symbolic regression performance compared with the other
methods in most cases. Except for the RF method, WKNN-GP has more
win comparisons against all other methods. On seven of the eight data
sets, the number of having significantly better performance when using
WKNN-GP is more than that of having significantly worse results com-
pared to all other methods. The best benchmark method is RF. This is
expected as it is an ensemble learning method. On the other hand, the
methods MLP and SVM are associated with the worst results in most data
sets.
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Table 3.8: The computation time (in milliseconds E-03) for each imputation
method on the test data sets.

Method Ratio Yacht Housing Forest ENB2012 Concrete Wizmir PHP Kin8nm

LR
10 0.07531 0.1164 0.1215 0.1432 0.1876 0.2041 0.2193 0.2853
30 0.07743 0.1284 0.1361 0.1714 0.1954 0.234 0.2953 0.3953
50 0.07893 0.1371 0.1478 0.1967 0.2125 0.2587 0.3193 0.5349

DT
10 0.07246 0.1137 0.1577 0.1714 0.2134 0.2596 0.3543 0.4534
30 0.0954 0.1348 0.1736 0.1954 0.2135 0.339 0.4651 0.6121
50 0.1058 0.1537 0.1848 0.2335 0.2644 0.4117 0.6224 0.9244

WKNN
10 9.3127 15.155 18.833 19.6393 25.1855 34.917 112.385 125.3242
30 10.438 21.2536 21.6672 26.0451 38.9654 47.761 155.8892 215.9783
50 21.379 36.4654 37.6553 41.6741 49.2722 61.135 167.9085 233.2535

MLP
10 0.1069 0.2744 0.2871 0.2965 0.2817 0.317 0.3408 0.4564
30 0.1259 0.2975 0.2936 0.3127 0.3824 0.3943 0.5408 0.7425
50 0.1449 0.3278 0.3468 0.3965 0.5135 0.6453 0.7815 1.0615

SVR
10 0.1132 0.1414 0.1664 0.1845 0.2178 0.357 0.4608 0.6582
30 0.1528 0.1628 0.1972 0.2386 0.3067 0.4774 0.6015 0.8689
50 0.1829 0.2138 0.2436 0.2965 0.3278 0.5745 0.9615 1.3255

BR
10 0.0548 0.1313 0.1476 0.1641 0.1713 0.2065 0.2122 0.3735
30 0.0848 0.1829 0.1731 0.2034 0.2112 0.2715 0.3148 0.4952
50 0.1052 0.2238 0.2165 0.2785 0.3154 0.3915 0.4243 0.6191

RF
10 1.6648 4.939 5.6838 6.9178 7.7239 8.7738 21.5583 26.9764
30 3.6369 6.7049 8.4839 9.03151 10.1413 12.1944 27.6523 31.7724
50 4.5561 9.2128 10.2434 12.6577 15.6439 17.2716 28.8338 35.1255

GPI
10 0.1562 0.2537 0.2679 0.2765 0.2965 0.3234 0.4213 0.4891
30 0.1839 0.2747 0.2855 0.3454 0.3554 0.4113 0.5443 0.5891
50 0.2142 0.2953 0.3213 0.4256 0.4847 0.5145 0.6177 0.7225

WKNN-GP
10 0.2769 0.3438 0.3476 0.3619 0.3172 0.3478 0.5018 1.0723
30 0.4351 0.4437 0.4674 0.5247 0.5374 0.6292 0.8077 1.3325
50 0.5358 0.6157 0.6175 0.5362 0.6071 0.7493 0.9269 1.7156

3.4.4 Imputation Time on Synthetic Incomplete Data

Table 3.8 shows the average computation time of applying the imputation
methods to the test data sets.

GPI and WKNN-GP build imputation models in the training process
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and the built models are used directly to impute new incomplete instances.
Thus, the imputation time of the unseen data is decreased dramatically.
The BR method has the shortest time, whereas the slowest one is KNN as
it needs using the training data set to impute the test data. WKNN-GP
is more efficient for imputing new incomplete instances than the methods
with competitive imputation accuracy, especially RF. On the other hand,
WKNN-GP is slightly slower than GPI. This is a small cost for the much
better symbolic regression accuracy and imputation performance.

As seen in Table 3.8, once GP-based models are learned, they can be
applied efficiently for imputing values in new instances. This is because
GP typically evolves expression trees that are very quick to evaluate com-
pared with other methods (e.g., random Forest). However, constructing
GP-based imputation models is a time consuming process.

3.4.5 Symbolic Regression with Real Incompleteness

To validate the applicability of the proposed method in real-world tasks,
data sets with real missing values are considered in this set of experiments.
The symbolic regression results for different methods on real incomplete
data sets are shown in Table 3.9.

Except for the imputation error, the measures that are used to evaluate
the performance on synthetic incomplete data earlier are presented here.
For the evaluation on real incomplete data, it is not possible to use the
imputation error measure as the actual (ground truth) values of the miss-
ing data are unknown. Therefore, the evaluation is based on the symbolic
regression results and the imputation time.

Table 3.9 shows the mean and standard deviation of the test symbolic
regression RSEs achieved by each method along with the significance test
when compared with the proposed method. The significance test sign
“ST” refers to significance test result of the comparison between the pro-
posed method, WKNN-GP, and each corresponding benchmark method.
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Table 3.9: The symbolic regression results for the different methods on real
incomplete data sets.

Method Auto-mpg SkillCraft1 Imports-85 KDD PBC Fishcatch

LR
mean 0.2514 0.6567 0.3815 1.099 1.0312 0.3317
stdv 0.0784 0.1447 0.0411 0.1264 0.0798 0.2984
ST = = + = + +

DTR
mean 0.2452 0.6478 0.3786 1.1971 0.9836 0.1629
stdv 0.066 0.1567 0.0714 0.2165 0.0187 0.0953
ST = = + + + +

WKNN
mean 0.2451 0.6506 0.3784 1.1724 0.9786 0.1673
stdv 0.0621 0.1077 0.0719 0.3645 0.0184 0.0172
ST = = + + + +

MLPR
mean 0.2491 0.6523 0.4109 1.0996 1.0059 0.2031
stdv 0.0635 0.1295 0.056 0.2966 0.0314 0.0344
ST = = + + + +

SVR
mean 0.2437 0.6531 0.4149 1.2958 1.0458 0.1865
stdv 0.0719 0.1256 0.0534 0.4697 0.0598 0.0374
ST = = + + + +

BR
mean 0.2453 0.6516 0.3906 1.1837 0.98 0.2805
stdv 0.0643 0.1378 0.0365 0.1615 0.0495 0.146
ST = = + + + +

RF
mean 0.2401 0.6321 0.3445 1.0015 0.9383 0.1526
stdv 0.0551 0.1286 0.0812 0.2683 0.0328 0.0341
ST = = + - - =

GPI
mean 0.2419 0.6411 0.3956 1.2522 0.9945 0.1721
stdv 0.0625 0.1362 0.0947 0.2191 0.1101 0.0919
ST = = + + + +

WKNN-GP
mean 0.2441 0.6331 0.3272 1.0944 0.9706 0.1578
stdv 0.0665 0.1285 0.0304 0.2315 0.0661 0.0882

The sign “+”/“-”/“=” means that the results of the WKNN-GP method are
significantly better/worse/equal when compared with those of the bench-
mark methods.

Similar to the case of synthetic incompleteness, the proposed method
achieves remarkable results when applied to data sets with real incom-
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pleteness. Except for the RF method, WKNN-GP significantly outper-
forms all the other methods on different data sets. WKNN-GP is only
outperformed on two data sets when compared with RF, which is an en-
semble method. For the Auto and Skill data sets, the ratio of the missing
values is too low, which marginalises the difference between the different
methods on these data sets.

3.4.6 Further analysis: Outlier Analysis

In this work, the validation of the developments is through objective eval-
uation, primarily through the RSE metric. The typical values of the RSE
measure is in the range of [0, 1]. When RSE is 0 this means that the model
is perfectly fitting the task, while 1 implies that the model provides an
overall performance worse than simply taking the mean estimation as a
prediction model. Therefore, as there are many RSE measures that are
greater than one, there is a need to conduct some further analysis to figure
out the cause of such predictions. For this purpose, we consider a sym-
bolic regression model on the popular data set Concrete. Let’s take the
following produced symbolic regression model:

y = add(div(X7,mul(0.251, add(div(X7,mul(X3, 0.175)), add(div(X7,

mul(0.251,mul(X3, 0.175))), sub(div(X6, add(div(X7,mul(0.251,

add(div(X7, div(X6,mul(0.251, X3))), sub(div(X6,mul(0.251, X3)), div(X7,

add(div(X7,mul(0.251,mul(X3, 0.175))), sub(div(div(X4,−0.477),mul(0.251,

X3)), div(X4,−0.477)))))))),mul(X3, 0.175))),mul(0.251,mul(X3, 0.175))))))),

sub(div(X6, sub(mul(0.251, X3), div(X4,−0.477))), div(X4,−0.477)))
The corresponding simplified expression is shown as:

y = 2.096x4 +
x6

0.251x3 + 2.096x4

+

x7

−0.011x3 +
0.251x6

0.175x3+
x7

0.063x3x7
x6

− 0.251x7

2.096x4−
8.352x4

x3
+

22.766x7
x3

+
1.0x6
x3

+ 7.149x7

x3

(3.14)
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Table 3.10: Samples of the predictions on the Concrete data set.

ix y test prds (y test−mean)2 (y test− prds)2

17 27.04 20.33410362 80.12005 44.9690462
18 36.15 43.41008185 0.02528724 52.7087884
19 35.76 36.16100676 0.05335194 0.16080642
20 30.08 -115.797227 34.9396892 21280.1653
21 14.14 14.04340336 477.465344 0.00933091
22 13.29 39.57825622 515.334511 691.072415
23 37.68 39.47232546 2.85278724 3.21243056
87 45.37 45.26693228 87.9660088 0.01062296
88 52.42 36.14111061 269.912685 265.00224
89 26.26 134.2052671 94.6919794 11652.1807
90 28.3 32.33296068 59.1511794 16.2647718
91 46.8 50.26754314 116.834905 12.0238554

This symbolic regression model has a training RSE of 0.685, however,
the test RSE is 1.646. This means that this model is worse than the trivial
mean prediction model by more than 60%. To analyse this situation, we
take a deeper look at the predictions at the instance level. We have no-
ticed that the symbolic regression model produces extreme outliers. For
example, we show samples of the obtained predictions as shown in Ta-
ble 3.10. The instances highlighted with a blue colour show extremely off
predictions of the symbolic regression model.

Note that the shown instances are samples of the instances where the
instance “ix” (first column) refers to the instance order in the test data set.
The y test value refers to the desired true value while the prds refer to
the prediction values obtained using the symbolic regression model. The
(y test − mean)2 is the residual error of the true values from their mean
value and (y test − prds)2 is the residual error of the true values from
the corresponding symbolic regression predictions. Although the mean
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value of the predictions (35.805) is close to the mean value of the true val-
ues (35.991), the sum of the residuals from the mean value (

∑
(y test −

mean)2 ≈ 32074) is significantly less than the sum of the residuals from
the predictions (

∑
(y test − prds)2 ≈ 52795). Since RSE is computed as

RSE =
∑

(y test − prds)2/
∑

(y test −mean)2, it is greater than 1 (1.646),
which indicates a performance worse than the mean indicator. To show
the impact of the outliers we remove them one by one then show the im-
pact of their removal on the test error. Interestingly, when removing the
first outlier (the 20th instance), the RSE error went down to 0.984. This rep-
resents around 40% decrease in the overall error. Furthermore, when re-
moving the 89th instance the regression error is further decreased to about
0.622.

Now, to analyse the cause of getting these outlier predictions, we take
a look at the input feature values of these instances and how they were
predicted using the symbolic regression model. For the 20th instance, both
features x6 and x7 were incomplete and the missing values are imputed
before performing regression. The errors in imputing these two features
propagated the prediction outputs of symbolic regression, which leads to
an extreme outlier in the predictions. On the other hand, for the 89th in-
stance, only the feature x3 was incomplete. But it also leads to an outlier
output in the regression prediction. Although many other instances have
missing values the accuracy of recovering these missing values was con-
siderably better than that of the two shown outlier instances. This means
that the poor predictions of the missing values might have a big impact on
the overall regression outputs.

The oultier issue represents a limitation of the proposed method that
can be addressed in future work in different ways. One of these ways is
that the range of the prediction outputs of GP can be bounded by the range
of the training data. This could be done by employing interval arithmetic
GP. The impact of the outlier issue is also related to the evaluation metric
used to measure the regression accuracy. Similar to mean square error
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(MSE) and root mean square error (RMSE), RSE is based on squaring the
error residuals of the predictions. This makes RSE sensitive to outliers.
This issue is less significant when measuring the accuracy using metrics
that are less sensitive to outliers such as mean absolute error (MAE).

3.5 Chapter Summary

In this chapter, a new imputation method to improve symbolic regres-
sion performance on incomplete data is proposed. This method is called
Weighted KNN-GP (WKNN-GP) which integrates two imputation meth-
ods: weighted K-nearest neighbour (WKNN) and genetic programming
imputation (GPI). Such an integration is to utilise both the instance-based
proximity of WKNN and the feature-based predictability of GP. The eval-
uation is conducted on real-world data sets considering the imputation
accuracy, the symbolic regression performance, and the imputation time.
The experimental results show that WKNN-GP outperforms both the GPI
method and the WKNN method. Moreover, it is significantly better than
some state-of-the-art imputation methods. WKNN-GP is more efficient
and effective for imputing new incomplete instances than almost all other
methods.

This chapter shows how WKNN can be utilised to work with GP for
regression-based imputation. WKNN is powerful in exploiting the simi-
larity between instances that have common missingness patterns. On the
other hand, GP is powerful in building models for incomplete features
based on other features. Combining these abilities was the main motiva-
tion of this chapter. It shows that such a hybridisation brings several bene-
fits to symbolic regression on incomplete data. This includes efficient data
imputation and effective symbolic regression when dealing on incomplete
data. However, it performs the two processes, data imputation and sym-
bolic regression, separately. The imputation method should be applied
first to produce complete data then the symbolic regression can be per-
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formed on the imputed data. This means that the imputation process does
not exploit the impact on the regression performance to be improved. The
next chapter will develop methods that can impute data during the sym-
bolic regression learning process, i.e. performing imputation and symbolic
regression at the same time.



Chapter 4

GP-based Instance Selection for
Symbolic Regression on
Incomplete Data

4.1 Introduction

Instance selection finds a set of data instances that is useful for improving
the learning performance. It is useful for getting rid of noisy and outlier
instances and improving the effectiveness and the efficiency of the learn-
ing process [254]. However, very few existing instance selection methods
are applicable to incomplete data. Instance selection methods usually use
algorithms that work only on complete data. Moreover, to the best of our
knowledge, before this work, no study has been done on instance selection
for symbolic regression on incomplete data.

A common approach to handling the missingness situation is data im-
putation [90]. It works by estimating missing values based on existing
data. However, not all existing data is useful. Therefore, which existing
data should be used for imputing the missing values? The answer to this
question is important when dealing with incomplete data. One popular
imputation method is based on K-nearest neighbour (KNN). This method

89
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requires the use of the training data for imputing the unseen data. This re-
quirement usually indicates high computation time when imputing each
incomplete instance.

This chapter investigates integrating instance selection into data impu-
tation for symbolic regression on incomplete data. To this aim, this chap-
ter proposes a tree-vector mixed representation for GP to perform instance
selection and symbolic regression on incomplete data. In this representa-
tion, each individual has two components: an expression tree and a bit
vector. While the tree component constructs symbolic regression models,
the vector component selects the instances for imputation by the weighted
k-nearest neighbour (WKNN) imputation method introduced in Chapter
3. The complete imputed instances are then used to evaluate the GP-based
symbolic regression model.

Chapter 3 proposes performing the imputation first then the symbolic
regression is done on the imputed data. On the contrary, this chapter sug-
gests performing data imputation and symbolic regression concurrently.
This strategy is intended to increase the interaction between the models
that impute the missing values and the symbolic regression modelling,
which guides the imputation towards improving the symbolic regression
performance. Consequently, the accuracy of both estimating the missing
values and modelling symbolic regression will be increased simultane-
ously.

4.1.1 Chapter Goals

The main goal of this chapter is develop a GP-based instance selection
method for symbolic regression on incomplete data. Such a method aims
at improving both the effectiveness and efficiency of the data imputation
and symbolic regression on incomplete data. Specific objectives of this
chapter are:

• Proposing a hybrid representation that combines the tree represen-
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tation and the vector representation to perform symbolic regression
and instance selection concurrently.

• Proposing a new GP-based method that utilises the hybrid tree-vector
representation to improve the WKNN imputation for symbolic re-
gression on incomplete data.

• Investigating the effect of the proposed method for symbolic regres-
sion on data sets considering both synthetic and real missingness
scenarios.

4.1.2 Chapter Organisation

This chapter is organised as follows. In Section 4.2, the proposed method is
presented. The experiment design is presented in Section 4.3 and the corre-
sponding results are described in Section 4.4. Finally, Section 4.5 presents
the conclusions of this chapter.

4.2 The Proposed Method

This section presents the proposed method for instance selection and sym-
bolic regression on incomplete data. It starts by introducing the overall
system. After that, the learning process that selects the instances and pro-
duces symbolic regression models is presented. Finally, the testing process
is given to use the selected components for symbolic regression prediction
on new incomplete instances.

In this method, the main contribution is to integrate the vector repre-
sentation with the GP-based tree representation for symbolic regression
on incomplete data. The goal of this integration is to perform instance
selection and symbolic regression simultaneously. The tree component is
used to evolve the symbolic regression model and the vector component is
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responsible for selecting instances that could be used by WKNN for impu-
tation to improve the performance of the constructed symbolic regression
model.

4.2.1 The Overall Framework

The overall framework of this method is shown in Figure 4.1. Firstly, the
data set is divided into a training set and a test set. The training data set is
used by the proposed GP with hybrid tree-vector representation (GPTV)
method to select a set of instances and construct symbolic regression mod-
els.

Incomplete
training data

Incomplete
test data

GPTV for instance
selection and SR

Selected
instances

Imputed test
data

Symbolic
regression model

Symbolic
regression
evaluation

Data imputation Regression
output

Tr
ai
ni
ng

Te
st
in
g

Figure 4.1: The overall framework of GPTV instance selection and sym-
bolic regression on incomplete data.

During the evolutionary process of GPTV, symbolic regression is mod-
elled by the expression tree and the instances are selected by the bit vec-
tor. The selected instances are used for imputing the missing values and
the imputed/complete data are used to evaluate the evolved symbolic re-
gression models. This means that the symbolic regression tree and the in-
stance selection vector are learnt concurrently and they impact each other
with the utilisation of WKNN-based imputation. In the test stage, the se-
lected instances are used by the WKNN imputation method to impute the
incomplete test data. After that, the learned symbolic regression models
are applied to predict the imputed test data.
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4.2.2 GP with Tree-vector (GPTV) Representation

The GPTV individual is represented using two components. The first one
is the tree-based representation for GP that constructs symbolic regression
models and the second one is the bit vector representation that is respon-
sible for instance selection. Figure 4.2 shows an example of this represen-
tation.

GP Tree: Symbolic Regression

Bit vector: Instance Selection

GPTV Symbolic Regression-Instance Selection Individual

y=(0.4*x1)+((x1*x3)-x2)

1 0 0 0 1 1 0 0

+

*
-

*x1

x1 x3

x2
x10.4

Figure 4.2: A GPTV individual for instance selection and symbolic regres-
sion.

The tree component of the GPTV individual, standard GP tree repre-
sentation is used to evolve symbolic regression models. For the instance
selection part of the GPTV representation, the vector is formed as a bit vec-
tor, whose length equals the number of available training instances. Each
bit corresponds to one training instance such that when the bit has a value
of “1”, the corresponding instance is selected, otherwise, this instance is
omitted.

Based on this representation, each individual delivers both a mathe-
matical expression representing a symbolic regression model and a set of
selected instances. The symbolic regression model and the selected in-
stances are evolved and evaluated together as a single solution. Therefore,
this representation can consider the impact of the selected instances on the
modelling of the symbolic regression instantly.
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4.2.3 GPTV Fitness Function

Each GPTV individual has two objectives that should be achieved simulta-
neously, building a good symbolic regression model and selecting a useful
set of instances. Therefore, the fitness function should reflect these two
objectives. The fitness function of GPTV is designed as in Equation (4.1).
It has two parts to minimise both the symbolic regression error and the
ratio of selected instances.

fitness = SRerr + SRerr ∗ α ∗ Iratio (4.1)

where the SRerr is the symbolic regression error computed using the RSE
defined in Chapter 3, which is shown in Equation (4.2).

RSE =

∑n
i=1(yi − ti)

2∑n
i=1(ti − t̄)2

(4.2)

where n is the number of instances, yi is the ith predicted value, ti is the ith

desired value, and t̄ is the average of the desired values ti, i = 1, 2, 3..., n.

Iratio is the instance reduction ratio introduced to reduce the number of
selected instances by GPTV and it is computed as in Equation (4.3).

Iratio =
|Is|
|I|

(4.3)

where |Is| is number of selected instances and |I| is the number of all the
available instances.

The parameter α is used to control the relative impact amount of the
instance reduction on the regression error. As shown in Equation (4.1), the
selection pressure is combined with the regression error to encourage the
fitness function to minimise the number of selected instances in addition
to minimising the regression error. The parameter α ∈ (0, 1) is used to con-
trol the balance between the instance selection pressure and the prediction
error, which is set empirically to 0.2 to give more importance to the regres-
sion performance. This means that, for individuals that have very similar
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regression errors, the ones with fewer instances are favoured. Different
values of α are tried during the preliminary experiments. The higher the
value of α, the higher reduction in the number of the instances, however,
this comes at the expense of the regression performance.

To prevent the selection pressure from dominating the fitness function,
especially when the regression error is too small, the selection pressure
is multiplied by the regression error. This strategy is also useful when
the regression error is big as it is, theoretically, not bounded, while the
selection pressure is limited between 0 and 1. However, this multiplication
operation will preserve the selection pressure to be a ratio of the regression
error regardless of how big/small it is.

4.2.4 GPTV Operators

As each GPTV individual consists of a tree and a bit vector, genetic op-
erators that can be applied to such individuals should be designed. The
traditional selection operator in GP can be used in GPTV. In this work, the
tournament selection approach is adopted to select the fittest individual
among a number of randomly picked individuals. This process is per-
formed to select the individuals that are used as parents for crossover and
mutation.

For the GPTV crossover operator, the two selected parents are used to
produce two new offspring. This operation is done by performing both
GP-like and GA-like crossover operations between the two individuals at
the same time. An example of performing crossover between two GPTV
individuals is shown in Figure 4.3. For trees, the single crossover point
is used, while the two-point crossover is used for vectors. The crossover
operator results in two new offspring, each contains a new bit vector and a
new tree. As shown in the figure, the genetic contents of the grey coloured
individual and the white coloured one are exchanged to form new mixed
offspring.
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Crossover

GPTV parent 1

+

*
-

*0.4 x1

x1 x3

x2

1 0 0 0 1 1 0 0

x1

GPTV offspring 1

+

*
-

0.4 x1
x2

1 0 1 0 1 1 1 0

x1

GPTV parent 2

*

*
/

x3x2 x1

x2 0.3

x2

1 0 1 1 1 0 1 0

-

GPTV offspring 2

*

/

x3 x2

1 0 0 1 1 0 0 0

*

x2 x1

x2 0.3

-

*

x1 x3

Figure 4.3: The crossover of GPTV individuals, where the arrows point to
the crossover points.

Similarly, the GPTV mutation operator also performs both GP-like mu-
tation and GA-like mutation at the same time. For a selected GPTV par-
ent, the tree component is mutated by replacing a random subtree with a
newly generated one. For the vector, the mutation is done by flipping bits,
where the probability of each bit to be flipped equals the mutation rate.
An example of GPTV mutation is given in Figure 4.4.

Mutation

GPTV parent

+

*
-

*0.4 x1

x1 x3

x2

1 0 0 0 1 1 0 0

x1

GPTV offspring

+

*
*

x10.4 x1
x1

1 1 0 0 0 1 0 0

x1

Figure 4.4: The mutation of GPTV individuals, where the arrows point to
the mutation points.
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4.2.5 GPTV Training

In the training stage, the training data set containing incomplete data is
used to select a set of instances and build a symbolic regression model.
A diagram of the data flow of the training process of GPTV is shown in
Figure. 4.5.

Split
training

dataIncomplete training set

First subset, Dtr1

Second subset, Dtr2

GPTV modelling

GPTV Evaluation

GPTV
individual

Fitness
value

Symbolic regression
model and selected

instances

Figure 4.5: Data flow GPTV training.

This figure shows how the training data is used for learning GPTV
models. The training data set is divided into two subsets for evaluation
purposes. While the first subset is considered for determining the selected
instances, the second data set is used to evaluate the models on different
instances.

The pseudo-code of the training process is shown in Algorithm 4. First,
the training data set is split into two sets; training subset 1 (referred to as
Dtr1) and training subset 2 (Dtr2). The second training subset serves as a
validation set to prevent over-fitting during instance selection. The valida-
tion set is important in instance selection methods [120], which are easy to
over-fit the training data without holding out a validation set. This is be-
cause the evolutionary process is prone to models that fit a set of selected
instances getting high training performance, while this set might not be
representative of the whole data set.
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Algorithm 4: GPTV instance selection and symbolic regression on
incomplete data.

Input : Training data set with missing values, D.
Output: A set of selected instances, Is

A symbolic regression model, SR.
1 Divide the training data set into two training subsets Dtr1 and Dtr2;
2 Initialise a population of GPTV individuals;
3 gen = 0;
4 Use WKNN to impute Dtr1 and get an imputed complete data set

D̂tr1;
5 while gen < genMax do
6 foreach individual ind in the current population do
7 From D̂tr1, select a set of instances, Is;
8 Using the selected instances, WKNN imputes the missing

values in Dtr2 getting a complete data D̂tr2;
9 Combine Is and D̂tr2 getting a set of complete data D̂fit;

10 Compile the GP tree getting a symbolic regression model
SR;

11 Evaluate SR on the data D̂fit getting a regression error
SRerr;

12 Compute the instance reduction ratio Iratio;
13 Calculate the fitness of the individual ind using Equation

(4.1);

14 end
15 Produce the next generation using GPTV genetic operators

(Subsection 4.2.4);
16 gen = gen+ 1;

17 end
18 Obtain the best individual in the last generation and use its tree

component to get SR and its vector component to get Is;
19 Return the selected instances, Is, and the symbolic regressor, SR.;
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After obtaining the two training subsets, the GPTV evolutionary pro-
cess is performed. It starts with an initialised population then a genera-
tional enhancement is done to obtain the required solution. The WKNN
method is first used to impute the instances in the first training subset.
For each GPTV individual, the vector component is used to select a set of
instances from the complete first training subset. These selected instances
are used to impute the missing values in the second subset. The two data
sets are then combined to get a complete data set. After that, the GP tree
of the GPTV individual is that represents a symbolic regression model is
evaluated on the complete data. Finally, from the best individual of the
last generation, the algorithm returns the symbolic regression model and
the set of selected instances. For instance selection, the instances that are
encoded in the vector of the best GPTV individual are selected. For the
symbolic regression, the mathematical expression represented by the tree
of the best GPTV individual is obtained.

4.2.6 WKNN Imputation

As seen above, the evaluation of GPTV individuals requires applying the
constructed symbolic regression models to complete data. For this pur-
pose, the widely used imputation method weighted k-nearest neighbour
(WKNN) is used.

WKNN works by finding k nearest instances among the selected in-
stances for each incomplete instance to be imputed. These instances are
the nearest distance-based neighbours and they are called imputation donors.
Each instance has assigned a weight based on the distance between the in-
complete instances and the complete instances. WKNN is chosen as it is
a good commonly used imputer. It is an instance-based imputer, where
instance selection is crucial. The weighted mean of the values of these
neighbours is then used to replace the missing values in the same features.

While the tree component constructs symbolic regression models, the
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vector component selects the instances based on their contribution to im-
pute missing values by the WKNN imputation method. The instance se-
lection idea is to select instances that better impute the missing values
in other instances. This can be considered as the selection of imputation
donors.

4.2.7 GPTV Testing

Algorithm 5: The GPVT testing process.
Input : A test instance I

SR: a learned symbolic regression model
Set selected instances, Is.

Output: A prediction output for the instance I .
1 if I is incomplete then
2 Use the selected instances in Is to impute I by the WKNN

imputation method;
3 Apply the symbolic regression SR to predict the regression

output of Î , i.e. p = SR(Î);

4 end
5 else
6 Apply the symbolic regression SR to predict the regression

output of I , i.e. p = SR(I);

7 end
8 Return the symbolic regression output, p;

In the test stage, the outcomes of the training process are applied to
new test instances as shown in Algorithm 5. The selected instances are
used to impute the missing values then the symbolic regression model is
used to predict the regression output of the complete imputed instance.
For an incomplete test instance, I , the WKNN imputation method is used
to impute the missing values based on the set of the selected instances,
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Is. This operation results in a complete instance, Î . After that, the learned
symbolic regression model SR is applied on Î to predict its regression out-
put.

4.3 Design of Experiments

In this section, the settings used for the experimental evaluations are pre-
sented. For empirical evaluation, the data sets used in Chapter 3 are con-
sidered. The method proposed in this chapter, GP with tree-vector rep-
resentation (GPTV), is compared with methods presented in Chapter 3.
However, to avoid repeating the results presented previously, only the fol-
lowing methods are considered as benchmarks.

• WKNN: In this method, the weighted KNN imputation method is
applied to estimate the missing values then symbolic regression is
performed on the imputed complete data. The WKNN method con-
siders all the available training instances. This method is considered
to show the improvement gained by integrating the instance selec-
tion in the proposed method over the main WKNN imputation.

• RF: In this method, the random forest regressor is employed for im-
putation then symbolic regression is performed on the imputed com-
plete data. This method is considered because it was the best bench-
mark method in Chapter 3. Therefore, the comparisons with this
method are intended to measure the performance of the proposed
method against a powerful existing method.

• GPI: In this method, GP is used for data imputation then symbolic
regression is performed on the imputed complete data. The GPI
method is considered compare with the case of using GP for impu-
tation before symbolic regression.



102 CHAPTER 4. IS FOR SR ON INCOMPLETE DATA

• WKNN-GP: This method is presented in Chapter 3, where weighted
KNN is combined with GP to estimate the missing values. WKNN
is used to retrieve a set of instances that are close to the incomplete
instances to be imputed. After that, GP is used to estimate the miss-
ing values in this incomplete instance. This method is considered
to show that combining instance selection and GP can improve the
direct imputation using WKNN and GP.

The benchmark methods are compared based on their associated sym-
bolic regression performance. For example, when showing the results for
WKNN, these are symbolic regression results after using WKNN imputa-
tion to estimate the missing values in the underlying data. As the evolu-
tionary process is stochastic, 30 independent runs are performed on each
data set. The difference between the results of the benchmark methods
and the proposed method is measured using the Wilcoxon non-parametric
statistical significance test with a significance level of 0.05.

The setting of the benchmark methods are the same as in Chapter 3.
The proposed method is implemented using the DEAP package [83] with
settings shown in Table 4.1. For the vector part of GPTV, a classic GA-
based implementation via DEAP is followed. The settings of both tree
and vector parts are set empirically after several pilot experiments. The
evolutionary process is terminated when reaching the generation number.

4.4 Results and Discussions

This section presents the experimental results along with discussion and
analysis. It starts with the results of symbolic regression on data sets with
synthetic missing values. After that, the results for symbolic regression on
data sets with real-world incompleteness are presented. Then the instance
selection results and the associated imputation times are given.
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Table 4.1: The GPTV settings.

Parameter Value
Generations 100
Population size 512
Crossover rate 0.8
Mutation rate 0.2
Elitism Top 10 individuals
Selection method tournament (7)
Vector representation binary
Vector crossover type two-point
Tree minimum depth 2
Tree maximum depth 8
Tree initialisation Ramped-half and half
Tree function set +, -, *, protected %
Tree terminal set features and constants ∈ U [−1, 1]

4.4.1 Symbolic Regression with Synthetic Incompleteness

The symbolic regression results in terms of the RSEs on the test sets for
the different methods on the synthetic incomplete data sets are shown in
Figure 4.6. The symbolic regression performance is measured using RSE
(as shown in Equation (4.2)).

As can be seen from the shown results, the proposed method brings im-
provements over the compared methods. In particular, the GPTV method
outperforms the other methods in almost all cases. This is because the
GPTV method considers improving the symbolic regression performance
when selecting the instances that are used for imputation. These instances
serve as imputation donors and they are then used later to impute the test
data. The soundness of this approach might be because the instances se-
lected during the training process help improve handling the missing val-
ues in the test data as the missingness cause in the training data is similar
to that in the tests data.
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Figure 4.6: The symbolic regression results for the different methods on
synthetic incomplete data sets with different missingness probabilities.
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The combination of both of the instance selection and the symbolic re-
gression modelling bring improvements over using underling methods
WKNN and GP respectively. The results obtained by GPTV are better than
those obtained by using GPI and WKNN individually. Moreover, GPTV
shows better performance compared with WKNN-GP. This is because the
instances used for imputation are selected in a way that improves the sym-
bolic regression performance.

The results show that GPTV has a superior performance compared to
the benchmark method in most cases. The main difference between the
benchmark method and the GPTV method is that, the benchmark impu-
tation methods perform missingness estimation in an unsupervised man-
ner. That is, the imputation is carried out regardless of its impact on the
symbolic regression performance. In contrast, GPTV performs imputation
while constructing the symbolic regression models. The selected imputa-
tion instances are guided by the goodness of both of the produced sym-
bolic regression model.

To show the significance of the obtained symbolic regression results,
the Wilcoxon statistical test is performed between the GPTV method and
each one of the other methods. These comparisons are conducted for the
30 synthetic incomplete data sets for each of the three missingness proba-
bilities. So, there are 90 comparisons between GPTV and each method on
each data set. The significant test results are shown in Table 4.2.

Although the proposed method shows good results in all considered
data sets, it can be noticed that the significance of the improvement dif-
fers depending on the used data set. This can be induced from the total
number of wins/losses on each data set. The GPTV method has less im-
provement when applied to data sets that have a relatively small number
of instances e.g. the Yacht data set as there is no enough data to learn ro-
bust models. The results suggest that the GPTV method is most suitable
for data sets with medium size. This is shown in the high number of wins
on the Housing, Forest, and ENB2012 data sets.
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Table 4.2: The significance test results of the symbolic regression perfor-
mance, where the numbers refer to the amount of win(+)/loss(-)/draw(=)
comparisons of GPTV against each method.

Method WKNN RF GPI WKNN-GP Total
Data + - = + - = + - = + - = + - =
Housing 74 4 12 44 23 23 78 1 11 45 16 29 241 44 75
Yacht 58 7 25 32 0 58 77 2 11 32 21 37 199 30 131
Forest 81 0 9 57 12 21 81 0 9 74 4 12 293 16 51
ENB2012 84 3 3 47 36 7 69 4 17 51 14 25 251 57 52
Concrete 69 8 13 36 44 10 70 0 20 71 5 14 246 57 57
Wizmir 50 4 36 35 44 11 74 4 12 68 8 14 227 60 73
PHP 21 8 61 28 36 26 71 0 19 66 3 21 186 47 127
Kin8nm 66 12 12 41 33 16 62 11 17 58 7 25 227 63 70
Total 503 46 171 320 228 172 582 22 116 407 78 152 1870 374 636

On the other hand, the improvement of the method is less significant
on data sets that have a relatively large number of instances e.g. the Kin8nm
data set. This may be due to the use of bit vector representation to evolve
instance sets. This means that the individuals will contain longer vectors
for data sets with a larger number of instances, which hinders the conver-
gence of the evolutionary process [120]. On the other hand, the best results
are achieved in medium-scale data sets.

4.4.2 Symbolic Regression with Real Incompleteness

The symbolic regression results for the examined methods on real incom-
plete data sets are shown in Table 4.3. This table shows the mean and
standard deviation of test RSEs of the symbolic regression achieved by
each method along with the significance test when compared with the pro-
posed method.

The sign “+” is used to refer to that the proposed method, GPTV, is
significantly better than the compared benchmark method. The sign “-”
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means that the benchmark method has significantly better performance
than GPTV. If there is no significant difference between the methods, the
test sign is “=”.

Table 4.3: The symbolic regression results for the different methods on real
incomplete data sets.

Method Auto-mpg SkillCraft1 Imports-85 KDD PBC Fishcatch

WKNN
mean 0.2451 0.6506 0.3784 1.1724 0.9786 0.1673
stdv 0.0621 0.1077 0.0719 0.3645 0.0184 0.0172
ST = = + + + +

RF
mean 0.2401 0.6321 0.3445 1.0015 0.9383 0.1526
stdv 0.0551 0.1286 0.0812 0.2683 0.0328 0.0341
ST = = + = - =

GPI
mean 0.2419 0.6411 0.3956 1.2522 0.9945 0.1721
stdv 0.0625 0.1362 0.0947 0.2191 0.1101 0.0919

= = + + + +

WKNN-GP
mean 0.2441 0.6331 0.3272 1.0944 0.9706 0.1578
stdv 0.0665 0.1285 0.0304 0.2315 0.0661 0.0882
ST = = + = + +

GPTV
mean 0.2431 0.6297 0.3175 1.0772 0.9561 0.153
stdv 0.0843 0.0489 0.0537 0.3622 0.3013 0.1054

Similar to the case of synthetic incompleteness, GPTV achieves the best
results compared with the other methods on most data sets with real in-
completeness. GPTV significantly outperforms all the other methods on
the Imports data set. On the other hand, GPTV manages to obtain equiv-
alent, if not better, results on the Fishcatch and KDD data set. Moreover,
except for the comparison with RF, GPTV was the best on the other data
sets. RF achieved significantly better results on the PBC data set. This is ex-
pected as RF is an ensemble method. However, on the Auto and Skill data
sets, the differences between methods are not significant because these
data sets have a small amount of missing values.
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4.4.3 Instance Selection and Computation Time

Another comparison that could be conducted between data-driven impu-
tation methods is the data reduction ability of the methods. This reduc-
tion plays an important role in the efficiency of applying these methods
in symbolic regression on incomplete data. Table 4.4 shows the number of
instances (#Instances) used in each method along with the corresponding
symbolic regression computation time (in milliseconds per test instance).

Table 4.4: The average computation time for each method (in milliseconds
per instance) along with the average of used instances.

Data set
WKNN GPTV
#Instances Time #Instances Time

Yacht 205 13.7099 113 6.9466
Housing 337 24.29123 158 13.4779
Forest 345 26.05183 207 21.8698
ENB2012 512 29.1195 266 27.7723
Concrete 687 37.8077 385 31.8323
Wizmir 974 47.93767 506 49.9945
PHP 1596 145.3942 878 75.1859
Kin8nm 5461 191.5189 2621 79.9697

As seen from Table 4.4, the instance selection method leads to a de-
crease in the number of selected instances, which in turn decreases the
computation time of the WKNN imputation method. WKNN uses all
training data to impute missing values in test instances. On the other
hand, GPTV uses only a subset of the instances for imputation. This makes
GPTV more efficient than WKNN.
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4.5 Chapter Summary

The goal of this chapter was to propose a new instance selection method
to improve the imputation for symbolic regression on incomplete data. To
achieve this goal, we proposed a method, GPTV, which uses a tree-vector
mixed representation to perform instance selection for imputation while
constructing GP-based symbolic regression models.

To evaluate the proposed method, two sets of real-world data sets con-
sidering two incompleteness scenarios are used. The first scenario im-
poses synthetic missingness into complete data sets and the second sce-
nario considers dealing with data sets that have actual missing values.
The results show that the proposed method can improve the symbolic re-
gression performance.

GPTV has the ability of selecting representative training instances and
learn a symbolic regression model that can be used to predict incomplete
test data. The experimental results show the superiority of the GPTV
method in handling the incompleteness for symbolic regression. The com-
bination of tree and vector representations not only improves symbolic
regression effectiveness but also reduces the computation time when ap-
plying the learned models to new instances.

This chapter shows how instance selection can be utilised to improve
symbolic regression on incomplete data. It presents a method that builds
imputation models and symbolic regression models simultaneously. The
proposed method in this chapter helps speed up and enhance the imputa-
tion process of the WKNN method. However, this method might not be
effective in the case of high-dimensional data. Incomplete data sets with
a large number of features need methods that can address the curse of di-
mensionality issue in addition to handling the missing values. This is the
subject of the next chapter in which a method for symbolic regression on
high-dimensional incomplete data will be presented.
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Chapter 5

GP-based Feature Selection for
Symbolic Regression on
High-dimensional Incomplete
Data

5.1 Introduction

High dimensionality is one of the serious data challenges in symbolic re-
gression and it is more challenging if the data are incomplete. Although
feature selection can successfully tackle the high dimensionality issue, un-
fortunately, most feature selection methods do not work in the presence
of missing values. GP has the natural feature selection ability but it is not
directly applicable to incomplete data. Instead, to deal with incomplete-
ness, it is common to impute the missing values first then perform GP
on the imputed complete data. However, in the case of having many ir-
relevant incomplete features, it would be better to avoid the unnecessary
costly imputation of such features. This could be done if feature selection
is performed before data imputation. This chapter shows how GP can be

111
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utilised for feature selection for symbolic regression on incomplete data.

Interval arithmetic is a technique that enables calculating arithmetic
operations (e.g. addition) on interval-valued elements instead of single-
valued numbers. With interval arithmetic, GP outputs intervals rather
than point predictions in [205]. In [110], interval-valued GP (IGP) is used
to make sure that the models produced by GP do not result in undefined
values. In [65, 64], IGP is extended with interval-aware search operators
to reduce the number of invalid solutions obtained during the search pro-
cess. Recently, some attempts have been taken for utilising IGP in dealing
with incomplete data.

In [226], GP-based multiple feature construction (GPMFC) is success-
fully extended by using IGP to directly construct features for classification
on incomplete data. This method showed better performance than the
simple imputation of using the mean value but not better than the case
of using more advanced imputation method (e.g. multivariate imputation
by chained equations, MICE). In [224], IGP is utilised to directly construct
classifiers for incomplete data. IGP is improved in [232] by incorporating
ensemble learning. Howeve, we have tried to adapt this approach to per-
form symbolic regression directly on incomplete data but the results are
disappointing. Although the predictions are not accurate, we noticed that
the IGP evolved models are able to pick features that are predictive than
others.

In this work, an IGP-based method is proposed to select features di-
rectly from incomplete data. This method is applied to high-dimensional
symbolic regression on incomplete data. The main reason of using IGP is
that replacing missing values with feature intervals can reflect the uncer-
tainty associated with the missingness in these features. Therefore, IGP
feature selection might provide a feature set that benefits the learning pro-
cess more than the approach of traditional GP-based feature selection after
imputation.
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5.1.1 Chapter Goals

The goal of this paper is to develop a new GP-based method that can di-
rectly select features from incomplete data. To this end, an interval-valued
GP-based approach is proposed for selecting features. The selected fea-
tures with incomplete data are then imputed and fed into the symbolic
regression learning process. This work has the following main objectives.

• Proposing a GP-based method for selecting features from incomplete
data for symbolic regression. Instead of imputing the data then se-
lecting the features, this method provides the ability to select the fea-
tures directly from incomplete data. Although some attempts have
been done on GP for dealing with incomplete data, none of them
has investigated its ability to select features directly from incomplete
data. To do so, a new interval-valued GP (IGP) approach is presented
in our work, which not only selects features but also selects their im-
putation predictors.

• Proposing a fitness function for IGP, which includes a point-to-interval
error metric and a feature selection pressure factor for IGP. For this
purpose, the mid-point metric which can measure the distance be-
tween an interval and a real value is used to form an evaluation met-
ric. In addition, the fitness function is regularised by a feature se-
lection pressure to enforce reducing the number of selected features
during the evolutionary process.

• Utilising the proposed approach for symbolic regression on high-
dimensional incomplete data. Several experiments have been con-
ducted to evaluate the applicability of the proposed method to sym-
bolic regression in different missingness scenarios. The obtained
results provide empirical evidence that having a GP-based feature
selection method that can work directly on incomplete data benefit
both the efficiency and the effectiveness of symbolic regression on
incomplete data.
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5.1.2 Chapter Organisation

This chapter is organised as follows. In Section 5.2, the proposed method
is presented. Then, the experiment design is presented in Section 5.3. The
experimental results are described in Section 5.4. Finally, Section 5.5 con-
cludes this chapter.

5.2 The Proposed Method

5.2.1 The Overall System

This method selects useful features before imputation for symbolic regres-
sion on incomplete data as shown in Figure 5.1. The feature selection pro-
cess is highlighted by a dashed frame.
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Figure 5.1: Utilising feature selection for imputation in symbolic regres-
sion on incomplete data.

This figure shows two phases: training and testing. The incomplete
training data are used for feature selection directly without imputing the
data. The output is a set of selected features, and both the training set
and test set are transformed by keeping only the selected features and re-
moving the other features. After that, an imputation method is applied to
produce complete data sets. Popular imputation methods are performed
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on the transformed data. The imputed training data are then used in the
test phase by the imputation method to estimate the missing values in test
instances. The imputed training data are fed into standard GP learning
process to construct symbolic regression models while the prediction per-
formance of these models is examined on the imputed test data.

5.2.2 Interval-valued GP

Interval arithmetic refers to dealing with intervals that are defined as sets
of real numbers as below [161].

[x−, x+] = {x ∈ R |x− ≤ x ≤ x+}, (5.1)

where x−(x+) is the lower (upper) bound of the interval and it is un-
bounded if x− = −∞ or x+ = +∞, while the whole set of real numbers,
R, is obtained when both are infinite.

Similar to real-valued arithmetic, which deals with arithmetic opera-
tors on real numbers, interval arithmetic operators are defined on inter-
vals. For practical applications, mostly, the following four basic operators
are used [179]. Intervals can be combined with real numbers where the
real number x ∈ R is represented by an interval as [x, x] [56]. For practical
applications, mostly, the following four basic operators are used and they
can be used to derive complicated functions.

• Addition:
[x−

1 , x
+
1 ] + [x−

2 , x
+
2 ] = [x−

1 + x−
2 , x

+
1 + x+

2 ]. (5.2)

• Subtraction:

[x−
1 , x

+
1 ]− [x−

2 , x
+
2 ] = [x−

1 − x+
2 , x

+
1 − x−

2 ]. (5.3)

• Multiplication:

[x−
1 , x

+
1 ] ∗ [x−

2 , x
+
2 ] =[min(x−

1 x
−
2 , x

−
1 x

+
2 , x

+
1 x

−
2 , x

+
1 x

+
2 ),

max(x−
1 x

−
2 , x

−
1 x

+
2 , x

+
1 x

−
2 , x

+
1 x

+
2 )].

(5.4)
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• Division:
[x−

1 , x
+
1 ]

[x−
2 , x

+
2 ]

= [x−
1 , x

+
1 ] ·

1

[x−
2 , x

+
2 ]
, (5.5)

where

1

[x−
2 , x

+
2 ]

=
[

1
x+
2

, 1
x−
2

]
, 0 /∈ [x−

2 , x
+
2 ]

1

[x−
2 , 0]

=
[
−∞, 1

x−
2

]
1

[0, x+
2 ]

=
[

1
x+
2

,∞
]

1

[x−
2 , x

+
2 ]

=
[
−∞, 1

x−
2

]
∪
[

1
x+
2

,∞
]
= [−∞,∞], 0 ∈ (x−

2 , x
+
2 )

(5.6)

The use of interval arithmetic extends standard real-valued GP to interval-
valued GP (IGP) [205]. In IGP, the terminal set elements are intervals. That
is, instead of single-valued features, intervals of feature values are used.
Similarly, the real-valued operators in the function set of standard GP are
replaced with interval-valued arithmetic operators defined in Equations
(5.2), (5.3), (5.4), and (5.5).
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Figure 5.2: A tree-based representation for IGP, g = a ∗ x + b, where a =

[−0.2, 0.4], b = [0.1, 0.14] and x = [0.4, 0.6].

An IGP tree is shown in Figure 5.2. Given two constant terminals a =

[−0.2, 0.4] and b = [0.1, 0.14] and a feature x = [0.4, 0.6], the expression
g(a, b, x) = a ∗ x + b is evaluated as g(a, b, x) = ([−0.2, 0.4] ∗ [0.4, 0.6]) +
[0.1, 0.14] = [−0.2 ∗ 0.6, 0.4 ∗ 0.6] + [0.1, 0.14] = [−0.02, 0.38].
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5.2.3 IGP for Feature Selection in Symbolic Regression on

Incomplete Data

GP has the ability of selecting features while constructing the desired mod-
els. The features involved in a GP program represent a set of selected fea-
tures. However, traditional GP can only work on complete data. To select
features from incomplete data, a two-stage IGP based method is proposed
in this work. The procedure of IGP for feature selection is shown in the fol-
lowing listing. The outputs are two lists of features selected in two stages.
The first one is IGPFS, which is a set of features selected. The second
list IGPPS contains the selected imputation predictors for the incomplete
features that are included in IGPFS.

The first stage starts by preparing the data set to be IGP-compatible,
i.e. convert it from real-valued data set into an interval-valued data set
by replacing each entry with an interval. Missing values in a feature are
replaced with an interval of the feature estimated as its minimum and
maximum existing values, while the existing values are also replaced with
an interval whose lower and upper bounds equal to the existing value it-
self. For example, assuming we have 3 features, the interval of which are
[−1, 2], [−2, 3], and [−3, 2], respectively. So, the original single-valued in-
stances (?, 1.5, 1), (?, ?, 1), and (?, ?, ?) are converted to the interval-valued
instances ([−1, 2], [1.5, 1.5], [1, 1]), ([−1, 2], [−2, 3], [1, 1]), and ([−1, 2] , [−2, 3],
[−3, 2]), respectively.

As the process of feature selection in the first stage considers the sym-
bolic regression performance on the target variable, some features that are
not useful for the target variable but can be useful for imputing incom-
plete features might not be selected. For this reason, the second stage of
feature selection is presented to select a good set of predictors for the se-
lected incomplete features. For each incomplete feature selected in stage
1, IGP selects imputation predictors. The selected features and predictors
are used for imputing the data.
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Listing 1. The main steps of the proposed approach

S1. Stage 1: selecting the features.

S1.1. Form an interval-valued data set, [D], in which each single value in D is
replaced with an interval.

S1.2. Construct IGP model, G, to predict T using the data set [D].

S1.3. Append all features in G to IGPFS.

S2. Stage 2: selecting imputation predictors for the selected features.

S2.1. IGPPS = ϕ.

S2.2. For each incomplete feature f in IGPFS.

S2.2.1. IGPPSf = [f ].

S2.2.2. Form an interval-valued data set in which the target variable is f ,
[D]f , taking only the instances that does not have missing values
in f .

S2.2.3. Construct IGP model, Gf , to predict f using the data set [D]f .

S2.2.4. Append all predictors appear in Gf to the set of f imputation pre-
dictors IGPFSf .

S2.2.5. Append the list IGPPSf to IGPPS.

5.2.4 IGP Fitness Function

IGP individuals are applied to predict the outputs of interval-valued fea-
tures and produce interval-valued predictions. Given a data set with n

instances, each IGP individual produces n interval predictions [y−i , y
+
i ], i =

1, 2, 3..., n. However, in order to evaluate these outputs against the de-
sired target values, ti, i = 1, 2, 3..., n, a metric that measures the distance
between interval-valued outputs and single-valued targets is needed.

The overall prediction error of an IGP individual is computed using
the mean point to interval error (MPIE) shown in Eq (5.7).
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MPIE =

n∑
i=1

d(ti, [y
−
i , y

+
i ])

n
(5.7)

where n is the number of the instances, [y−i , y
+
i ] is the ith predicted interval,

ti is the ith desired value, and d is the distance metric between [y−i , y
+
i ] and

ti. To define d, different metric errors are used as follows.
Existing work that used IGP for incomplete data evaluates the qual-

ity of the evolving individuals by comparing mid-points of the produced
intervals with the desired values [224, 232]. This metric is used for classi-
fication with incomplete data and it is defined as in Eq.(5.8).

d(ti, [y
−
i , y

+
i ]) = |ti −

y−i + y+i
2

|. (5.8)

Meanwhile, a selection pressure which emphasises on reducing the
number of involved features in the evolved IGP individuals is considered
in the fitness function of IGP. The selection pressure is based on the gener-
ation number and the number of selected features as in Equation (5.9).

selection pressure =
g

G
∗ #Fs

#F
(5.9)

The first component introduces the impact of generation, which is de-
fined by the current generation number, g, divided by the total number
of generations, G. The weight of feature reduction increases when g in-
creases, which allows including more features in the early generations and
the more advanced generations have larger contributions to feature reduc-
tion. The second component is defined by the number of features in the
individual, #Fs, divided by the number of all available features, #F . If
two individuals at a generation have the same error, a lower (better) fit-
ness value is given to the one with fewer number of features.

As shown in Equation (5.10), the selection pressure is combined with
the regression error MPIE to form the IGP fitness function to minimise
both the number of features and the regression error. A parameter α ∈
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(0, 1) is used for controlling the balance between the feature selection pres-
sure and the regression error, which is set empirically to be 0.3 to weigh
the regression performance more. To prevent the selection pressure from
dominating the fitness function, especially when the error is too small, the
selection pressure is multiplied by this error. This strategy is also useful
when the error MPIE is big as it is, theoretically, not bounded, while the
selection pressure is limited between 0 and 1. However, this multiplica-
tion operation will preserve the selection impact to be a ratio of the whole
error regardless of how big/small it is.

fitness = MPIE ∗ (1 + α ∗ selection pressure) (5.10)

5.3 Design of Experiments

To investigate the performance of the proposed approach, a set of experi-
ments has been conducted. This section presents the design of these exper-
iments including the used data sets, parameters, evaluation metrics, and
benchmark methods.

5.3.1 Data Sets

To evaluate the proposed method, different types of data sets are used.
This consideration allows providing more solid conclusions regarding the
performance of the proposed approach under different circumstances.

5.3.1.1 Real-world Data Sets with Synthetic Incompleteness

Four high-dimensional real-world data sets are used. Each data set has
more features than instances. Table 5.1 shows the information of these
data sets and more details can be found in [241]. In this work, each data
set is split randomly into training and test (sub)sets with the ratio of 70 :

30. Similar to previous chapters, incomplete data sets are generated by



5.3. DESIGN OF EXPERIMENTS 121

imposing missingness ratios of 10%, 30%, and 50% to each complete data
set.

Table 5.1: Statistics of the data sets.

Data # Features #Training Instances #Test Instances
Selwood 54 21 10
Pah 113 54 26
Pdgfr 321 54 25
Mtp2 1143 183 91

5.3.1.2 Artificial Data Sets with Synthetic Incompleteness

Artificial data sets are also considered for comparing the algorithms. This
allows systematic experiments, which enables more solid analysis. For this
purpose, the well-known Friedman function [85] is used. This function in-
cludes both linear and non-linear relationships between the independent
variables and the dependent variable. A normalised noise, ϵ, is also added
to as shown in Equation (5.11).

y = 10 ∗ sin(π ∗ x1 ∗ x2) + 20 ∗ (x3 − 0.5)2 + 10 ∗ x4 + 5 ∗ x5 + ϵ (5.11)

Following previous research on regression presented in [10], in our
work, artificial data sets based on Friedman function are generated. In
addition to the 5 input features, additional independent randomly gener-
ated features are added into the data sets to measure ability of the feature
selection methods to handle irrelevant features. Moreover, to measure the
impact of colinearity, three colinearity degrees (0, 2, and 4) are used when
generating data sets of 1000 instances. The colinearity degree refers to the
number of features that are dependent on other features. These artificial
data sets are named as fri cC I F , where C, I , and F are the colinearity
degree, number of instances, and number of features, respectively. For ex-
ample, the data set fri c0 1000 10000 consists of 1000 instances and 10000
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features with zero colinearity. The data sets used in this chapter are formed
by adding 9050 random features to the data sets of 1000 instances, and co-
linearity degrees 0, 2, and 4, that are used in [10] and can be found in
[241]. This forms the data sets fri c0 1000 10000, fri c2 1000 10000, and
fri c4 1000 10000. For shortcut, we will refer to these data sets as fri c0,
fri c2, and fri c4, respectively. After that, the strategy used previously on
real-world data is adopted on the artificial data for splitting the data and
imposing missingness.

5.3.1.3 Real-world Data Sets with Real Incompleteness

To validate the applicability of the proposed approach on realistic incom-
pleteness, two real-world data sets that originally have missing values are
used. Table 5.2 shows statistics of these data sets and more details can be
found in the UCI machine learning repository [62].

Table 5.2: Statistics of the used incomplete data sets

Data set #Features #Instances #Incomplete instances
CCN 128 1994 1676
CCUN 147 2215 1763

The CNN data set is related to the communities and crime data within
the United States. The CCUN data set is similar to CCN but it has more
variables. Another difference is that the CCUN data set is unnormalised.
These data sets are used for high-dimensional symbolic regression in [49,
44] after deleting the incomplete entries. Note that, the string features are
removed (1 from CNN and 2 from CCUN) and the instances that have
missing target values are removed as well (97 from CCUN). Although the
extra variables in CCUN are provided as potential goals for prediction,
we are using them as predictive features. The considered target variable
in CNN is “ViolentCrimesPerPop” and it is “nonViolPerPop” in CCUN.
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5.3.2 Methods and Parameters

5.3.2.1 Evaluation Methodology

The feature selection approaches are evaluated based on their impact on
three popular imputation methods for symbolic regression on incomplete
data. The imputation methods include mean imputation (MeanIM), K-
nearest neighbour imputation (KNNIM), and random forest imputation
(RFIM) [118]. These methods represent different strategies. MeanIM is
a uni-variate ad hoc imputation method. KNNIM is an instance-based
proximity imputation method while RFIM is a feature-based regression
imputation method. This consideration enables the validation of the ap-
plicability of the feature selection methods to various incompleteness sit-
uations. The imputation methods are based on the packages missingpy
[1] and simputation [236], and the symbolic regression is carried out using
the gplearn package [213] keeping default settings.

5.3.2.2 Parameter Settings

The proposed approach produces two feature sets from the two stages:
IGPFS and IGPPS. These sets are compared with two other approaches.
The first one is to use all the available features without any feature selec-
tion strategy and it is denoted as “All”. This approach is used to evaluate
the difference brought when feature selection is employed. Actually, it
aims to examine the consideration of feature selection in the first place.
The second method is based on decision tree (DT) that has the ability to
select features from incomplete data. This one is denoted as DTFS and it is
considered to compare the GP-based feature selection method with a non-
GP feature selection method where both can work directly on incomplete
data.

The IGP-based feature selection is implemented using strongly typed
GP utilising the DEAP python package [83] with the setting shown in Ta-
ble 5.3. The evolutionary process stops when reaching the maximum num-
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ber of generations or getting a zero fitness function. Note that, as the di-
vision operation in IGP is not well defined on intervals spanning zero, the
trees which violate the IGP assumptions are eliminated during the search
process.

Table 5.3: IGP settings

Parameter Value
Generations 50
Population size 512
Crossover rate 0.8
Mutation rate 0.2
Elitism Top-10 individuals
Selection method Tournament selection
Tournament size 7
Maximum depth 9
Initialization Ramped-half and half
Function set Interval functions (Equations (5.2), (5.3), (5.4), (5.5))
Terminal set Interval-valued features

For DTFS, the R library rpart [265] which is an implementation of clas-
sification and regression trees (CART) is used, while the synthetic incom-
plete data sets are generated using the R package SIMSEM [184]. The
metric used for computing the regression error on the test set is relative
squared error (RSE) shown in Equation (5.12), which is the same as previ-
ous chapters.

RSE =

n∑
i=1

(yi − ŷi)
2

n∑
i=1

(yi − ȳ)2
(5.12)

where n is the number of instances, yi (ŷi) is the target (predicted) value of
the ith instance, and ȳ is the average of the target values.
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The evaluation of the methods is based on the symbolic regression per-
formance. Features are selected from incomplete data producing trans-
formed data that are imputed to get complete data, which can be used in
symbolic regression. The feature selection methods are All, DTFS, IGPFS,
and IGPPS. When using IGPFS, it refers to the use of the features selected
by IGP, however, IGPPS implies adding the imputation predictors of each
incomplete feature in the IGPFS set. These predictors are also selected by
IGP. The imputation methods are MeanIM, KNNIM, and RFIM. For the
symbolic regression, it is based on standard GP, and its regression error is
measured using RSE of the predictions for the test data. As GP is stochas-
tic, the experiments are repeated 30 times independently, with a differ-
ent random seed every time, for each method then the collective results
are compared with corresponding ones of the other methods. The signifi-
cance of the difference between the results is measured based on pair-wise
Wilcoxon test with a significance level of 0.05.

5.4 Results and Discussions

5.4.1 Performance on Symbolic Regression

In this section, the experimental results are presented. It starts by showing
the symbolic regression performance on different types of data sets. After
that, the feature reduction and the computation time are analysed.

5.4.1.1 Symbolic Regression on Real-world Data Sets with Synthetic
Incompleteness

The first set of experiments is conducted on complete real-world data sets
after imposing different ratios of missing values. Figure 5.3 shows the
symbolic regression results with synthetic incompleteness on real-world
data sets. Each subfigure shows the results for one data set where the im-
putation methods are shown vertically and the feature-based missingness
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ratio is given horizontally. The y-axis represents the symbolic regression
error measured using RSE on each test set, whereas the x-axis stands for
the instance missingness ratio.

From the shown results, it is clear that IGPPS has the best symbolic
regression results compared with the other methods when using differ-
ent imputation methods on all the data sets. It tends to improve the re-
sults obtained by IGPFS, which produces, mostly, better results than DTFS.
Such results are due to the high compatibility of GP-based feature selec-
tion methods with symbolic regression compared with non-GP feature se-
lection. The results also show that feature selection techniques are better
than the case of using all features in most cases.

For the impact of the missingness ratio, it can be noticed that the ratio
of missingness has a considerable effect on symbolic regression perfor-
mance. In fact, the higher the missingness ratio, the worse the symbolic
regression performance. Moreover, models constructed using highly in-
complete data are unstable. The variance with such incompleteness ratios
indicates the stability of the corresponding models. For example, the case
of 50% missingness ratio has the worst results on each data set. On the
other hand, the 10% missingness ratio is accompanied with better sym-
bolic regression results compared with higher ratios.
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Figure 5.3: The test RSEs with different feature selection and imputation
methods.



128 CHAPTER 5. GP-BASED FS FOR SR WITH MVS

Table 5.4: The test RSEs on Artificial Data with Synthetic Incompleteness.

Method Data fri c0 fri c2 fri c4

IM% 10 30 50 10 30 50 10 30 50

MeanIM

All 1.7838 1.7412 1.8727 1.7804 1.7225 1.6269 1.8718 1.9997 1.9909
DTFS 1.5144 1.5969 1.6053 1.4795 1.5242 1.6593 1.6224 1.8532 1.6384
IGPFS 1.2992 1.3611 1.4212 1.3198 1.2722 1.35109 1.28269 1.620304 1.41505
IGPPS 1.1952 1.2387 1.3075 1.2538 1.1323 1.2835 1.1801 1.5231 1.2735

ST +,+,+ +,+,+ +,+,+ +,+,+ +,+,+ +,+,+ +,+,+ +,+,+ +,+,+

KNNIM

All 1.7378 1.7405 1.8721 1.7262 1.6409 1.7345 1.6323 1.9269 2.0487
DTFS 1.4517 1.5568 1.5058 1.4226 1.593 1.6242 1.698 1.568 1.7371
IGPFS 1.2412 1.1079 1.2896 1.2121 1.1893 1.2672 1.6258 1.3184 1.3602
IGPPS 1.1047 1.0525 1.2251 1.1393 1.1179 1.1912 1.4632 1.2261 1.2922

ST +,+,+ +,+,+ +,+,+ +,+,+ +,+,+ +,+,+ +,+,+ +,+,+ +,+,+

RFIM

All 1.611 1.8077 1.7814 1.7154 1.7105 1.8117 1.3755 1.7772 1.8083
DTFS 1.4944 1.5244 1.5447 1.5275 1.4237 1.4108 1.2007 1.5204 1.314
IGPFS 1.1932 1.2374 1.2955 1.278 1.3024 1.3073 1.1046 1.1808 1.1701
IGPPS 1.0739 1.1755 1.2307 1.2013 1.2117 1.1635 1.0051 1.1217 1.0998
ST +,+,+ +,+,+ +,+,+ +,+,+ +,+,+ +,+,+ +,+,+ +,+,+ +,+,+

5.4.1.2 Symbolic Regression on Artificial Data with Synthetic Incom-
pleteness

Table 5.4 shows the symbolic regression results with synthetic incomplete-
ness on artificial data. In this table, IM% refers to the instance-based
missingness ratio, and column “ST” is for the significance test of the dif-
ference between the IGPPS and the other methods. The symbol “+”
(“-”) means that IGPPS outperforms (is outperformed by) the compared
method, whereas “=” means no significant difference. These symbols are
in 3-tuple according to the comparisons with the other methods in the
same order shown in the table.

From this table, similar conclusions to those obtained on the real-world
data with synthetic completeness can be easily noticed. Namely, the use
of feature selection leads to considerable improvements in the symbolic
regression results regardless of the used imputation method. When it
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comes to comparing the feature selection methods, the GP-based approach
achieves better results than the DT-based one. Specifically, the IGPPS
method is the best in all considered cases. These results can be used
to conclude that the proposed IGP-based feature selection approach se-
lects features that are more beneficial for symbolic regression. Eventually,
IGP-based feature selection also performs symbolic regression but with
interval-valued space instead of the single-valued space used in GP-based
symbolic regression. Therefore, the usability of the features selected by
IGP-based feature selection seems intrinsically justifiable.

For the cases of non-significance difference between feature selection
methods, interestingly, they mostly come with either high or low missing-
ness ratios. That is, in the case of low missingness ratios, their impact is too
small to clarify the differences between the methods. On the other hand,
for high ratios of missing values, the performance is poor due to the lack
of data needed by the imputation methods. In this case, the improvement
brought by feature selection is not notably significant.

5.4.1.3 Symbolic Regression on Real-world Incomplete Data

Table 5.5 shows the symbolic regression results with real-world incom-
plete data sets. The results represent the mean of RSE (over 30 runs) for the
test data when performing symbolic regression after imputing the missing
values with each feature selection method.

Based on the experimental results, the proposed selection approach
(IGPFS and IGPPS) provides better symbolic regression results compared
to the other methods on the considered data sets. Interestingly, the fea-
tures selected by DTFS may reduce the performance that can be obtained
from the use of the full set of features. This is probably because DTFS
might exclude some features that are relatively important for constructing
good symbolic regression models. Such results indicate that the use of GP
to feature selection provides features that are more compatible with the
symbolic regression process compared with non-GP feature selection.
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Table 5.5: The symbolic regression test RSEs on real-world incomplete data
sets.

CCN CCUN
Mean Std ST Mean Std ST

MeanIM

Full 0.5246 0.063 (+,=,=) 0.0344 0.0070 (-,-,-)
DTFS 0.5314 0.0866 (-,-,-) 0.0325 0.0046 (+,-,-)
IGPFS 0.5013 0.0654 (+,+,-) 0.0304 0.0063 (+,+,=)
IGPPS 0.4886 0.0563 (+,+,+) 0.03001 0.0075 (+,+,=)

KNNIM

Full 0.5217 0.0549 (=,-,-) 0.0244 0.0102 (-,-,-)
DTFS 0.5236 0.0691 (=,-,-) 0.0237 0.0056 (+,-,-)
IGPFS 0.5101 0.0563 (+,+,-) 0.02104 0.0046 (+,+,-)
IGPPS 0.4973 0.0643 (+,+,+) 0.0201 0.0038 (+,+,+)

RFIM

Full 0.5134 0.0531 (=,-,-) 0.0398 0.0059 (-,-,-)
DTFS 0.5167 0.0559 (=,-,-) 0.0353 0.0046 (+,-,-)
IGPFS 0.4955 0.0469 (+,+,-) 0.0313 0.0049 (+,+,-)
IGPPS 0.4758 0.0561 (+,+,+) 0.0301 0.0058 (+,+,+)

5.4.2 Feature Reduction

Table 5.6 shows the feature reduction of the feature selection techniques
on the considered data sets. In this table, feature reduction is measured
by the number of distinct features selected by each method over differ-
ent settings. The obtained results show that all the three feature selection
methods can bring a huge reduction in the number of features.

Table 5.6: Feature reduction of the methods on different data sets.

Selwood Pah Pdgfr Mtp2 fri c0 fri c2 fri c4 CNN CCUN
All 54 113 321 1143 10000 10000 10000 126 144
DTFS 21 26 23 43 20 32 37 8 7
IGPFS 19 23 34 39 21 23 37 16 17
IGPPS 28 45 66 71 32 54 56 25 32

In most cases, IGPFS leads to the highest reduction in the number of
features. This is because IGPFS only selects the features that are useful
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for the target variable based on IGP, while IGPPS selects more features
as it adds predictor features to those ones selected by IGPFS. Although
DTFS can provide fewer features in several cases such as on the real in-
complete data sets CNN and CUNN, these features might not be the best
ones for symbolic regression. This is clear from the symbolic regression
performance comparison given in the previous section (see Table 5.5).

The feature reduction is not only related to the feature selection method
but also the nature of the data sets. It seems that there are more redun-
dant features in some data sets than in others. For example, among the
real-world data sets, the Mtp2 data set has the most irrelevant/redundant
features, which results in the highest feature reduction ratio. On the other
hand, the artificial data sets show high reduction ratios due to the large
amount of randomly added features.

5.4.3 Computation Time

Table 5.7 shows the computation time of the used feature selection tech-
niques with different imputation methods on the considered data sets. In
this table, the computation time shows the average of processing time per
test instance on a machine with 1.7Mhz CPU and 8GB RAM.

The processing time is computed for performing the whole process
to reach predicting the regression output for a test instance. This im-
plies imputing the missing values in the test instance when employing
the imputed training data by imputation methods. Consequently, select-
ing fewer features means less overload. Therefore, the processing time is
related to the feature reduction showed in Table 5.6. The obtained results
show that the use of feature selection reduces the required processing time
considerably when compared to the case of using all features. IGPFS leads
to more efficient models than the other feature selection methods. In most
cases, it has the lowest computation time.
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Table 5.7: The computation time of the symbolic regression evaluation
(milliseconds per instance) for the compared feature selection techniques
when used by different imputation methods.

Selwood Pah Pdgfr Mtp2 fri c0 fri c2 fri c4 CNN CCUN

MeanIM

All 4.73215E-08 1.14E-07 1.8E-07 6.26E-07 4.67E-06 4.67E-06 4.67E-06 2.39E-06 3E-06
DTFS 3.76573E-08 8.2E-08 8.23E-08 2.6E-07 1.34E-06 1.34E-06 1.35E-06 2.35E-06 2.96E-06
IGPFS 3.56578E-08 8.36E-08 8.6E-08 2.58E-07 1.34E-06 1.34E-06 1.35E-06 2.36E-06 2.96E-06
IGPPS 4.1323E-08 9.1E-08 9.66E-08 2.7E-07 1.35E-06 1.35E-06 1.35E-06 2.36E-06 2.97E-06

KNNIM

All 0.01268865 0.027962 0.04394 0.149052 1.09843 1.09843 1.098117 0.56441 0.706805
DTFS 0.010103925 0.020834 0.019973 0.062268 0.315806 0.317373 0.317138 0.553914 0.696388
IGPFS 0.009320675 0.01966 0.021461 0.061955 0.317138 0.316355 0.318391 0.554541 0.697171
IGPPS 0.0109655 0.022636 0.023654 0.064461 0.317686 0.318783 0.319879 0.556499 0.698032

RFIM

All 0.001514075 0.003306 0.005299 0.018198 0.134273 0.134312 0.134312 0.068938 0.086475
DTFS 0.001197844 0.002587 0.00252 0.00758 0.038638 0.038906 0.038877 0.067808 0.0852
IGPFS 0.001217009 0.002444 0.002549 0.007542 0.038647 0.038666 0.038839 0.067923 0.085181
IGPPS 0.001303254 0.002769 0.002856 0.007963 0.038868 0.039002 0.038983 0.068047 0.085363

5.4.4 Further Analysis

Feature selectability refers to the ability of a feature to be selected. For the
artificial data sets, the generator of the data is already known, which can
be used to induce the relationships between the features and the regression
output. This makes it easier to analyse the ability of the feature selection
method to select the relevant features.

Figure 5.4 shows the relevant features (f1, f2, f3, f4, f5) and the non-
relevant collective features (nrf ) during the IGPFS evolutionary learning
process on artificial data sets with synthetic incompleteness. This figure
shows the selectability of these features measured by the frequency of the
occurrence of the features and the ratio of this occurrence in each genera-
tion over the 50 generations. The frequency refers to how many times, out
of the 30 runs, the feature appeared in the best-of-generation individual.
However, the ratio means the appearance percentage of the feature in the
generation with respect to all the features involved in the IGP program.
This measure is indicated by the size of the shown circles in the figure.

It can be seen that, feature f4 has a higher occurrence frequency and
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(b) The data set fri c2.
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(c) The data set fri c4.
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Figure 5.4: The irrelevant features (nrf) selected together with five relevant
features during the evolutionary process with synthetic incompleteness on
artificial data sets.

higher ratio compared with the other features. This indicates that f4 is
more important than the others. In fact, according to the target function
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(Equation (5.11)), f4 seems to have the highest impact on the output vari-
able. When comparing the selection of the relevant features collectively,
the advanced generations have more ability to select these features than
the premature ones. This is clear from the decreasing curve of the irrele-
vant features, nrf , with the increase of the generation number.

On the other hand, the colinearity factor, which refers to the number of
features that are dependent on other features, has a notable impact. The
higher colinearity, the more likely to select non-relevant features, which is
shown in the pink nrf nodes in Figure 5.4. For the fri c0 data set, there is
no colinearity between features, while the fri c2 and fri c4 data sets have
colinearity degrees of two and four, respectively. This could be noticed
as more irrelevant features are selected on the fri c2 and fri c4 data sets
than on the fri c0 data set.

5.4.4.1 Analysis of selectability of incomplete features

To have a deeper look, the selectability of the incomplete features is anal-
ysed. That is, we aim at examining how likely the incomplete features to
be selected by the feature selection methods. Although, theoretically, for
higher incomplete features ratio, it is more likely for incomplete features
to be selected, but this also depends on the importance of these features.
For this purpose, we intentionally imposed the incompleteness into the
relevant features in the synthetic Friedman data set fri c0 (with zero co-
linearity to avoid its possible influence), then study their selectability by
the feature selection approaches.

This time, we used a wider range of instance-based missingness ra-
tios (viz. 5%, 10%, 15%, 20%, 25%, 30%, 35%, 40%, 45%, 50%, 55%, 60%) in
order to increase the chance of drawing solid conclusions on the selectabil-
ity of features with respect to the incompleteness ratio. Note that, as we
already know the features that will be affected by the missingness, the
feature-based missingness ratio is not considered. Each missingness ra-
tio has imposed randomly for 30 times and the obtained incomplete data
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are fed to the two feature selection approaches, i.e. the GP-based IGPPS
method and the non-GP DTFS method. The probability of an incomplete
feature to be selected represents the ratio of times it got selected. It is cal-
culated by dividing the number of times the feature is selected by the total
number of runs. Only IGPPS is considered since all incomplete features se-
lected by IGPFS are included in IGPPS. The results corresponding to these
experiments are shown in Figure 5.5.

Figure 5.5 shows that, although the GP-based approach is generally
better, the difference between the two approaches is not notable for ex-
treme missingness ratios, i.e. less than 15% and more than 55%. This is be-
cause both methods can easily select the relevant features from data with
neglectable low missingness ratios. However, for high ratios of missing
values, the data set is highly corrupted which hinders the applicability of
the two approaches.

Figure 5.5: The probability of a relevant incomplete feature to be selected
by the GP-based IGPPS method compared with the non-GP DTFS method
considering different ratios of missingness on the synthetic Friedman data
set fri c0.
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5.5 Chapter Summary

In this chapter, a GP-based approach that has the ability to select features
from incomplete data for symbolic regression is presented. It employs
interval-valued GP to select the features and their imputation predictors.
As this approach deals with intervals rather than single-valued entries, an
interval-based error metric is derived and used in the fitness function of
the IGP-based feature selection to better guide the search process.

One important finding in this work is that performing feature selec-
tion before imputing the incomplete data can bring several benefits. It
can lead to more accurate predictions while consuming less time. An-
other conclusion is that, for GP-based symbolic regression on incomplete
data, GP-based feature selection is more beneficial than the decision tree-
based feature selection. This can be observed from comparing the two
approaches when employed for symbolic regression on incomplete data.

The proposed approach is utilised for improving imputation in sym-
bolic regression on real and artificial data with different incompleteness
ratios. The obtained results show that the proposed IGP approach outper-
forms the commonly used decision tree approach in directly selecting fea-
tures from incomplete data for symbolic regression. This approach can not
only achieve better symbolic regression performance but also select fewer
features which in turn reduces the required computation time. Moreover,
in addition to improving the performance by a better feature selection abil-
ity for regression, this performance is further improved when IGP is used
to select predictors for imputation as well.

On the other hand, although the proposed method achieves efficient
testing performance, the training stage efficiency could be improved. Fur-
thermore, the proposed methods assume that there is enough data to achieve
reasonable learning. The situation when there is limited data will be ad-
dressed in the next chapter.



Chapter 6

GP-based Transfer Learning in
Symbolic Regression on
Incomplete Data

6.1 Introduction

In the previous chapters where standard supervised machine learning is
adopted, there was an implicit assumption that the existing data are enough
to build models that can provide reasonable estimations for the missing
values. However, what if the task in hand is in a domain with limited
data (e.g. a small number of instances)? This is an extra challenge in ad-
dition to the data incompleteness. The existing data in the domain might
not be adequate to provide reliable models to handle the missing data. To
deal with such a situation, one promising approach is to transfer knowl-
edge from different (yet related) complete domains. This can be achieved
via transfer learning, which reuses learned knowledge in source domains
to improve the learning in target domains [250, 262]. To perform trans-
fer learning, feature-based transformations can be constructed to map fea-
ture spaces between domains such that their differences are reduced [177].
However, this has not been adequately investigated in symbolic regres-
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sion on incomplete data. The related methods assume that the used data
sets are complete. As transfer learning is powerful in dealing with limited
domains, there is a need to utilise it to compensate for the shortage of data
due to having both missing values and a small number of instances.

6.1.1 Chapter Goals

The main goal of this chapter is to develop a method that utilises transfer
learning to deal with incomplete data in symbolic regression on domains
with limited data. In this chapter, we aim to propose a novel multi-tree
GP (MTGP) based transfer learning method to transfer knowledge from
a complete source domain to improve symbolic regression in incomplete
target domains. The specific objectives of this chapter include:

1) Developing a new mechanism to transfer both feature-based and
instance-based importance weighting knowledge from the source domain to
the target domain.

2) Developing new MTGP crossover and mutation operators based on
a probabilistic selection of the best trees for crossover and the worst tree
for mutating. The new genetic operators aim to maintain a higher level of
exploration and exploitation to benefit the search effectiveness and accel-
erate the convergence of the evolutionary process. A new tree-wise selec-
tion method is also proposed for producing the next generation.

3) Designing an MTGP modelling process that produces feature trans-
formations, which map complete source domains to incomplete target do-
mains. The designed MTGP modelling considered two metrics for transfer
learning. The first one is about domain-wise similarity. The Kolmogorov-
Smirnov statistic, which tests the distribution similarity between data sets,
is used to measure the domain mismatch. The second metric is related to
the task learning performance. The transformation aims at improving the
SR performance when handling the incompleteness in the target domain.
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6.1.2 Chapter Organisation

This chapter is organised as follows. In Section 6.2, the proposed method
is presented with a description of how it is used for symbolic regression on
incomplete data. After that, the experiment setup is presented in Section
6.3, then the obtained results are given in Section 6.4. Finally, Section 6.5
draws the conclusions of this chapter.

6.2 The Proposed Method

Transfer learning provides a good solution when learning in domains with
limited number of instances. In this work, a transfer learning-based method
is developed to deal with the case that some of these (few) instances are in-
complete. The main idea of the proposed method is to build a transforma-
tion that maps a source domain to a different (but related) target domain.
Such a mapping is carried out using MTGP by constructing multiple fea-
tures from the source features such that the transformed data has a similar
representation to that of the target domain and leads to better target SR
learning. The aim of the transformation is to compensate for the lack of
knowledge in the target domain due to both missingness and shortage in
the number of instances.

6.2.1 Overall Approach

Figure 6.1 shows the overall framework proposed in this work. First, an SR
learning process is performed in the source domain with complete data.
The outcomes of this process is SR models that are used to provide estima-
tions for the weights of the features and instances in the source domain.
This process is highlighted with a green colour background in Figure 6.1
and it will be detailed in Section 6.2.2. The extracted weights knowledge is
then employed by the MTGP-based transformation to benefit the learning
process in the target domain.
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Figure 6.1: The Proposed Framework of Utilising Multi-tree GP-based
transfer learning in Symbolic Regression on Incomplete Data.

The MTGP-based transformation (the component with red background)
represents the core of this work and it involves other modules as will be
presented in Subsection 6.2.3. It constructs an asymmetric mapping from
the source feature space to the target feature space using MTGP by align-
ing the source data and the target training data. This mapping is used
to transform the source data in a way that helps impute the missing val-
ues in the target domain effectively. It produces transformed features and
instances along with their weights.

The transformed knowledge is utilised to impute the incomplete train-
ing and test sets in the target domain. After that, normal SR is carried out
on the imputed target data. That is, the imputed training target data set is
used for building SR models that are then applied to predict the outputs
of the imputed test data.

In the next subsections, a detailed formalisation of the proposed MTGP
transformation is presented. For this purpose, the notations given in Ta-
ble 6.1 are used. Superscripts of t, s, and c will be used to refer to target,
source, and constructed domains, respectively. For example, the symbols
Ds, Dt, and Dc denote the source domain, the target domain, and the con-
structed domain, respectively.
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Table 6.1: Summary of the used notations

Symbol Meaning Symbol Meaning
T task D domain
X feature space L loss function
M MTGP individual f regression learned model
Y desired value Ŷ predicted output
X data matrix I instance vector
m number of features n number of instances
Xj the jth feature Ii the ith instance
WXj weight of the jth feature WIi weight of the ith instance

6.2.2 Extracting Knowledge from the Source Domain

The learning process in the source domain is SR on complete data. The
outcomes of this process are the learned SR models {f s

l (Ds)}rl=1, where
r is the number of the independent runs (set to 30 in this work). These
models are used to estimate the weights for the source domain features
and instances based on their impact according to the learning process in
the source domain. The more important features/instances in the source
domain, the more likely they benefit the target domain, and therefore, the
larger weight they get in the transformation construction process. The
main steps of extracting knowledge based on the learning in the source
domain are shown in Algorithm 6.

a) Source-wise feature weighting: The weights of the features are cal-
culated based on their frequency in the best-of-run SR models as in Equa-
tion (6.1). To find the weight of each feature, the ratio of its frequency to
the sum of the total frequency of all ms source-domain features are taken,
then the average of these ratios over the r runs is computed by dividing
by r.

W s
Xs

j
=

1

r

r∑
l=1

frq(Xs
j , f

s
l )∑ms

p=1 frq(X
s
p , f

s
l )

(6.1)

where W s
Xs

j
is the weight of the jth source feature, Xs

j , according to the
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Algorithm 6: Extracting source knowledge.
Input : Complete source data, Ds.
Output : Weights for the source features and instances.

1 for l = 1 to r do
2 Construct an SR model, fs

l , on Ds;
3 For each feature, Xs

j , count its frequency frq(Xs
j , f

s
l ) in the evolved fs

l SR
model;

4 For each instance, Isi , obtain its prediction error according to the model fs
l

as (Y s
i − fs

l (I
s
i ))

2;

5 end
6 Compute the weight of source features by Equation (6.1);
7 Compute the weight of source instances by Equation (6.2);
8 Return the weights of source features and instances;

source domain learning process, and frq(Xs
j , f

s
l ) is the number of appear-

ances of the jth feature in the lth learned GP program, f s
l , where ms is the

number of source features.
b) Source-wise instance weighting: On the other hand, the prediction

errors of the learned models on each instance is used to calculate their
weights as follows.

W s
Isi

=
1

r

r∑
l=1

(1−
(Y s

i − Ŷ s
i,l)

2∑ns

o=1(Y
s
o − Ȳ s)2

) (6.2)

where W s
Isi

is the weight of the ith source instance, Isi , according to the
source domain learning process, where ns is the number of source in-
stances, Ŷ s

i,l is the ith predicted value by applying the lth SR model to pre-
dict the ith instance in the source domain, i.e. Ŷ s

i,l = f s
l (I

s
i ), Y s

i is the ith

source desired value, and Ȳ s is the average of these desired values.
The weighting strategy of the source-domain features and instances

assumes that the more impact of features/instances on the SR learning in
the source domain the more gain they provide for the transformation pro-
cess. The weights of the features are measured based on how frequent a
feature is involved in the learned SR models. The higher frequency, the
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higher weights. The weighty features are expected to have more contri-
butions when mapping the source domain to the target domain. For the
instances, those with lowest errors in the source domain are given larger
weights than others. This implies that these instances will have more con-
tributions in the target domain. Such a strategy is based on that, the noisy
and outlier instances tend to have more prediction bias, which means they
might not be much useful in mitigating the data missingness issue in the
target domain.

6.2.3 MTGP-based Transformation

Multi-tree GP is basically a standard tree-based GP method, except that
each individual is represented using multiple trees instead of a single tree.
It is used for constructing multiple features by assigning the expression
evolved with each tree as a constructed feature. This mechanism is utilised
to find a transformation that maps a source feature space to a new feature
space, which is compatible with a target feature space. As all trees in an
individual are evolving simultaneously, a set of produced features is con-
structed such that they perform well together.

Let Ds be a given source domain with ms features, X s = {Xs
j }m

s

j=1, and
M is an MTGP individual with mc trees, M = {Mj}m

c

j=1. M is used to
construct mc features, X c = {Xc

j}m
c

j=1, based on the source feature space,
which transforms the source domain Ds into a new constructed domain
Dc. An illustration of this method is shown in Figure 6.2. The source do-
main features, Xs

1 , X
s
2 , . . . , X

s
7 , are used as inputs for the terminal nodes of

each tree in the evolved individual. These trees represent the constructed
features, Xc

1, X
c
2, X

c
3, and Xc

4, that are mapped one-to-one to the target do-
main features, X t

1, X
t
2, X

t
3, and X t

4, respectively.

The feature construction process is based on the source features (and
GP function set), and aims to minimise the distribution mismatching be-
tween the source domain and the target domain. The constructed features



144 CHAPTER 6. GP-BASED TL FOR SR WITH MVS
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Target domain
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Figure 6.2: Multi-tree genetic programming-based asymmetric mapping
from a source domain onto a target domain.

represent a transferred feature space, which has a reduced distribution
mismatch between the two domains. The constructed features are used
for transforming the features from the source domain to the target domain
as follows. Each constructed feature is a variable expressed in terms of the
source features. That is, Xc

j = f(Xs
1 , X

s
2 , . . . , X

s
ns). This constructed feature

is meant to match the corresponding target feature, X t
j , by minimising

the distribution mismatch between the constructed feature and the target
feature. As will be seen later, this is done by minimising a domain dis-
tribution distance, Ω, which implies minimising a Kolmogorov-Smirnov
distribution distance, KS(Xc

j , X
t
j), ∀j.

The proposed method is designed as a wrapper-based method, where
the feature transformation is evolved based on the performance feedback
from the target regression task while reducing the distribution mismatch
between the constructed domain and the target domain. The main steps
of constructing the MTGP transformation are shown in Algorithm 7. As
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all trees in the individuals are evolving simultaneously, the whole set of
produced features is constructed such that they perform well together.

Algorithm 7: The MTGP-based transformation.
Input : Complete source data, Ds, incomplete target training data, Dt, and

weights of source features and instances, {W s
Xs

j
}ms

j=1, {W s
Is
i
}ns

i=1.

Output : Transformed data Dc, imputed target training data, D̂t, and weights
for transformed features and instances.

1 Generate the initial population;
2 while not terminated do
3 foreach individualM in the population do
4 ApplyM to Ds getting a constructed data Dc;
5 Compute the weights for transformed features, {W c

Xc
j
}mc

j=1, and

instances, {W c
Ic
i
}nc

i=1 (Subsection 6.2.3.1);

6 Normalise the computed weights getting {NW c
Xc

j
}mc

j=1 and {NW c
Ic
i
}nc

i=1;

7 Impute Dt getting a complete D̂t with the help of Dc and the
normalised weights (Subsection 6.2.3.2);

8 Evaluate the fitness ofM based on regression RSE on D̂t and
distribution distance between D̂t and Dc (Subsection 6.2.3.3);

9 end
10 Select individuals from the current generation;
11 Produce the next generation using genetic operators (crossover, elitism, and

mutation) (Subsection 6.2.3.4);

12 end
13 Obtain the best individual in the last generation (best-of-run) to be the

constructed transformation,M;
14 Return transformed data Dc, imputed complete target training data, D̂t, and

weights for transformed features and instances {NW c
Xc

j
}mc

j=1, {NW c
Ic
i
}nc

i=1 based

on the transformationM;

6.2.3.1 Weighting Transformed Features and Instances

The features and instances of the source domain Ds are transformed by
MTGP to a constructed domain Dc. The source learning-based weights
are used to construct weights for the transformed features and instances.
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a) Transformation-wise feature weighting: W c
Xc

j
is the weight of this

feature in the constructed domains computed based on the weights of the
source features that are used to construct the feature Xc

j as below.

W c
Xc

j
=

∑
∀Xs

p∈terminal(Mj)

W s
Xs

p
(6.3)

where W c
Xc

j
is the summation of the weights of source features that con-

tributed to constructing this feature, where M is the MTGP model used
to construct the transformation and terminal(Mj) refers to the terminal
set (leaf nodes) of the jth tree in M, which eventually constructs the jth

feature, Xc
j . These weights are then normalised to get {NW c

Xc
j
}mc

j=1, where
NW c

Xc
j
= W c

Xc
j
/
∑

l W
c
Xc

l
.

b) Transformation-wise instance weighting: The set of the transformed
instances are also weighted. As these instances can be from the trans-
formed domain or the target domain, different weighting criteria are used.
The weight of neighbour instance that belongs to the target domain is set
to one, while the weights of the instances that are from the constructed
domain are calculated based on their weights in the source domain. These
weights are then normalised getting {NW c

Ici
}nc

i=1.

W c
Ii
=

W s
Ii

if Ii ∈ Ds

1 otherwise.
(6.4)

6.2.3.2 Data Imputation

The extracted domain knowledge is a set of normalised feature weights,
{NW c

Xc
j
}mc

j=1, and another set of normalised instance weights, {NW c
Ici
}nc

i=1.
Such knowledge along with the transformed data are used to impute the
target data by a modified weighted k-nearest neighbour (WKNN) imputa-
tion as shown in Algorithm 8. Note that, this modified WKNN is different
from that used in previous chapters as it involves using the extracted fea-
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ture importance weights and instance importance weights as shown in the
algorithm. Although several imputation methods could be used, WKNN
is selected because it can work as an implicit weighting scheme for the
transferred source instances. In addition to calculating the weights of the
source instances based on their impact on the prediction error, they are
weighted also according to their contributions to imputing missing values
in the target domain.

Algorithm 8: The imputation process.
Input : Transformed weights, training data Dt, transformed data Dc, and an

incomplete instance Ia.
Output : The imputed complete instance, Îa.

1 foreach instance Ii in Dt
⋃
Dc do

2 Compute the weighted Euclidean distance between Ia and Ii, using
Equation (6.5);

3 end
4 Sort the distances and select the nearest k instances;
5 Impute the missing values using the weighted average of the retrieved k nearest

neighbours using Equation (6.7);
6 Return the imputed complete instance, Îa;

A modified weighted euclidean distance is used to measure the dis-
tances between instances, which are then used for another weighting in
the WKNN imputation method. The instances retrieved by KNN are com-
bined in a weighted average summation to impute the missing values.
Only the features with non-missing values in the compared instances are
used to calculate the distance. Let Ia be an incomplete instance to be im-
puted and J is the set of indexes of the features that have non-missing
values in Ia, and let Ii be another instance, which also has non-missing
values in the J features, then the distance between Ia and Ii is computed
as below.

d(Ia, Ii) =

√∑
j∈J

W c
Xc

j
(Ia[j]− Ii[j])2 (6.5)
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where Ia[j] and Ii[j] are the values of jth feature in the two instances Ia and
Ii, respectively.

The weighted distance between the instances Ia and Ii is denoted as
ω(Ia, Ii) and it is obtained as follows:

ω(Ia, Ii) =
1

d(Ia, Ii)
(6.6)

For the incomplete instance Ia, k nearest instances are retrieved and the
weighted distances are obtained then normalised getting Nω(Ia, I1), . . . ,

Nω(Ia, Ik). If the distance between Ia and one of the other instances, say
Ib, is zero, then their weighted distance is set to 1 and the weights of other
instances become zeros, i.e. Nω(Ia, Ib) = 1 and Nω(Ia, Ic) = 0,∀c ̸= b.
The estimation of the missingness of the instance Ia is then taken as the
weighted average of the retrieved neighbours as follows.

Îa =
k∑

i=1

(NW c
Ii
+Nω(Ia, Ii))

2
· Ii (6.7)

6.2.3.3 MTGP Fitness Function

MTGP aims at making the transformed domain, Dc, as close as possible to
the target domain, Dt. This closeness is measured based on two metrics.
The first one is the learning loss, L, which refers to how the transformed
domain benefits the target SR task after imputation, i.e. SR on D̂t. The
second metric is the distribution mismatch, Ω, which measures how simi-
lar the distribution of the transformed domain is to the distribution of the
target domain Ω. The two measures are put together in the fitness function
given Equation(6.8) and its details are given below.

fitness = L(T t(D̂t)) + λΩ(Dt,Dc) (6.8)

where λ is used as a regularisation factor to balance the inter-dominance
between the two measures L and Ω. λ is set to 0.3, which gives more
importance to the learning task part than the domain distribution part.



6.2. THE PROPOSED METHOD 149

a) The Loss Error L: Once the target data are imputed, regression is
performed on the resulted complete data and its performance is measured
by the relative squared error (RSE) (shown in Equation (6.9)).

RSE(Ŷ, Y ) =

∑n
i=1(Yi − Ŷi)

2∑n
i=1(Yi − Ȳ )2

(6.9)

where n is the number of the instances, Ŷi is the ith predicted value, Yi is
the ith desired value, and Ȳ is the average of the desired values.

The learning quality from the target domain side is based on the RSE
of the SR process on the imputed target training data as in Equation (6.10).

L(T t(D̂t)) = RSE(f t(X̂ t), Y t), (6.10)

where X̂ t is the imputed data, Y t is the target domain desired output and
f t is a regression model on the imputed target domain.

b) Distribution Mismatch, Ω: For the domain distribution mismatch
part of the fitness function (Equation(6.8)), the distribution mismatch mea-
sure, Ω, needs to be identified. For this purpose, a statistical distance met-
ric that measures the difference between domain distributions, i.e. be-
tween Dt and Dc is required.

Kolmogorov-Smirnov (KS) is a statistic that measures the difference
between the empirical distribution function of the sample and the cumu-
lative distribution function of the reference distribution, or between the
empirical distribution functions of two samples [78]. The KS measure can
be used to quantify the probability distribution difference between two
underlying one-dimensional samples, S1 and S2 as in Equation (6.11).

KS(S1, S2) = sup
x
|FS1(x)− FS2(x)|, (6.11)

where FS1 and FS2 are the empirical distribution functions of S1 and S2

respectively, and sup is the supremum function.
To derive the Ω distance, the KS distance that works on one-dimensional

data is extended to measure the distribution distance between domains
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with multiple features. This is achieved by simply averaging the KS

distances between the symmetric features in the two domains (Equation
(6.12)). This measure represents the distribution-wise part of the regu-
larised fitness function (6.8).

Ω(Dc,Dt) =

∑mt

j=1 KS(Xc
j , X

t
j)

mt
, (6.12)

where Xi is the data extracted based on the ith feature in the D domain.

6.2.3.4 The Proposed Genetic Operators

The genetic crossover and mutation operations are applied to individuals
that are selected from the population based on their fitness values. In this
selection process, better individuals are favoured over inferior individ-
uals. In standard single-tree GP, the genetic operators are implemented
at the subtree level. As MTGP individuals consist of multiple trees, the
genetic operators can be performed by the means of standard subtree op-
erators applied to trees selected from these individuals. Therefore, other
selection mechanisms at the tree level are needed. In this work, the pro-
posed tree-wise operators are based on the tree-wise quality, which repre-
sents the distribution mismatch between the constructed features and the
target features.

LetM be an MTGP individual with mt trees, {Mk}m
t

k=1, the feature Xc
k

is constructed by the kth evolved tree, Mk, applied on the source feature
space, i.e. Xc

k =Mk(X
s). The quality of this tree is measured by the distri-

bution difference between the corresponding constructed feature and the
kth target feature, i.e. ΩMk

= KS(Xc
k, X

t
k). In this way, the distribution-

wise part of the fitness function of the whole individual, ΩM , can be writ-
ten as follows.

ΩM =

∑mt

k=1 ΩMk

mt
. (6.13)
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Based on that, the proposed mutation and crossover operators are de-
scribed as below.

a) Mutation: In the standard subtree mutation, a randomly picked sub-
tree of the selected individual is changed. This operator is extended by ap-
plying it to a tree in the selected MTGP individual. However, the index of
the tree to be mutated should be selected. In this work, an operator called
probabilistic worst index mutation (PWIM) is proposed. In this operator,
although the worst trees are encouraged to be considered for mutation,
other trees still have some possibility to be mutated. The possibility of
picking the idxth tree for mutation is based on a mutation probability cal-
culated as in Equation (6.14).

PWIM(M, idx) =
ΩMidx∑mt

k=1ΩMk

=
ΩMidx

mt ∗ ΩM

(6.14)

whereM is an MTGP individual,Mk is the kth tree inM, mt is the num-
ber of trees, and idx is the index of the tree to be selected.

b) Crossover: Similar to mutation, MTGP crossover can be performed
on the trees in the selected MTGP individuals. Some operators might al-
low crossover between trees that have different indexes in the individuals.
For example, random-index crossover (RIC) [139] selects a tree from each
individual randomly and performs standard GP crossover between them.
Such operators allow exchanging genotype information between trees that
reconstruct different target features, which in turn can limit the ability of
each tree to specialise. For this reason, we only allow crossover between
trees that are meant to construct the same target feature. This operator
is referred to as same-index crossover (SIC) in [138], where the crossover
is always performed to trees at the same index in each individual. This
operator encourages individual trees to specialise while interacting with
different individuals through the crossover operation. However, what in-
dex(s) should be considered? In this work, an operator called probabilistic
best same index crossover (PBIC) is proposed.
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Given two MTGP models,M andM′, PBIC favours better trees to be
considered for crossover, but does not entirely exclude poorly evolved
trees. This is done by assigning a crossover probability for each pair of
trees based on their average quality. The probability of the idxth pair to be
considered for the crossover is calculated using Equation (6.15).

PBIC(M,M′, idx) =
2− (

ΩMidx

mt∗ΩM
+

ΩM′
idx

mt∗ΩM′
)

2(mt − 1)
(6.15)

where M,M′ are MTGP individuals, Mk is the kth tree in M, mt is the
number of trees, and idx is the index of the tree to be selected.

The rationale behind these operators is that, for the crossover, the best
trees are mated to encourage producing better solutions. The crossover
between good trees in the selected individuals tends to produce good trees
in the new offspring individuals. However, as it will be desired for all trees
(features) to be well constructed, the poorly evolved trees are targeted to
be mutated during the evolutionary process. The mutation operator aims
at arousing such trees to get different solutions. In both cases, the other
trees should have the chance to be mated/mutated and this is why the
operators are designed in a probabilistic manner,

6.3 Design of Experiments

6.3.1 Data Sets

The proposed method is evaluated on six real-world data sets that are fre-
quently used in the existing transfer learning regression research [272, 175,
46]. Two of these data sets, namely, the Auto-mpg and Imports data sets,
contain missing values, whereas the others are complete. In these data
sets, the incomplete instances are holdout during the modelling process,
but these instances are considered later to validate the proposed method
when dealing with real incompleteness.
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To simulate the transfer learning scenarios, preparation steps similar
to those in the related work are applied [47]. Each data set is divided into
source and target domains with different distributions. To achieve that, the
data are sorted according to a certain continuous feature then the source
domain is obtained by selecting the first two-thirds of the data and the re-
maining instances are used as target domain data. Then, different normal
distributions are used to perturb the features with random numbers in the
two domains to guarantee the difference in the distribution between the
two domains. The statistics of the outcomes of this process are shown in
Table 6.2, where m is the number of features in the data set and ns (nt) is
the number instances in the source (target) domain after data split. For
more details on the original data sets, the reader can refer to the machine
learning repository UCI [62].

Table 6.2: Statistics of the used data sets

Data set m ns nt Split feature Split value
Housing 13 369 137 TAX 600
Concrete 9 687 343 fine 803.7
Yacht 6 198 110 Froude 0.35
Forestfires 13 347 170 DC 694.8
Auto-mpg 6 258 134 acceleration 16.5
Imports 14 125 70 length 176.6

For the heterogeneous case, it is necessary to have source and target
domains with different feature spaces. For this purpose, a feature-wise
split is considered such that the set of features used in the target domain
is different from the one in the source domain. The feature space is split
into two halves: Half1 and Half2. Half1 (Half2) is the first (second) half
of the features as in the order of the original data set. These sets are mu-
tually exclusive and if the total number of features is odd, the first half
will have one more feature. Specifically, the sets are defined as in Equa-
tion (6.16). Similar to [263, 264], the first half of the features is used for the
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source domain while all features are used for the target domain. We refer
to this setting as “Half1-All”. Moreover, in this work, two other possibil-
ities, “All-Half2” and “Half1-Half2”, are also considered. Then, different
normal distributions are used to perturb the features with random num-
bers in the domains to guarantee the differences between scenarios and
domains.

Half1 = {Xj : j ≤ ⌈m⌉}

Half2 = {Xj : j > ⌈m⌉}
(6.16)

On the other hand, to simulate the missingness situation, for each tar-
get data set, incomplete data sets are synthetically generated by impos-
ing MAR missingness ratios. The MAR mechanism is used as it is more
suitable to evaluate the imputation performance [270]. This process is re-
peated 30 times for the missingness ratios 10%, 30%, and 50% considering
40% of the features randomly. Eventually, 90 incomplete data sets are gen-
erated for each target data set (3 missingness ratios× 30 random versions).

6.3.2 Benchmark Methods and Settings

The proposed method is compared with the following methods.

WKNNIM [25]: This method follows traditional learning without us-
ing transfer learning where only the target domain is considered in the
learning process. It is done by first imputing the target incomplete data
using the WKNNIM imputation method then the imputed complete data
are used for SR learning. This method was described and used in early
chapters as well. The goal of considering this method is to investigate
whether the achieved transfer learning is positive or not.

WKNNIMDC: This method is learning after applying WKNNIM on
training data resulted from combining the target training data and the
source data without any adaption between the domains. It simply com-
bines source instances and the target domain training instances then the
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combined data are used for learning the target task. This approach is
considered to examine the effectiveness of the proposed transformation.
However, this method is not applicable in the heterogeneous case as the
feature spaces are different, which disallows the concatenation of the cor-
responding two data sets.

RFIM [99]: To examine whether the proposed transfer learning method
can also achieve better performance when compared with other imputa-
tion approaches rather than the underlying KNNIM, another popular im-
putation method is also considered in the case of no transfer learning. This
method is random forest imputation (RFIM) and it is chosen because it
represents a different imputation strategy than WKNNIM. For the same
reason, RFIMDC is also considered. It works by learning after applying
the imputation method RFIM on training target data combined with the
source data without any adaption.

MTGPTL: This method builds an MTGP-based transformation consid-
ering only the loss function part of the fitness function (regression error in
the target domain Equation (6.10)). This transformation is performed on
selected source domain instances then the transformed ones are utilised
in the target domain learning. It does not consider importance weights
for instances and features. Moreover, the genetic operators are based on a
random selection of the trees to be considered for mutation and crossover.

MTGPTL uses the same-index crossover (SIC) approach for individu-
als’ crossover [139]. It works by randomly picking a tree index and then
applying a standard single-tree GP crossover on the two trees at this in-
dex in the two multi-tree individuals. This approach increases the ability
of each constructed feature to specialise while improving the performance
of being used with the other evolved features. For the mutation, it is per-
formed by applying a standard single-tree GP mutation on a randomly
chosen tree. As each individual is intended to be a transformation from the
source domain to the target one, the number of trees is set to the number
of the features in the target feature space. In addition to random constants,
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the source problem features form the terminal set of MTGP.
MTGPDA: In this method, in addition to minimising the loss error

as in MTGPTL, the source-target domain distribution mismatch shown in
Equation (6.12) is minimised. That is, the fitness function in MTGPDA is
the same as in pMTGPDA (Equation (6.8)). However, the other compo-
nents of MTGPDA are similar to MTGPTL. The genetic operators in MT-
GPDA are based on a random selection of the trees and the importance
weights of features/instances are not considered.

Table 6.3: The used values for MTGP parameters.

Parameter Value
Generations 50
Population size 512
Crossover rate 0.8
Mutation rate 0.2
Elitism 5
Selection Tournament selection with a size of 7
Maximum depth 8
Initialisation Ramped-half-and-half
Function set +, -, *, protected %, sine, exp
Terminal set features and constants ∈ (−1, 1)

The proposed method is referred to as pMTGPDA in which MTGPDA
is extended such that feature/instance weight knowledge is transferred
between the domains and the genetic operators are performed in a proba-
bilistic manner.

The performance of the different methods is evaluated based on SR
performed on the imputed data sets measured using the RSE metric (Equa-
tion (6.9)). As GP is stochastic, 30 independent runs are performed for each
experiment. In the target domain, the data set is split into 30 : 70 training-
test subsets. This split is common in transfer learning research to empha-
sise the shortage of data available for learning in the target domain [47]. To
assess the difference between the results, a Wilcoxon non-parametric sta-
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tistical test with a significance level of 0.05 is used. The proposed method
is implemented using the DEAP python package with the settings shown
in Table 6.3. The evolutionary process stops when reaching the maximum
generation number. These algorithmic parameters are chosen empirically
based on validation data sets (subsets of the training data keeping the test
data unseen). For SR, imputation (WKNN and RFIM), and Kolmogorov-
Smirnov, the python packages gplearn, missingpy, and SciPy are used re-
spectively with default settings.

6.4 Results and Discussions

In this section, the experimental results are presented and discussed. We
only show the test results without the corresponding training performance
as the focus is on the ability of the methods to generalise on unseen data.

6.4.1 Symbolic Regression in Homogeneous Domains

In homogeneous transfer learning, the source and target feature spaces
are the same but their marginal distributions are different, i.e. X s = X t

but P (X s) ̸= P (X t). Figure 6.3 shows the homogeneous transfer learning
results of the proposed method compared with other methods on different
data sets with three missingness ratios. After imputing the missing values,
SR models are trained using the imputed training data sets and the RSE
results of applying these models on the imputed test data sets are shown
in Figure 6.3.

From the experimental results, all MTGP-based methods show the abil-
ity to achieve positive transfer learning in most cases. The results obtained
when using MTGP-based transfer learning are better than those of using
the traditional learning-based methods that only consider the target do-
main, i.e. WKNNIM and RFIM. Moreover, MTGP-based methods outper-
form the methods of combining the source domain with the target domain
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without transformation, WKNNIMDC and RFIMDC.
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Figure 6.3: The SR test results (in RSE) on real-world data with synthetic
incompleteness in the homogeneous transfer learning scenario per miss-
ingness ratio (10,30,50).

Among the MTGP-based methods, the proposed method, pMTGPDA,
tends to provide the best SR performance. MTGPDA is better than MT-
GPTL as, in addition to improving the regression performance of MTG-
PTL, it bridges the distribution gap between the two domains. On top of
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that, pMTGPDA advances MTGPDA by utilising feature/instance weight
knowledge and involving genetic operators that guide the distribution
mismatch reduction process.

Although FRIM is better than KNNIM when learning based on the tar-
get domain alone, the figures differ when domains’ data are combined as
KNNIMDC outperforms RFIMDC. RFIMDC has the worst performance
among all used methods. This is because RFIMDC learns from data sets
that do not have consistent distribution and it works by building feature-
based imputation models for the incomplete features. Consequently, these
models that are constructed considering source domain data that have dif-
ferent distribution (in addition to the target data) will be used to estimate
the missing values in the target domain. The results of both WKNNIMDC
and RFIMDC show that transferring the data from the source domain to
the target domain without domain adaptation might not improve the tar-
get learning, rather, it is more likely to degrade the learning performance.
These results highlight the superiority of the MTGP-based transfer learn-
ing.

6.4.2 Symbolic Regression in Heterogeneous Domains

For the heterogeneous transfer learning scenario, the feature space of the
source domain is different from the feature space of the target domain,
i.e. X s ̸= X t and P (X s) ̸= P (X t). According to the settings mentioned
earlier, we have three cases: “Half1-All”, “All-Half2”, and “Half1-Half2”.
The results of the “Half1-All”,”All-Half2”, scenarios are shown in Figures
6.4, 6.5, and 6.6, respectively.

In the “Half1-All” case, the feature space of the source domain consists
of only the first half of the original data while the target domain contains
all the available features. This means that SR in the target domain will
still use a feature set similar to that used in the homogeneous scenario.
However, there are fewer features in the source domain to be used for
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constructing the MTGP transformations from the source domain to the
target domain. Nevertheless, as can be seen from the results shown in
Figure 6.4, MTGP-based methods manged to advance the SR performance
in most cases. In particular, the proposed pMTGPDA method showed the
best SR performance compared with any other method.

In the “All-Half2” scenario, the feature space of the source domain con-
sists of all the available original features while the target domain has only
the second half of the features. In this case, the full set of features are con-
sidered to construct the MTGP transformations from the source domain to
the target domain. However, the target domain itself has a limited number
of features to be used for building the target SR models. Therefore, as can
be noticed from the results shown in Figure 6.5, the SR performance of all
methods is generally poor. Such results are expected as the performance is
calculated in the target domain, which, in this case, has only a subset of the
original features. For such a difficult situation, pMTGPDA still managed
to enhance the SR performance in the target domain. This enhancement is
due to the knowledge transferred from the source domain, which has all
the available features.

For the extremest heterogeneity scenario, “Half1-Half2”, both domains
have completely different feature sets. Besides the limited features used
for SR in the target domain, there is a limited set of features in the source
domain to be utilised for constructing the target features by MTGP-based
transfer learning methods. However, even in this extreme scenario, the
proposed pMTGPDA method still achieved considerable improvements
in the target SR performance.

Overall, it is clear that all the MTGP-based methods provide positive
transfer learning even when the feature space of the source domain differs
from that of the target feature space. Regardless of the considered transfer
learning scenario, the pMTGPDA method was always able to advance the
results of the benchmark methods.
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Figure 6.4: The SR test results (in RSE) on real-world data with synthetic
incompleteness in the heterogeneous transfer learning scenario (Half1-
All).

6.4.3 Symbolic Regression with Real Incompleteness

Since the data sets Auto-mpg and Imports are originally incomplete, they
can be used to examine the validity of the proposed method on real-world
incompleteness. As mentioned earlier, the incomplete instances are sep-
arated and the modelling is done on the remaining complete data. How-
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Figure 6.5: The SR test results (in RSE) on real-world data with syn-
thetic incompleteness in the heterogeneous transfer learning scenario
(All-Half2).

ever, to compare the different methods on reality incompleteness, the learned
models based on synthetic settings are applied to predict the hold out in-
complete instances.

For each method, all possible models obtained from the homogeneous
situation are used to predict the incomplete instances and their average
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Figure 6.6: The SR test results (in RSE) on real-world data with synthetic
incompleteness in the heterogeneous transfer learning scenario (Half1-
Half2).

and standard deviation are calculated and shown in Table 6.4. Moreover,
the significance in the difference between the results obtained using each
method and the proposed method is denoted as “ST”. For each method,
“-” (“+”) means that this method significantly outperforms (outperformed
by) the pMTGPDA method while “=” appears when there is no significant
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difference.

Table 6.4: The symbolic regression results on real incomplete instances

Method Data Auto-mpg Imports

WKNNIM
Mean 0.9523 0.7213
Sdev 0.2347 0.0799
ST + +

WKNNIMDC
Mean 1.0241 0.7681
Sdev 0.3264 0.0654
ST + +

RFIM
Mean 0.9326 0.7165
Sdev 0.1973 0.028
ST + +

RFIMDC
Mean 1.1954 0.8161
Sdev 0.2671 0.0844
ST + +

MTGPTL
Mean 0.9451 0.7201
Sdev 0.1876 0.0435
ST + +

MTGPDA
Mean 0.9346 0.7114
Sdev 0.1651 0.0378
ST + +

pMTGPDA
Mean 0.9187 0.7017
Sdev 0.1599 0.0314

The results show that the pMTGPDA method significantly outperforms
the other methods on the two data sets including the MTGP-based meth-
ods. These patterns are consistent with those obtained in the synthetic
missingness case. As pMTGPDA has more stable models in the construc-
tion phase with artificial incompleteness, it leads to better predictions in
the application case with real incompleteness. These results provide an
important indicator that this approach might be effective regardless of the
missingness operator.
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6.4.4 Statistical Significance Test Results

In this subsection, we provide the results of the statistical significance tests
for the results shown above to verify if the proposed method is signifi-
cantly better than the benchmark methods. For this purpose, the Wilcoxon
non-parametric statistical test with a significance level of 0.05 is applied to
compare the results of the proposed method with the benchmark methods
on each incomplete copy (data set) generated from each data set.

When comparing the proposed method, pMTGPDA, with each bench-
mark method on a specific data set, there are totally 90 comparisons (90 =

30 × 3 per each missingness ratio). The number of times where pMTG-
PDA significantly outperforms the benchmark method is counted as a “+”
comparison, while it is counted as a “−” comparison when pMTGPDA
significantly under-performs, otherwise it is counted as a “=” comparison
as there is no significant difference between the two methods.

Table 6.5 shows the statistical test for the SR results on real-world data
with synthetic incompleteness in the homogeneous transfer learning sce-
nario. The statistical test results for the heterogeneous transfer learning
scenario considering the situations Half1-All, All-Half2, and Half1-Half2,
are shown in Table 6.6, Table 6.7, and Table 6.8, respectively. Note that
the methods WKNNIMDC and RFIMDC are not shown in the results of
the heterogeneous scenarios as they are not applicable when the feature
spaces of the source domain and the target domain are different.

These results verify the supremacy of the pMTGPDA method com-
pared with any other method. It can be seen that the MTGPDA method
is better than the other methods, whereas RFIMDC is the worst. This is
expected as MTGPDA works by addressing the knowledge limitations in
the incomplete target domain using domain adaptation from a richer com-
plete source domain.

In addition to what MTGPDA does, pMTGPDA utilises transferring
different aspects of learning such as feature importance and instance im-
portance. On top of all of that, pMTGPDA involves new genetic opera-
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Table 6.5: The statistical test for the SR results on real-world data with
synthetic incompleteness in the homogeneous transfer learning scenario.

WKNNIM WKNNIMDC RFIM RFIMDC MTGPTL MTGPDA
Data + − = + − = + − = + − = + − = + − =
Housing 84 0 6 90 0 0 80 1 9 90 0 0 75 2 13 71 3 16
Concrete 78 2 10 90 0 0 79 4 7 90 0 0 74 2 14 72 11 7
Forestfires 90 0 0 90 0 0 90 0 0 90 0 0 87 0 3 82 0 8
Yacht 82 3 5 87 0 3 81 2 7 90 0 0 71 4 15 68 5 17
Auto-mpg 85 0 5 90 0 0 84 0 6 90 0 0 74 2 14 71 3 16
Import 88 0 2 90 0 0 72 6 12 90 0 0 72 7 11 73 8 9
Total 507 5 28 537 0 3 486 13 41 540 0 0 453 17 70 437 30 73

Table 6.6: The statistical test for the SR results on real-world data with
synthetic incompleteness in the heterogeneous transfer learning scenario
(Half1-All).

WKNNIM RFIM MTGPTL MTGPDA
Data + − = + − = + − = + − =
Housing 81 0 9 81 0 9 73 0 17 70 0 20
Concrete 73 5 12 71 4 15 71 5 14 67 9 14
Forestfires 90 0 0 90 0 0 84 0 6 83 2 5
Yacht 78 6 6 75 7 8 73 3 14 61 12 17
Auto-mpg 83 0 7 80 1 9 69 5 16 66 9 15
Import 85 1 4 70 5 15 70 8 12 67 9 14
Total 490 12 38 467 17 56 440 21 79 414 41 85

tors that guide the evolutionary process of constructing the MTGP-based
transformations. All of these extensions make pMTGPDA better than MT-
GPDA and consequently better than the remaining methods.
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Table 6.7: The statistical test for the SR results on real-world data with
synthetic incompleteness in the heterogeneous transfer learning scenario
(All-Half2).

WKNNIM RFIM MTGPTL MTGPDA
Data + − = + − = + − = + − =
Housing 86 0 4 84 0 6 75 0 15 72 0 18
Concrete 89 0 1 83 0 7 74 2 14 73 6 11
Forestfires 90 0 0 90 0 0 88 0 2 87 0 3
Yacht 83 2 5 82 1 7 79 0 11 76 4 10
Auto-mpg 86 0 4 84 0 6 81 1 8 72 5 13
Import 88 0 2 85 0 5 80 2 8 77 2 11
Total 522 2 16 508 1 31 477 5 58 457 17 66

Table 6.8: The statistical test for the SR results on real-world data with
synthetic incompleteness in the heterogeneous transfer learning scenario
(Half1-Half2).

WKNNIM RFIM MTGPTL MTGPDA
Data + − = + − = + − = + − =
Housing 82 0 8 84 0 6 74 0 16 72 0 18
Concrete 86 0 4 79 0 11 71 2 17 69 5 16
Forestfires 88 0 2 90 0 0 84 0 6 84 2 4
Yacht 81 1 8 80 0 10 73 0 17 71 7 12
Auto-mpg 82 0 8 82 0 8 78 1 11 69 5 16
Import 83 0 7 81 0 9 77 2 11 72 2 16
Total 502 1 37 496 0 44 457 5 78 437 21 82

6.4.5 Computational Cost

Here, we compare the proposed method, pMTGPDA, with other MTGP-
based methods with respect to their learning computational time, namely
MTGPTL and MTGPDA. The other methods do not include the transfer
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learning process and they perform only imputation and symbolic regres-
sion on the target domain. Table 6.9 shows the average computational time
of constructing MTGP transformations (in rounded seconds×10) for the
GP-based transfer learning methods along with the number of features.

Table 6.9: Mean computational time for constructing MTGP transforma-
tions (in rounded seconds×10).

Data #Features #Instances MTGPTL MTGPDA pMTGPDA
Housing 13 506 967 1213 1322
Concrete 9 1030 902 1104 1189
Yacht 6 308 464 689 751
Forestfires 13 517 953 1263 1351
Auto-mpg 6 392 587 757 841
Imports 14 195 871 1025 1211

Generally, the MTGPDA method is more time consuming than MT-
GPTL, and pMTGPDA is the one with the highest computational time.
This is because MTGPDA has the extra step of minimising the distribution
mismatch compared with MTGPTL, while pMTGPDA has the feature/in-
stance weighting steps on top of that. These methods are based on MTGP
optimisation where each individual has a number of trees as many as the
available features. Similarly, the data sets with higher number of instances
require more learning time.

6.4.6 Further Analysis

6.4.6.1 Learned Transformations

As the main goal of the proposed method is to construct a feature-based
transformation that maps the source domain to the target domain, an ex-
ample of such a mapping is shown in Listing 1. This example is taken
from the homogeneous transfer learning scenario on the Yacht data set
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when using pMTGPDA with probabilistic worst index mutation and prob-
abilistic best index crossover (PWIM, PBIC). The constructed features Xc

i ,
i = 1, . . . , 6 are expressed in terms of the source features Xs

j , j = 1, . . . , 6.
Each constructed feature, Xc

i , is intended to ensemble a corresponding tar-
get feature, X t

i .

Listing 1. An MTGP transformation example from the Yacht
source data to the target data

Xc
1 = %(∗(e(e(e(Xs

1))), sine(+(Xs
4 , e(e(−0.5208))))),

e(%(∗(+(Xs
6 ,−0.5208), e(−0.3250)), sine(e(Xs

1)))))

Xc
2 = +(−(−(∗(Xs

2 , X
s
5),%(Xs

1 , X
s
5)),%(Xs

1 , X
s
5)), ∗(%(e(Xs

4),+(Xs
5 , X

s
2)),

%(e(Xs
4), sine(X

s
5))))

Xc
3 = −(e(%(+(sine(e(−(%(Xs

5 , X
s
1),+(Xs

4 , X
s
4)))),

+(−(sine(+(Xs
3 , X

s
4)), sine(+(Xs

1 , 0.8941))), sine(sine(e(X
s
2))))),

∗(+(sine(sine(+(Xs
4 , X

s
1))), X

s
2), sine(X

s
5)))),%(+(sine(sine(

sine(e(+(−0.826, Xs
3))))),−(%(e(−(−(Xs

3 ,−0.0548),
sine(Xs

5))), e(%(e(Xs
1), e(X

s
5)))),+(%(∗(e(Xs

3),+(Xs
4 , X

s
3)),

+(%(Xs
2 , X

s
1),−(Xs

2 , X
s
2))),%(∗(sine(Xs

2),−(0.4106, Xs
6)),

%(sine(Xs
4),+(Xs

3 , X
s
1)))))),−(+(−(+(+(+(Xs

4 , 0.6661), e(X
s
6)),

e(+(Xs
1 , X

s
1))), e(−(sine(Xs

5),%(Xs
1 , X

s
3)))), ∗(+(−(e(Xs

1),

−(Xs
4 , X

s
1)), sine(−(Xs

2 , X
s
1))), sine(−(e(Xs

6),+(Xs
5 , X

s
5))))),

sine(−(∗(−(+(−0.2835, Xs
1),%(−0.1978, Xs

2)),+(%(Xs
6 , X

s
1),

%(Xs
3 , 0.8532))), e(−(sine(Xs

6),−(Xs
3 , X

s
5))))))))

Xc
4 = %(%(Xs

1 , X
s
6),+(Xs

6 , X
s
1))

Xc
5 = −(%(−(Xs

1 , X
s
4),+(−(Xs

6 , 0.7617), sine(X
s
4))),

+(sine(+(Xs
5 , X

s
1)), sine(e(X

s
6))))

Xc
6 = +(+(sine(sine(Xs

6)), ∗(e(−0.37096), Xs
3)),−0.8782)

From this transformation, it can be noticed that the complexity of the
constructed features differs from one to another. For example, the third
feature has the most complex expression. In contrast, the fourth feature is
represented by a simple transformation. However, this does not reflect the
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fitness quality of the constructed feature. When checking their distribution
mismatch measures, the feature with less complex construction tree, Xc

4,
has better mismatch performance than the complex one, Xc

3. Although this
might not always true for all cases, it might indicate that the complicated
transformations may not generalise well when mapping to new domains.

6.4.6.2 Genetic Operators

During our exploratory work, different genetic operators have been at-
tempted before deciding the proposed probabilistic worst index muta-
tion (PWIM) and the probabilistic best index crossover (PBIC). Here, we
present these operators, then an empirical comparison between all oper-
ators is presented to show why the the mechanisms (PWIM, PBIC) are
chosen.

a) Mutation:
1) Random index mutation (RIM): the mutation is performed on a ran-

domly picked tree.
2) All index mutation (AIM): a standard subtree mutation is performed

on every tree in the selected individual.
3) Best index mutation (BIM): the tree with the lowest mismatch value

(i.e. the best distribution matching feature) is selected and a standard sub-
tree mutation is performed. That is, the selected index idx satisfies the
inequality ΩMidx

≤ ΩMk
,∀k ∈ {1, ...,mt}. If more than one tree has the

best value, one of them is picked randomly. This operator encourages the
change in good features.

4) Worst index mutation (WIM): the tree with the worst (i.e. highest)
fitness value is selected and a standard subtree mutation is performed.
In this case, the index idx is selected based on the constraint ΩMidx

≥
ΩMk

,∀k ∈ {1, ...,mt}. This approach encourages the change to happen
for the poorly evolved trees hoping that the whole individual fits better
when a wider range of target features are constructed well.

5) Probabilistic best index mutation (PBIM): the BIM is extended by en-
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couraging the best trees to be considered more for mutation while allow-
ing other trees to have a chance, but less, to be mutated as well. To do
so, the probability of picking the idxth tree for mutation is calculated as in
Equation (6.17).

PBIM(M, idx) =
1− ΩMidx∑mt

k=1 ΩMk

mt − 1
=

1− ΩMidx

mt∗ΩM

mt − 1
(6.17)

whereM is an MTGP individual with mt trees, Mk is the kth tree in M,
and idx is the index of the tree to be selected.

b) Crossover:

1) Random same index tree crossover (RSIC): this operator is done by
picking a random tree from one individual then applying standard sub-
tree crossover with a tree of the same index in the other individual [139].
This approach increases the ability of each constructed feature to specialise
while improving the performance of the whole set of constructed features
when used together.

2) All-index crossover (AIC): the RSIC operator is extended by perform-
ing crossover between every pair of trees with the same index in both indi-
viduals. This implies more aggressive information exchange between in-
dividuals, which might provide more efficient training. However, it tends
to produce offspring with different underlying trees regardless of the qual-
ity of the trees in the parents which may limit exploiting good trees during
the evolutionary process.

3) Best index crossover (BIC): the pair of trees with the lowest average of

mismatch (i.e.
ΩMidx

+ΩM′
idx

2
) is selected and a standard GP subtree crossover

is performed between them. This operator encourages the exchange of in-
formation in good trees.

4) Worst index crossover (WIC): the pair of trees whose distribution sim-
ilarity average is the worst are selected and a standard subtree crossover
is performed between them. This operator encourages the exchange of
information between poorly evolved trees.
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5) Probabilistic worst same index crossover (PWIC): this operator is similar
to WIC but it does not exclude the chance of good pairs to be mated. The
probability of the idxth pair to be considered for the crossover is calculated
by Equation (6.18).

PWIC(M,M′, idx) =
1

2
(

ΩMidx

mt ∗ ΩM

+
ΩM′

idx

mt ∗ ΩM′
), (6.18)

whereM,M′ are MTGP individuals of mt trees,Mk is the kth tree inM,
and idx is the index of the tree to be selected.

As there are several operators for the genetic operators, an empirical
comparison between them is carried out by comparing their effects on en-
hancing transfer learning on the data sets considering the homogeneous
settings, i.e. 540 comparisons = 6 data sets × 30 incomplete copies × 3
missingness ratios. The number of positive transfer learning cases (signif-
icantly better than learning without transfer learning, i.e. WKNNIM) for
each pair of GP operators settings is shown in Table 6.10.

Table 6.10: The number of positive transfer learning cases for each pair of
GP operators settings.

AIM BIM PBIM PWIM RIM WIM Sum
AIC 455 440 470 476 469 448 2758
BIC 425 414 440 453 450 423 2605
PBIC 483 472 489 506 504 476 2930
PWIC 373 362 376 402 386 365 2264
RIC 403 385 407 422 422 394 2433
WIC 341 331 350 374 364 341 2101
Sum 2480 2404 2532 2633 2595 2447 15091

Overall, although all operators tend to provide positive transfer learn-
ing, the best results are obtained by PBIC crossover and PWIM mutation.
From the difference in the total numbers associated with each operator, the
impact of changing the crossover operator is higher than of the mutation.
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A potential reason is that the crossover rate is higher than the mutation
rate.

For the operators that consider best trees, some features are constructed
faster than others. This is because the best trees are the ones that will be
affected by the GP operators. In contrast, for the operators on the worst
trees, it is more likely for all features to change. However, the good ones
do not show fast convergence along the whole process. This is because
the unfit ones are more considered to apply the GP operators during the
evolutionary process than the good trees. The probabilistic best operator
is similar to the best case but there is a chance for the poorly constructed
trees to be altered. Conversely, although the probabilistic worst mecha-
nism prioritises the poor trees for GP operators, it still gives a chance for
better trees to be considered.

6.5 Chapter Summary

In this chapter, a multi-tree GP-based method with new variation opera-
tors is developed for transfer learning in symbolic regression on incom-
plete data. This method constructs an asymmetric mapping from a com-
plete source domain to an incomplete target domain while enhancing the
estimation of the target missing values and reducing the distribution dif-
ference between the two domains. During the construction process, fea-
ture and instance weights as knowledge are extracted from the learned
models in the source domain and then employed to benefit the learning in
the target domain.

This chapter shows that GP-based transfer learning can be successfully
utilised for symbolic regression with limited data with missing values.
The evaluation of the proposed method is carried out by performing sym-
bolic regression on incomplete data considering different scenarios. The
experimental results not only show the ability of the proposed method to
deliver positive transfer learning when compared with traditional meth-
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ods, but also advances other transfer learning methods. This chapter pro-
vides empirical evidence of the ability of multi-tree GP in transferring use-
ful knowledge between different (but related) domains. It also shows that
the mechanism of the genetic operators can affect the whole evolutionary
learning process.

One main finding of this chapter is that the probabilistic crossover and
mutation operators have remarkable contributions to the convergence of
the evolutionary process. In particular, the crossover operator prefers the
best trees while giving some possibility for other trees to be mated tends to
provide better results than other crossover operators, while the best results
are obtained when the worst trees have more possibility to be mutated.
This means that best trees are encouraged to participate in producing the
new individuals more than others. On the other hands, the worst trees are
given a high probability to be altered in hoping for a fitter ones. The de-
tailed analysis shows that such operators have an impact on special kinds
of exploration and exploitation that work locally at the level of trees in
individuals.

However, the proposed method is only suitable for domains with a
small number of features as the number of trees in each individual be-
comes large when dealing with a large number of features, which compli-
cates the evolutionary process. Next chapter will provide an attempt to
address this limitation.



Chapter 7

Multi-Tree GP with Feature-based
Transfer Learning for Symbolic
Regression on Incomplete Data

7.1 Introduction

In Chapter 6, we presented a transfer learning method based on multi-
tree GP (MTGP) to transfer knowledge from complete source domains to
improve symbolic regression in incomplete target domains. The transfer
learning performance is improved by minimising the regression error and
domain distribution mismatch when constructing the feature transforma-
tions. Although the results in the previous chapter are encouraging, a ma-
jor limitation is that each MTGP individual contains as many trees as the
number of target domain features. Consequently, for target domains with
a large number of features, these individuals will be super complex. This
chapter shows how this limitation can be addressed by integrating feature
selection with MTGP-based transfer learning in symbolic regression with
missing values.

175
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7.1.1 Chapter Goals

The main goal of this chapter is to develop a novel MTGP-based transfer
learning method that utilises feature selection in a multi-stage algorithm
for symbolic regression on incomplete data. Specifically, the objectives of
this chapter include:

1. Proposing a new feature selection mechanism that utilises knowl-
edge about features extracted from the source domain (SD) to select
a useful subset of features in the target domain (TD) based on the
learning processes in the two domains. The weights of the SD fea-
tures are estimated during the symbolic regression process on the
SD, and this knowledge is used to calculate weights for the features
transformed to the TD. The weights of the transformed features and
the weights of the corresponding target features are combined to
decide which features should be selected in the rest of the transfer
learning process. This new feature selection mechanism helps util-
ising the feature knowledge from the two domains to improve the
symbolic regression performance on TD.

2. Developing an adaptive MTGP-based transfer learning method that
integrates the proposed feature selection mechanism to construct ro-
bust transformations from complete SDs to incomplete TDs. In this
method, a multi-stage evolutionary process is performed with up-
dated settings. Each stage consists of a set of generations starting
from the last generation of the previous stage, where the individu-
als are modified by eliminating trees according to the selected fea-
tures. This strategy enables each stage to benefit from the learning
outcome of the previous stage, which accelerates the convergence of
the evolutionary process while producing effective symbolic regres-
sion models.

3. Investigating the proposed adaptive MTGP-based transfer learning
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method to symbolic regression with incomplete data considering dif-
ferent scenarios. The experimental work includes synthetic incom-
pleteness on real-world data sets and synthetic data sets, and real-
world incomplete data sets as well. These experiments simulate two
transfer learning scenarios: homogeneous domains and heteroge-
neous domains. Furthermore, to analyse the impact of the proposed
feature selection strategy, random irrelevant features are added to
some data sets. The effectiveness and the efficiency of the proposed
method have been shown by the improved symbolic regression error
and the time for transfer learning.

7.1.2 Chapter Organisation

This chapter is organised as follows. The proposed method is presented in
Section 7.2. The experiment design is setup in Section 7.3. After that, the
experimental analysis is given in Section 7.4. Finally, Section 7.5 states the
conclusions of this chapter.

7.2 The Proposed Method

7.2.1 Feature-based Multi-tree GP and TL

In Chapter 6, we have presented preliminary works on multi-tree GP (MTGP)
to transfer knowledge from complete SDs to improve symbolic regression
in incomplete TDs. Such transformations are constructed through an evo-
lutionary process in which each individual consists of a set of trees each
representing a constructed feature in the TD. Each tree constructs a TD fea-
ture by transforming the SD features. The constructed features are com-
bined with the TD features to help imputing the missing values in TD. The
imputed TD can then be used for symbolic regression in a normal way as
it is now complete. However, this representation does not consider the im-
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portance of the TD features to be constructed, which may lead to redun-
dant or irrelevant features being constructed. Consequently, in case there
are many such features, the construction of their transformations might be
an unnecessarily expensive process.

The main idea of the new approach is to integrate feature selection in
order to adaptively reduce the number of trees in the MTGP-based feature
transformations. The evolutionary process of MTGP-based feature trans-
formations is performed in multiple stages. In each stage, a number of
generations are evolved starting from the final generation of the previous
stage. By the end of each stage, the TD symbolic regression process is used
to estimate weights for the TD features, which, along with the constructed
features, are used to select the features that should be considered in the
next stage. The other features are ignored and their corresponding trees
are eliminated from each MTGP individual in the population of the last
generation of the current stage. This modified population is used as the
initial (first) population in the next stage.

Figure. 7.1 shows the overall flowchart of the proposed method. In the
complete SD, knowledge is extracted based on symbolic regression pro-
cess. The knowledge consists of selected SD data and weights for the SD
features based on the learned symbolic regression models (details in Sub-
section 7.2.2). The extracted SD knowledge is used to evolve MTGP-based
feature transformations from SD to TD. The construction of the feature
transformations involves different processes including: transforming SD
data, imputing TD missingness, matching the distributions of the trans-
formed SD and the imputed TD, performing regression in the imputed
TD, and combining the TD regression performance metric with the SD-
TD distribution mismatch measure in a fitness function to evaluate the
evolved transformations (details in Subsection 7.2.3).
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Figure 7.1: The main steps of the proposed multi-stage transfer learning
method.

The constructed MTGP-based feature transformations aim at construct-
ing a set of selected TD features in multiple stages. For the first stage, the
set of selected TD features is initialised to be the whole set of the orig-
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inal TD features. In each of the other stages, after constructing feature
transformations, the construction outcomes are used to extract knowledge
from both the transformed SD and the imputed TD. For the transformed
SD, weights for the constructed features are calculated (details in Subsec-
tion 7.2.4). The missing values in the TD are estimated during the feature
transformation process, which produces an imputed complete TD. Sym-
bolic regression is then performed in the imputed TD and weights for
the selected TD features are extracted based on the learned symbolic re-
gression (details in Subsection 7.2.5). The knowledge of the weights for
the target and constructed features are then combined to filter the set of
selected TD features, which are used to refine the multi-tree representa-
tion, i.e. redefine the number of trees according to the number of selected
features (details in Subsection 7.2.6). If the maximum number of stages
has not been reached, the refined transformations continue to be evolved
to construct a new set of selected TD features by repeating the previous
processing operations starting from building the feature transformations.
Once the whole learning process stops, the constructed transformations
and the learned symbolic regression models are then applied to unseen
test data in the TD (details in Subsection 7.2.7).

In the following subsections, the details of the proposed methods are
presented. For clarity, the notations used in this work are given in Table
7.1, where superscripts of t, s, and c are used to refer to target, source,
and constructed domains, respectively. For example, the symbols Ds, Dt,
and Dc denote the source domain, the target domain, and the constructed
domain, respectively.

7.2.2 Knowledge Extraction from Learning in the SD

To extract knowledge from the SD, R symbolic regression models are learned
using R independent GP runs. These models, denoted as {f s

r }Rr=1, are used
to estimate the weights of the SD space features. The features are weighted
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Table 7.1: Summary of the used notations

Symbol Meaning
T task
D domain
X feature space
L loss function
Ψ MTGP individual
P MTGP population
Y desired value
Ŷ predicted output
m number of features
n number of instances
R number of symbolic regression models
f symbolic regression learned model
WXj weight of the jth feature
F t selected TD features

based on their contributions to the learned symbolic regression models as
in Equation (7.1). The contribution of the feature is measured according
to its participation in the symbolic regression models, i.e. the best mod-
els generated in GP runs for R times. The features that participate more
in these symbolic regression models have more contributions. The large
contribution that a feature has, the higher weight that it will get.

WXs
j
=

1

R

R∑
r=1

frq(Xs
j , f

s
r )∑ms

p=1 frq(X
s
p , f

s
r )

(7.1)

WXs
j

is the weight of the jth SD feature, Xs
j , according to the SD learning

process, and frq(Xs
j , f

s
r ) is the number of appearances of the jth feature

in the rth learned GP model, f s
r , where ms is the number of SD features.

On the other hand, the SD instances in Ds are sorted based on their mean
regression errors of {f s

r }Rr=1. Then the best two-thirds instances (i.e. the
66.7% least average errors) are selected to form the selected data

∗
Ds.

∗
Ds

and the weights, WXs
j
, of the SD features are used as the extracted TD
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knowledge in the proposed algorithm.

7.2.3 MTGP-based Feature Transformation

For the selected data from the SD,
∗
Ds, with the feature space of ms features,

X s = {Xs
j }m

s

j=1, and TD, Dt, with the feature space of mt features, X t =

{X t
j}m

t

j=1, multi-tree GP (MTGP) is utilised to build a feature transformation
from the SD to the TD as in shown in Algorithm 9.

Algorithm 9: The MTGP-based transformation.
Input : Selected SD data,

∗
Ds, Incomplete TD training data, Dt, Initial

population of individuals, P(in), A set of selected TD features, F t,
Maximum number of generations genMax.

Output: Imputed TD training data, D̂t, Constructed feature transformation, Ψ,
An evolved population, P(out).

1 Transform the TD data, Dt, to contain only the selected TD features, F t;
2 gen = 0;
3 P(gen) = P(in);
4 while gen < genMax do
5 foreach individual Ψ in the population P(gen) do
6 Apply Ψ to

∗
Ds getting a constructed data Dc;

7 Combine Dt and Dc to impute Dt using WKNN to produce imputed TD
D̂t;

8 Evaluate the fitness of Ψ using Equation 7.2 (Subsection 7.2.3.3);

9 end
10 Select individuals from the current generation;
11 Produce the next generation, P(gen+1), using genetic operators (Subsection

7.2.3.4);
12 gen = gen+ 1;

13 end
14 Get the population of the last generation P(out) = P(gen);
15 Obtain the best individual in the last generation to be the constructed feature

transformation, Ψ;
16 Return the imputed complete TD training data, D̂t, the constructed feature

transformation, Ψ, and the evolved population in the last generation, P(out);

The algorithm starts with a given initial population of MTGP individ-
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uals, P(in), that comes from the previous stage, except for the first stage
where this population is initialised randomly with the given population
size. The population is then evolved to construct new SD features that are
similar to a selected set of TD features, F t. The selection of F t is based
on the outcomes of the transformation in the first stage (as will be shown
in 7.2.6), whereas the set consists of all TD features in the first stage. For
the given population of individuals, P(in), each individual is applied to
construct a transformed SD and then evaluated by a fitness function that
measures the similarity between the transformed SD and the TD. A selec-
tion process is then performed and a new generation is generated using
genetic operators (mutation, crossover, and elitism). This process is re-
peated genMax times and the best individual of the last generation is then
returned as the constructed feature transformation.

7.2.3.1 Representation

Each MTGP individual is represented by multiple trees, where the SD fea-
ture set is used as input for these trees. Each tree is meant to construct
a feature similar to a feature selected from the TD. Each MTGP individ-
ual is called an MTGP-based feature transformation from the SD to the
TD. The application of each MTGP-based feature transformation to the SD
produces the transformed SD Dc with mc features, where each tree repre-
sents a constructed feature (corresponding to one TD selected feature).

The set of features selected from the TD is denoted as F t. MTGP tries
to use one tree to construct every feature in F t based on the SD features.
In the first stage of the multiple stages shown in Figure. 7.1, all the TD
original features are constructed, i.e. no feature selection is applied, which
means F t = X t and mc = mt. However, later, when feature selection is
applied, F t ⊂ X t and mc < mt.

An illustration for the MTGP-based feature transformation is shown in
Figure. 7.2. Although F t consists of the selected TD features, it can refer to
a similar set of constructed features as those features are build to construct
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the selected TD features set, F t. As will be seen later, this selection process
is based on a feedback from the symbolic regression process in the TD in
addition to the learning outcomes of the symbolic regression process in
the SD.

SD features

...

Xt
1 Xt

2 Xt
m

c

Xc
1 Xc

2 Xc
m

c

...
Selected

features from TD

Multi-tree
constructed

features

Terminal set

Reconstructing the
selected TD features Mapping

Figure 7.2: MTGP-based feature transformation, where the SD features
are used in the terminal set of multi-tree GP individuals that are evolved
such that each tree constructs a feature similar (in distribution) to a feature
selected from the TD.

7.2.3.2 Data Imputation

Imputation is performed on the TD by utilising the transformed/constructed
SD,Dc. For this purpose, the imputation method weighted k-nearest neigh-
bour (WKNN), which was used in earlier chapters, is used. Dc is combined
with the incomplete TD Dt then WKNN is used to estimate the missing
values in Dt, which results in an imputed TD, D̂t.

WKNN works by finding k nearest instances for each incomplete in-
stance to be imputed. These instances are distance-based neighbours and
they are called imputation donors. The mean (mode) of the values of these
neighbours are then used to replace the corresponding values in the nu-
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merical (categorical) features. WKNN is chosen as it can easily utilise the
knowledge from the SD. It implicitly weights the instances when imput-
ing the missing values. Its weighting is based on the distance between the
incomplete instances and the complete instances.

7.2.3.3 Fitness Function of MTGP

Similar to Chapter 6, the quality of the MTGP-based feature transforma-
tions is measured based on a regularised fitness function that consists of
two parts as in Equation (7.2).

fitness = L(T t(D̂t)) + λ ∗ Ω(Dt,Dc) (7.2)

where the parameter λ is used to balance the learning loss, L, and the
distribution mismatch, Ω. The details of these two parts are given below.

This fitness function is designed to achieve two objectives at the same
time. The first objective is to minimise the learning loss on the imputed
TD data obtained by the feature transformation. The second objective is to
minimise the distribution difference between the transformed SD and the
TD. Such considerations are intended to guide the MTGP evolutionary
process to produce individuals that can construct data from SD that can
benefit the limited incomplete TD. The more similar the constructed SD to
the TD, the more likely to compensate for the incompleteness in the TD.

The regularisation factor λ is used to balance the inter-dominance be-
tween the two measures L and Ω. λ is set empirically to 0.3, which gives
more importance to the learning task part than the domain distribution
part. Although the parameter λ could be more tuned, we used the same
settings as the benchmark method in Chapter 6.

The first part of Equation (7.2), L(T t(D̂t)), measures the impact of the
transformation on the symbolic regression learning process in the TD. It
is achieved by a loss function, L, of the TD task, T t. As the original TD
is incomplete, the learning process is performed on the imputed TD, D̂t,
produced by WKNN.
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The learning loss L is calculated based on the regression performance
on the imputed TD D̂t measured using the relative squared error (RSE)
shown in Equation (7.3).

RSE(Y, Ŷ ) =

∑n
i=1(Yi − Ŷi)

2∑n
i=1(Yi − Ȳ )2

(7.3)

where n is the number of the instances, Ŷi is the ith predicted value, Yi is
the ith desired value, and Ȳ is the average of the desired values.

The second part of Equation (7.2) is the distribution mismatch, Ω, which
measures the difference between the distribution of the constructed do-
main, Dc, and the TD, Dt. The distribution mismatch metric, Ω, is based
on the Kolmogorov-Smirnov statistic, which measures the difference be-
tween the empirical cumulative distribution function of two samples [78].
Ω is calculated as in Equation (7.4).

Ω(Dc,Dt) =

∑mt

i=1KS(Xc
i , X

t
i )

mt
, (7.4)

where X t
i and Xc

i , is the ith feature of the domain Dt and Dc respectively,
and Kolmogorov-Smirnov is calculated as in Equation (7.5).

KS(Xc
i , X

t
i ) = sup

x
|FXc

i
(x)− FXt

i
(x)|, (7.5)

where F is the cumulative distribution function and sup is the supremum
function.

Kolmogorov-Smirnov has some important advantages [78]. For exam-
ple, it is distribution free. This implies that it is applicable to samples from
unknown distributions. Another advantage is its flexibility regarding the
sample size, which makes it useful even on small samples. Moreover,
Kolmogorov-Smirnov can be used for regression analysis as a measure of
goodness of fit [153]. Kolmogorov-Smirnov provides the ability to mea-
sure feature-wise distribution dissimilarity which is of special importance
in this work. In transfer learning, Kolmogorov-Smirnov has been used to
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examine the distribution similarity between the source and target domains
in [47, 94]. In [165], Kolmogorov-Smirnov is used for heterogeneous de-
fect prediction based on feature matching and it is used for integrating
structured biological data in [32].

7.2.3.4 Genetic Operators

As each MTGP individual consists of multiple trees, the standard genetic
operators are extended to multi-tree operators. Unlike Chapter 6, where
probabilistic operators are used, in this chapter genetic operators are done
by applying the standard genetic operations to single trees selected from
MTGP individuals as follows:

• Mutation: In the standard GP single-tree mutation, a randomly picked
subtree of the selected individual is changed. This mechanism is ex-
tended by applying it to a randomly selected tree in the MTGP indi-
vidual.

• Crossover: Similar to the mutation operator, the standard GP crossover
is extended to MTGP. In this work, we use the same-index crossover
(SIC) strategy [138], where the crossover is performed on trees at the
same index (randomly picked) in each individual. This mechanism
encourages individual trees to specialise while interacting with dif-
ferent individuals through the crossover operation.

7.2.4 Constructed Feature Weighting

As the constructed features are GP trees representing symbolic expressions
in terms of the SD features (terminal set), the weights of the constructed
features can be calculated based on the weights of the SD features. Let
us define the score of each constructed feature, Xc

j , using the weights of
the SD features that are involved in its mathematical expression. That is,
the score of the constructed feature Xc

j is the sum of all the weights of its
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contributing features (i.e. SD features included in the corresponding tree)
as shown in Equation (7.6).

score(Xc
j ) =

∑
∀Xs

p used to construct Xc
j

WXs
p

(7.6)

These scores are then normalised to get the weights of the constructed fea-
tures as shown in Equation (7.7). The normalisation is done to make values
between 0 and 1, which is the same range of the other weights extracted
for features TD. This guarantees more fair combinations between weights
for constructed features and weights for TD features later.

WXc
j
=

score(Xc
j )∑mt

p=1 score(X
c
p)

(7.7)

7.2.5 TD Features Weighting

Similar to the feature weighting process performed in the SD (Subsection
7.2.2), the TD features are weighted. Symbolic regression learning process
is performed R independent times on the imputed TD training data, D̂t,
and the weights of the TD features are calculated using the same way as
shown in Equation (7.1). The outcome of this step isW t = {WXt

j
, X t

j ∈ F t}.

7.2.6 Population Refinement based on the Selected Features

Once one stage finishes (as shown in Figure. 7.1), a new stage starts from
the refined final population of the previous stage. The main aim of this
refinement is to remove the trees that are unlikely to be useful from each
individual before starting the new stage. These excluded trees are deter-
mined based on the set of selected TD features, F t.

At the end of each stage, new scores for the selected TD features,F t, are
calculated based on the weights of the TD features, W t, and the weights
of the constructed features, Wc. For each feature X t

j ∈ F t, let WXt
j

be its
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weight and WXc
j

is the weight of the corresponding constructed feature,
Xc

j , then the selection score of the jth feature is given in Equation (7.8), .

ωj =
(WXc

j
+WXt

j
)

2
(7.8)

The set of selected TD features, F t, is then filtered based on their se-
lection scores such that any feature whose score is less than 10% of the
highest score is excluded. This threshold is chosen empirically.

After updating the selected TD feature set, F t, the constructed MTGP-
based feature transformations in this stage are refined by filtering the trees
that construct the un-selected features from each individual. Only trees for
the selected TD features will survive in the next stage.

7.2.7 The Testing Phase

Algorithm 10: The Testing Process.
Input : Transformed complete TD training data, D̂t, set of selected TD

features, F t, learned symbolic regression model, f , and (in)complete
test instance, xt

test.
Output : Prediction output for xt

test.
1 Transform xt

test based on F t to get an instance with selected features, x̄t
test;

2 if x̄t
test is complete then

3 Apply the symbolic regression model f to predict x̄t
test (ŷttest = f(x̄t

test));
4 else
5 Impute x̄t

test to get a transformed complete instance x̂t
test using WKNN with

Dt;
6 Apply the symbolic regression model f to predict x̂t

test (ŷttest = f(x̂t
test));

7 end
8 Return ŷttest;

For a new (in)complete test instance, xtest, the outcomes of the afore-
mentioned learning process are applied to it, i.e. the transformed complete
TD training data, D̂t, the selected TD feature set, F t, and the learned sym-



190 CHAPTER 7. MTGP AND FS FOR TL IN SR WITH MVS

bolic regression model, f , are employed to predict the regression output
of the ŷtest as shown in Algorithm 10.

7.3 Design of Experiments

7.3.1 Data Sets

Three types of data sets are used for experimental evaluation: four real-
world complete data sets, two real-world incomplete data sets, and six
artificial data sets. Such a combination allows evaluating the applicability
of the proposed method on both real and synthetic incompleteness. More-
over, these data sets have various characteristics such as different num-
bers of features and instances, which help examining the validity of the
proposed method under different circumstances.

The real-world data sets are frequently used in the literature for inves-
tigating transfer learning regression [272, 175, 46]. More details on these
data sets can be found in the UCI machine learning repository [62]. In this
work, only the numerical features are involved as the impact of data types
is beyond the scope of this study. For the two incomplete data sets Auto
and Imports, the instances with real missing values are holdout during
the process of constructing the feature transformations then they are used
later for evaluating the applicability of the proposed method to real-world
incompleteness. Note that, although the data considered are complete,
synthetic incompleteness is imposed to all data sets before performing the
feature transformation construction process. This means that, for the Auto
and Imports data sets, the construction of the transformations is done on
synthetic incompleteness on the training TD data and the real incomplete
instances are kept for testing the learned models. This approach exam-
ines the applicability of the proposed method in the extreme situation of
having unknown missingness in the unseen data.

Following previous research on regression [10], synthetic data sets based



7.3. DESIGN OF EXPERIMENTS 191

on Friedman function [85] are generated, which include both linear and
non-linear relationships between the independent variables and the de-
pendent variable. In addition to the five input features, additional inde-
pendent randomly generated features are added into the data sets to mea-
sure the ability of the feature selection ability. The synthetic data sets are
considered to get more controlled experiments, especially when varying
the number of irrelevant features. A normalised noise, ϵ, is also added as
shown in Equation (7.9). In addition to the five input features (Fri1), addi-
tional (5, 15, 35, 75, and 155) independently randomly generated features
are added to form the data sets Fri2, Fri3, Fri4, Fri5, and Fri6, respectively.
This strategy allows measuring the impact of non-relevant features. Un-
like Chapter 5, where the data sets are obtained from the OpenMl reposi-
tory [241], in this chapter the data sets are generated using the given func-
tion.

y = 10 ∗ sin(π ∗ x1 ∗ x2) + 20 ∗ (x3 − 0.5)2 + 10 ∗ x4 + 5 ∗ x5 + ϵ (7.9)

For simulating the transfer learning scenarios, the data sets are pre-
pared following practices used in the related work [272, 175, 46, 47, 263,
264]. To form SD and TD with different distributions, each data set is
sorted according to a certain continuous feature, then the sorted data set is
split based on a specific value of this feature such that the first two-thirds
of the data composite the SD while the TD consists of the last third of the
data. The details of the formed data sets are shown in Table 7.2. m refers
to the number of features in the original data set, ns (nt) is the number of
instances in the SD (TD) after data split, and the split feature and value
used are shown for each data set. For simulating the heterogeneous trans-
fer learning scenario, the feature space in the SD is made different than the
TD following [263, 264]. The SD contains only the first half of the features
whereas all the available features are included in the TD.

To form heterogeneous source-target domains, a feature-wise split is
used to ensure that the feature space of the TD is different from the SD
feature space [263, 264]. Similar to [263, 264], the first half of the features
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Table 7.2: Statistics of the used data sets

Data set m ns nt Split feature Split value
Hou: Housing 13 369 137 TAX 600
Con: Concrete 9 687 343 fine 803.7
Yac: Yacht 6 198 110 Froude 0.35
For: Forestfires 13 347 170 DC 694.8
Aut: Auto-mpg 6 258 134 acceleration 16.5
Imp: Imports 14 125 70 length 176.6
Fri1: Friedman1 5 350 150 X.oz1 0.698464513
Fri2: Friedman2 10 350 150 X.oz1 0.698464513
Fri3: Friedman3 20 350 150 X.oz1 0.698464513
Fri4: Friedman4 40 350 150 X.oz1 0.698464513
Fri5: Friedman5 80 350 150 X.oz1 0.698464513
Fri6: Friedman6 160 350 150 X.oz1 0.698464513

form the SD (i.e. the first ⌈nt/2⌉most occurring features) while all features
are used to form the TD.

Furthermore, for simulating data incompleteness, each TD data set is
made incomplete synthetically by imposing 30% MAR missingness into
40% of the features. This step is repeated 30 times for each TD data set
to get 30 incomplete data sets. The MAR mechanism is considered as it is
suitable to evaluate the imputation methods [270].

7.3.2 Benchmark Methods and Settings

The benchmark methods in this work are the same as in Chapter 6. These
methods are WKNN, WKNNIMDC, RFIM, RFIMDC, MTGPTL, and MT-
GPDA. These methods are compared with the proposed method, FMTG-
PTL with five stages, each has 10 generations, i.e. 50 generations in total.
Note that, only the TD is considered in WKNNIM and RFIM, i.e. no trans-
fer learning. On the other hand, although WKNNIMDC and RFIMDC
combine both domains, these methods involve no transfer learning as the
combination is done on the data level without transfer learning.
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To compare the seven different methods, the symbolic regression per-
formance on the imputed data sets is considered as an evaluation metric.
It is measured using the RSE metric (Equation (7.3)). Since the considered
methods are stochastic, 30 independent runs are executed for each method
on each data set. After splitting the original data into 2:1 as the data for
the SD and the TD, the TD is then randomly split into 3:7 training-test
data sets. This split is common in transfer learning research to emphasise
the shortage of data available for learning in the TD [46]. To examine the
statistical significance in the difference between the results obtained by
different methods, a Wilcoxon non-parametric statistical test with a signif-
icance level of 0.05 is used. For the GP-based methods, the DEAP python
package [83] with the settings shown in Table 7.3 are used. The pack-
age missingpy is used for the imputation methods (WKNN and RFIM)
with default settings and the Kolmogorov-Smirnov statistic is based on
the SciPy package.

Table 7.3: MTGP parameters Settings.

Parameter value
Generations 50
Population size 512
Crossover rate 0.8
Mutation rate 0.2
Elitism 5
Selection Tournament-7
Maximum depth 8
Initialisation Ramped-half-and-half
Function set +, -, *, protected %, sine, exp
Terminal set features and constants ∈ (−1, 1)
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7.4 Results and Discussions

This section presents the experimental results along with analyse and dis-
cussions. It includes evaluating the SR performance on the data sets and
the feature selection impact. For the SR results, the SR errors are first
shown then statistical test results on these errors are presented. The SR
results are given in Tables showing the average error of 30*30 runs for
each method on each data set. Moreover, Figures are given to show the
significance test results for each method on the 30 generated data sets cor-
responding to the 30 comparisons.

7.4.1 Symbolic Regression on Real-world Data with Syn-

thetic Incompleteness in Homogeneous Domains

In homogeneous transfer learning, the feature spaces of both SD and TD
are the same but their corresponding marginal distributions are different,
i.e. X s = X t but P (X s) ̸= P (X t). This subsection shows the results of
the proposed method compared with other methods on the scenario of
homogeneous transfer learning.

7.4.1.1 Symbolic Regression Errors on Homogeneous Domains

Table 7.4 shows the symbolic regression results when using the proposed
FMTGPTL method and the benchmark methods.

Across all the different methods, the results obtained by the proposed
method are associated with the lowest regression errors. The reduction of
the regression error that FMTGPTL achieves differs based on the data set.
To make the comparison clearer and easier, we use the relative reduction
rate given as percentage relative change (PRC) in Equation (7.10) [112, 108].
This equation measures the percentage of regression error that is reduced
by the proposed method over each benchmark method (rounded). The
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higher the PRC, the better improvement and getting a negative value in-
dicates the proposed method is getting worse regression.

PRC(RSEp, RSEb) = Round(
RSEb −RSEp

RSEb

∗ 100) (7.10)

where RSEp is the regression error achieved by the proposed method and
RSEb is the regression error achieved by a benchmark method.

The proposed FMTGPTL method achieves a positive relative change,
PRC, on the test RSEs of all the used data sets, except for the Fri data
sets against MTGPDA. The improvement varies along with the benchmark
method and the data set. For example, the error of MTGPDA is barely
reduced on the Fri1 data set, while the highest improvements achieved by
FMTGPTL are observed when compared with the RFIMDC on all the data
sets. This is because RFIMDC predicts the missing values of incomplete
features using feature-based prediction on data from different domains
without adaptation.

With the increase of the dimensionality of the synthetic data sets, a
dramatic increase in the error is noticed. This change is the highest in the
case of having 160 features and the difference between the mean of RSEs
obtained when using FMTGPTL ranges from 7% to 24% compared with
the old error in all cases on this data set. This is due to the important ad-
vantage that FMTGPTL brings, which is the inclusion of feature selection.
As the underlying imputation method is WKNN, feature selection can be
very beneficial. WKNN is based on a feature-wise similarity between in-
stances, which makes it sensitive to irrelevant and noisy features. This is
clear when having several random features. The more irrelevant features
the more improvement gained. For example, the FMTGPTL method on
Fri6 considerably advances the performance of WKNN.
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7.4.1.2 The Significance Test Results on Homogeneous Domains

Figure. 7.3 shows the statistical significance test results on the differences
between the symbolic regression errors of FMTGPTL and the benchmark
methods. The comparison in which the proposed method significantly
outperforms the benchmark method is considered as a “win” case whereas
it is a “loss” if FMTGPTL is outperformed. In these figures, the numbers
of win (loss) cases are shown, where the green (red) refers to the number
of win/“+” (loss/“-”) cases for FMTGPTL against each method.
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Figure 7.3: The statistical significance test results, where “+” (“-”) refers
to the number of win (loss) cases of FMTGPTL against each method on
real-world data with synthetic incompleteness in homogeneous domains.

The significance test results show the notable improvement that can
be gained when using the proposed method. From these results, the pro-
posed method wins in most comparisons with each method on all the con-
sidered data sets. When comparing the significance test results in Figure.
7.3 and the results in Table 7.4, it is important to notice that even when the
regression error difference between FMTGPTL and another method is not
high, the results of FMTGPTL are more likely to be significantly better. For
example, although the regression improvement of FMTGPTL over MTG-
PDA is about 4% on the Housing (“Hou”) data set, FMTGPTL significantly
outperforms MTGPDA in about 20 out of the 30 comparisons.
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7.4.2 Symbolic Regression on Real-world Data with Syn-

thetic Incompleteness in Heterogeneous Domains

7.4.2.1 Symbolic Regression Errors on Heterogeneous Domains

For the heterogeneous transfer learning scenario, the symbolic regression
results in terms of RSE are shown in Table 7.5. In this scenario, the SD has
only the first half of the available features. It can be noticed that the im-
provement achieved by the FMTGPTL method over the other methods is
lower than that of the homogeneous scenario. This is expected as the SD
has a smaller pool of features to be used for the transformation construc-
tion process, which limits the construction ability of the features. More-
over, the first half of the features might not contain the most useful fea-
tures for building the transformations.

7.4.2.2 The Significance Test Results on Heterogeneous Domains

The results of the statistical significance tests between FMTGPTL and the
benchmark methods on real-world data with synthetic incompleteness in
heterogeneous domains are shown in Figure. 7.4. These results are con-
sistent with those of the regression errors. The proposed method show
less significant performance in the heterogeneous transfer learning sce-
nario than the situation of homogeneous domains. However, the FMT-
GPTL method still has a considerable amount of significant wins against
any other method.

7.4.3 SR with Real Incompleteness

The applicability of FMTGPTL to real-world incompleteness has been com-
pared with the benchmark methods on Auto (Aut) and Imports (Imp) data
sets. The results and the construction of the transformations in the pre-
vious sections on these data sets are based on using only the complete
instances. Here, the learned models based on learning on synthetic in-
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Figure 7.4: The symbolic regression comparison results between the pro-
posed method, FMTGPTL, and the benchmark methods, where “+” (“-
”) refers to the number of win (loss) comparisons for FMTGPTL against
each method on real-world data with synthetic incompleteness in hetero-
geneous domains.

complete data are applied to predict the regression output of the hold out
incomplete instances.

For each method, the models obtained from the homogeneous scenario
are used to predict the incomplete instances and their mean and standard
deviation along with the significance test results are shown in Table 7.6.
The significance on the difference between the results of each benchmark
method and FMTGPTL is shown in the column “ST”. For each method,
“+” (“-”) means that FMTGPTL significantly outperforms (outperformed
by) the corresponding method while “=” means no significant difference.

According to the obtained results, FMTGPTL significantly outperforms
all the benchmark methods on the two data sets. Such results confirm the
superiority of FMTGPTL that has been shown in the synthetic incomplete-
ness situation. The robust results of the FMTGPTL method during the
transformation construction process with synthetic incompleteness lead
to better performance when applied to real-world incompleteness. This is
most likely because the learning process was able to extract useful knowl-
edge that help the symbolic regression models generalise well. For exam-
ple, the feature knowledge extracted considering synthetic incompleteness
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Table 7.6: The symbolic regression results with regard to test RSEs and the
statistical significance test on real incomplete instances

Method Data Auto Imports

WKNNIM
Mean 0.9047 0.70063
Sdev 0.3366 0.1065
ST + +

WKNNIMDC
Mean 1.2557 0.7889
Sdev 0.4567 0.1846
ST + +

RFIM
Mean 0.8927 0.6896
Sdev 0.1757 0.0684
ST + +

RFIMDC
Mean 1.268 0.8644
Sdev 0.3896 0.1131
ST + +

MTGPTL
Mean 0.8892 0.6733
Sdev 0.1347 0.0617
ST + +

MTGPDA
Mean 0.8745 0.6679
Sdev 0.1117 0.0312
ST + +

FMTGPTL
Mean 0.8594 0.6588
Sdev 0.1064 0.0458

remain useful for dealing with real incomplete instances that belong to the
same data set.

7.4.4 Feature Selection and Transformation Construction

Time

Here, we compare the proposed method with the other MFTGP-based
transfer learning methods. This comparison aims at investigating whether
the proposed method improve the MTGP-based transfer learning process.
We did not compare with the other methods (WKNNIM, WKNNIMDS,
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RFIM, and RFIMDC) as they do not involve transfer learning. Table 7.7
shows the average computation time for constructing MTGP-based fea-
ture transformations in seconds (rounded to integers ×10) for the GP-
based transfer learning methods. The table also shows the average of the
number of constructed features (trees) in the obtained MTGP-based fea-
ture transformation.

Table 7.7: The average number of constructed features and the average
computation time of constructing MTGP-based feature transformations
in seconds (rounded to integers × 10) for the GP-based transfer learning
methods.

MTGPTL MTGPDA FMTGPTL
Data #Trees Time #Trees Time #Trees Time
Hou 13 908 13 1183 8 994
Con 9 893 9 1076 6 869
Yac 6 441 6 655 4 613
For 13 931 13 1118 10 1089
Aut 6 543 6 739 4 641
Imp 14 844 14 986 5 527
Fri1 5 622 5 783 5 819
Fri2 10 934 10 1123 6 903
Fri3 20 1121 20 1631 8 987
Fri4 40 1565 40 1952 11 1169
Fri5 80 2025 80 2578 11 1192
Fri6 160 2684 160 3544 14 1354

The results show that, in general, the proposed method constructs the
MTGP-based feature transformations more efficiently compared with the
benchmark MTGP-based transfer learning methods. This is because it
employs a feature selection mechanism that reduces the number features
(trees) to be constructed during the evolutionary process. Such feature
reduction leads to a reduction in the computation time. Note that the
more irrelevant features the data has, the more time reduction FMTGPTL
achieves. For instance, on the Fri6 data set, which has the highest num-
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ber of irrelevant/redundant features, FMTGPTL gained a time reduction
of more than 60% less than the MTGPDA and more than 50% less than the
MTGPTL computation time.

On the contrary, when there are no redundant features, such time re-
duction is not clear and, even, the proposed method might take more time.
This is because feature selection might not be able to reduce the number
of selected TD features. Instead, more time is consumed due to the extra
step of checking the features in the TD side. For example, the FMTGPTL
method spends more time than the other method on the Fri1 data set. In
this data set, all features are relevant and they are selected by the proposed
method. However, the increase of computational cost in such cases is not
significant as the feature selection mechanism is not too costly.

To compare the three strategies regarding the generalisation ability, the
significance test results of the symbolic regression on the test data are
shown in Table 7.8.

Table 7.8: Summary of the comparison results between the suggested fea-
ture selection strategies when integrated with the MTGP-based transfer
learning.

Strategy Source Target Source+Target
Source 0 205 345
Target 89 0 302
Source+Target 0 27 0

Table 7.8 shows the number of wins of each strategy has in the column
against the strategy in the row. There are 12 data sets, each has 30 different
incomplete data copies, which sums up to 360 (360=12*30) comparisons.
The strategy of combining feature weighting from the SD and the TD out-
performs using only one of them individually by a big difference. Con-
versely, the use of feature selection based only on the weights from the
SD shows the worst performance. This because these features represent a
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domain whose distribution is different from that in the TD, on which the
performance is evaluated. These results show significant improvement
that is gained by combining the importance from the two domains.

7.5 Chapter Summary

This chapter proposes a new multi-stage GP-based transfer learning method
for symbolic regression with missing values. It integrates a novel feature
selection mechanism with a multi-tree GP evolutionary process that con-
structs multiple-feature transformations from complete source domains to
incomplete target domains. Feature-based knowledge extracted from the
source and the target domains is utilised to select features that enhance the
transformations gradually. These transformations are built with the goal
of handling the missing values in the target domain such that the symbolic
regression learning performance is improved.

The proposed method has been successfully applied to transferring
useful knowledge from complete domains to help performing symbolic
regression in incomplete domains considering various situations. Two
types of data sets are considered: real-world data sets and synthetic data
sets. For the real-world data sets, two missingness kinds are addressed:
synthetic incompleteness and real incompleteness. Moreover, two trans-
fer learning scenarios are examined: homogeneous transfer learning and
heterogeneous transfer learning.

The experimental results show the superiority of the proposed method
over the benchmark methods in all considered cases. The proposed method
is compared with four traditional learning methods and two MTGP-based
transfer learning methods. While all MTGP-based transformation meth-
ods achieve positive knowledge transfer compared with the traditional
methods, the proposed involvement of feature selection is a key factor
for the proposed method to advance the benchmark MTGP-based transfer
learning methods with respect to both the effectiveness and the efficiency.
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One main finding in this work is that combining knowledge form both
source and target domains is profitable for the evolutionary transfer learn-
ing process when handling the missingness issue. Although employing
feature importance knowledge from the target domain alone is not reliable
due to the shortage in the available data, it was advantageous when com-
bined with feature importance knowledge from the source domain. Such
a combination was beneficial in guiding the adaptation of the evolved
MTGP individuals gradually through multiple stages by reducing the num-
ber of trees in the individuals according to the extracted feature impor-
tance knowledge.

The integrated feature selection mechanism enables the MTGP evolu-
tionary transfer learning to be adapted to build transformations for im-
portant features instead of mapping all existing features. This ability ad-
dresses the limitation of MTGP feature-based transformations of being
applicable to domains with a small number of features. The proposed
approach not only increases the applicability of the MTGP-based transfer
learning method to more symbolic regression tasks on incomplete data but
also will open the door towards extending the method to high-dimensional
domains.



206 CHAPTER 7. MTGP AND FS FOR TL IN SR WITH MVS



Chapter 8

Conclusions

The overall goal of this thesis was to improve the performance of genetic
programming based symbolic regression on incomplete data. This goal
has been successfully achieved by developing a number of new methods
based on GP for data imputation, instance selection, feature selection, and
transfer learning. The proposed methods were evaluated and compared
with state-of-the-art methods on a range of incomplete regression data sets
considering various learning scenarios. The obtained results show that the
proposed methods generally outperform the corresponding state-of-the-
art methods on constructing symbolic regression models for incomplete
data.

The rest of this chapter is organised as follows. Major conclusions from
each contribution chapter of this thesis are firstly presented and we also
highlight the findings that are discovered during the course of research.
This chapter than provides potential research directions for future work.

8.1 Main Conclusions

This section provides the conclusions of the five contribution chapters
(Chapter 3 to Chapter 7).

207
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8.1.1 GP-based Imputation for Symbolic Regression on In-

complete Data

Chapter 3 presented a new method to improve imputation for symbolic
regression on incomplete data by combining GP and WKNN.

8.1.1.1 Combining WKNN and GP for Data Imputation

This thesis found that the combination of GP and WKNN improves the
imputation accuracy for missing values. In GP-based imputation, feature-
wise regression models are built to estimate the missing values in incom-
plete features. On the other hand, the WKNN imputation is based on an
instance-wise similarity mechanism, which estimates missing values in in-
complete instances using existing values in similar instances. However,
the pure GP-based approach does not utilise the instances similarity while
the WKNN approach does not exploit the possible feature predicatability.
This thesis showed that combining the two approaches enables gaining
the benefits of each while mitigating their drawbacks.

It was found that integrating WKNN with GP can provide more ac-
curate imputation than using WKNN and GP individually. Moreover, it
provides better imputation performance than a number of popular impu-
tation methods. Another important advantage of the proposed method is
its efficient imputation in the application stage. Once the imputation mod-
els are trained, the application of these models to impute new test data is
fast.

8.1.1.2 WKNN-GP Imputation for Symbolic Regression on Incomplete
Data

This thesis showed how imputation based on the combination of GP and
WKNN helped improve the symbolic regression results on incomplete
data. Performing symbolic regression after WKNN-GP imputation achieved
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better performance than using several imputation methods such as sup-
port vector machine (SVM), Bayesian regression (BR), linear regression
(LR), decision trees (DT), multilayer perceptron (MLP), k-nearest neigh-
bour (KNN), and pure GP imputation. The proposed method was shown
to be favourable towards producing satisfactory symbolic regression mod-
els.

It was found that the better the imputation performance, the better the
symbolic regression performance. This is because better imputation pro-
vides better input data which in turn facilities learning better symbolic
regression models. Note that, as the imputation comes with estimation
errors, having a high portion of missing data causes worse performance.

8.1.2 Instance Selection Methods for Symbolic Regression

on Incomplete Data

Chapter 4 utilised instance selection to improve imputation for symbolic
regression on incomplete data.

8.1.2.1 GP with Hybrid Tree and Vector Representation (GPTV)

This thesis found that instance selection can be utilised to improve sym-
bolic regression performance on incomplete data. Instances that partici-
pate positively in building GP models for symbolic regression during the
training process are more likely to be beneficial in the testing process. The
contribution of these instances is based on WKNN imputation while con-
structing GP-based symbolic regression models on incomplete data. That
is, when selecting the instances, the symbolic regression performance is
considered in evaluating the fitness function along with the reduction ra-
tio of selected instances.

The results on both synthetic and real incompleteness situations showed
that hybridising tree representation for symbolic modelling with vector
representation for instance selection can achieve a good performance. This
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goodness is reflected by the enhanced symbolic regression accuracy on in-
complete data. Moreover, the application of the symbolic regression mod-
els produced using this method is efficient to predict new test incomplete
data.

8.1.2.2 GPTV for Instance Selection and Symbolic Regression on In-
complete Data

It was found that instance selection provides a smaller set of representative
training data to perform imputation, which in turn reduces the imputation
time of the test data. This is important as several imputation methods
such as WKNN depend on the number of instances used for imputation.
Therefore, using instance selection to estimate missing values for unseen
incomplete instances can speed up the application process.

Although using instance selection to estimate missing values can po-
tentially reduce the imputation accuracy as less data is used, this issue is
mitigated by utilising the accuracy of symbolic regression to guide the se-
lection process during the training process. This mechanism makes the
imputation provide estimates that eventually leverage the symbolic re-
gression performance. Selecting instance and evolving symbolic regres-
sion at the same time brings benefits to the two processes. The instances
are selected based on their contributions in improving data imputation
such that symbolic regression is enhanced.

8.1.3 GP-based Feature Selection for Symbolic Regression

with High-dimensional Incomplete Data Sets

Chapter 5 provided a feature selection method to improve imputation for
symbolic regression on incomplete data.
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8.1.3.1 IGP for Feature Selection on Incomplete Data

The thesis showed that feature selection can be done effectively and effi-
ciently by using IGP-based method for symbolic regression on incomplete
data. GP has been widely used for feature selection with complete data,
but it cannot directly work on data sets with missing values. To deal with
this problem, Chapter 5 presented IGP which uses a set of interval func-
tions to replace the normal function set in traditional GP. To use IGP for
feature selection, first, each missing value for a feature is replaced by an
interval associated with the feature. The interval functions then operate
on the intervals as well as regular value to compute an output value for
the feature. The features used by IGP are considered as the selected set of
features. These features are then used in a learning process that includes
imputation followed by symbolic regression.

8.1.3.2 IGP-based Feature Selection for High-dimensional Symbolic Re-
gression on Incomplete Data

This thesis found that IGP can be utilised for feature selection to improve
the efficiency and effectiveness of symbolic regression on incomplete high-
dimensional data. By removing redundant and irrelevant features, feature
selection produces a high quality feature set which then helps to build bet-
ter symbolic regression models. More importantly, feature selection also
reduces the number of incomplete features, so less imputation effort is re-
quired which then saves some time of the learning process. Moreover, re-
moving redundant and irrelevant features can reduce the chance of noisy
features, which improves the accuracy of the built models.

Using IGP is an alternative to using traditional GP to deal with the
missing data. It was found that IGP can select useful features that could
be complete or incomplete directly from incomplete data. The usefulness
of the selection is maintained such that better symbolic regression models
are generated. The key reason is that replacing a missing values with fea-
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ture intervals can reflect the uncertainty associated with the missingness
in these features. Therefore, IGP-based feature selection can be utilised to
generate a set of predictive features. Moreover, the IGP-based feature se-
lection followed by imputation then symbolic regression is more efficient
than the approach of imputation followed by symbolic regression.

In the case of high-dimensional data, many features could be irrele-
vant/redundant. Imputing such features adds unnecessary cost to the
learning process. Therefore, performing features selection was found to be
gainful for the symbolic regression performance. The IGP-based approach
involves estimating the intervals of the features and replacing the missing
values with these intervals, which is not a time consuming process. This
thesis found that, the approach of IGP-based feature selection followed by
imputation then symbolic regression is better than the approach of just im-
putation followed by symbolic regression in terms of both effeciency and
effectivness.

8.1.4 GP-based Transfer Learning Methods for Symbolic

Regression on Incomplete Data

Chapters 6 and 7 presented transfer learning methods to improve impu-
tation for symbolic regression on incomplete data in domains with small
number of instances.

8.1.4.1 Multi-tree GP for Transfer Learning in Symbolic Regression on
Incomplete Data

It was found that GP-based transfer learning can be successfully employed
for symbolic regression on incomplete data, especially in the case of data
shortage. Chapter 6 showed that multi-tree GP represents a powerful
means to building maps between domains. The natural ability of GP to
construct features was found to be a key factor in building feature-based
transformations from a source domain to a target domain.
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The thesis found that knowledge related to the importance of features
and instances based on symbolic regression learning in certain domains
is beneficial when transferred to improve learning in different related do-
mains. Such knowledge extracted from source domains with complete
data can help handling the missing values in target domains with incom-
plete data.

Another finding in this chapter is that probabilistic genetic operators
lead to better results than the use of random operators. This chapter de-
velops new MTGP crossover and mutation operators, where the selection
of trees to be mated/muted is probabilistic based on their fitness values.
Such a mechanism was shown to be advantageous in guiding the conver-
gence of the evolutionary process in a profitable manner due to consid-
ering the goodness-of-fit to favour trees that participate in generating the
new generations.

8.1.4.2 Integrating Feature Selection with MTGP-based Transfer Learn-
ing for Symbolic Regression on Incomplete Data

Chapter 7 found that feature selection can be effectively integrated with
MTGP-based transfer learning for symbolic regression on incomplete data.
The construction of feature-based transformations between domains is en-
hanced when feedback from a feature selection process is employed. It
was found that feature selection based on both the learning in the source
domain and the target domain is more useful than feature selection based
only on one of the domains.

The inclusion of feature selection enables the MTGP-based transfer
learning to work better on domains with higher dimensionalities. The
combination of MTGP-based feature construction and single-tree GP fea-
ture selection helps improving the way of imputing the incomplete data
in domains with a limited number of instances. This improvement is re-
flected in the performance of symbolic regression in the target such limited
domains.



214 CHAPTER 8. CONCLUSIONS

8.2 Limitations of Research

This section provides some limitations of the research conducted in this
thesis.

One of the limitations of the proposed methods in this thesis is related
to the parameter settings. The parameters are chosen empirically based
on pilot experiments and no extensive parameter tuning has been con-
ducted. Therefore, we can not claim that the used parameters are optimal.
We think that the parameters can be tuned using different methods search
as grid search or random search, which might enhance the results signifi-
cantly.

Another limitation of this thesis is related to the practicality of the pro-
posed methods. As a typical machine learning research, the proposed
methods are not expected to work in all possible cases. There are some key
assumptions for the proposed methods. Therefore these methods might
have some limited applicability. Here are some examples of these assump-
tions. For the imputation methods, the incomplete features are imputed
based on other features using the regression-based approach. This implies
that the complete features are predictors for the incomplete features. This
assumption might not hold true in all cases.

A key assumption in Chapter 6 and Chapter 7 is stated on page 135, i.e.,
“The more important features/instances in the source domain, the more
likely they benefit the target domain, and therefore, the larger weight they
get in the transformation construction process”. This assumption works
for our experiments because the task is the same in both the source domain
and the target domain. Moreover, the input spaces are related. In case of
having similar situations, this assumption may hold true in real-world ap-
plications as well. For example, if in the target domain we are addressing
the COVID-19 task in a country with poor data (e.g. Afganstan), then
the source domain can be a country with rich data about COVID-19 (e.g.
Canada). The knowledge extracted from solving the prediction task (sym-



8.3. FUTURE WORK 215

bolic regression in our work) about COVID-19 in Canada can be reused to
perform the same task in Afganistan. Technically, the learning task is the
same, T s = T t, which is symbolic regression. Moreover, the target vari-
able is the same, yt = ys (although its distribution might be different in the
two domains). However, the feature space or/and its distribution can be
different in the two domains. Based on these conditions there is no need
to measure the correlation between the domains. Another issue regarding
the transfer learning work in Chapter 6 is that the distribution mismatch
function (Equation 6.12) treats the distributions of the features indepen-
dently. Although this assumption is considered in several machine learn-
ing approaches, such as Bayesian-based methods, it might not hold true in
all real-world tasks.

8.3 Future Work

There are a number of potential future work directions suggested by the
thesis.

8.3.1 Improve Handling Missing Values for Symbolic Re-

gression on Incomplete Data

This thesis proposed several approaches to improve symbolic regression
on incomplete data. However, there are some aspects that need to be in-
vestigated.

8.3.1.1 Improve GP-based imputation for Symbolic Regression on In-
complete Data

Regression-based imputation is a common approach to impute missing
values. This approach is adopted in this thesis by introducing a GP-based
imputation method for symbolic regression on incomplete data. GP has
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also been successfully applied to data imputation for classification on in-
complete data [223, 225]. This success could be further exploited by devel-
oping more advanced GP-based imputation methods to provide more ac-
curate estimates for the missing values. This includes methods that have
been shown to improve symbolic regression such as semantic GP [237]
and Zoetrope [31]. Moreover, more enhancement approaches can be inte-
grated such as feature standardisation [171], coefficient optimisation [67],
and bias-variance decomposition [172]. An effective investigation of using
such methods for data imputation will be an interesting future work.

8.3.1.2 Improve Symbolic Regression on Incomplete Data with Mixed
Data Types

A number of methods have been proposed to improve symbolic regression
on incomplete data in this thesis. However, the issue of the data types was
not adequately examined. The use of GP-based regression for imputation
was shown to be beneficial in Chapter 3. Although regression can work
for categorical/nominal data, it is more suitable for numerical/real data.
Therefore, it is expected to gain more advantages if new methods are de-
veloped to handle different types of data effectively.

One possible approach to deal with mixed data types is by using a GP-
based symbolic regressor-classifier modelling [121]. In this approach, GP
can be used to build a regression imputer for numerical data and a classifi-
cation imputer for categorical data. This might need to use strongly-typed
GP. Another way to address this issue is to use encoding schemes for miss-
ing values that appear in categorical features. Such schemes can replace
the missing values in these features with a new category and carry out the
learning process without imputation.
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8.3.2 GP for Direct Symbolic Regression on Incomplete Data

The methods in this thesis involve pr-processing steps such as data im-
putation to handle the missingness issue before performing symbolic re-
gression. However, it would be interesting to investigate if it is possible to
carry out effective symbolic regression directly on incomplete data.

8.3.2.1 Develop GP-based Methods for Direct Symbolic Regression on
Incomplete Data

The ability to perform learning directly from incomplete data is an advan-
tageous feature for the learning algorithm. This is one of the factors that
increase the popularity of some methods such as C4.5 and CART [255].
Unfortunately, this ability is not available in classic GP for symbolic re-
gression. In [224], interval GP is proposed to directly construct classifiers
on incomplete data. This method is improved in [232] by utilising en-
semble learning. These methods show more effective and efficient classi-
fication results than the imputation approach. However, these methods
are designed for classification tasks and when we adapted them for direct
symbolic regression on incomplete data, the results were not encouraging.
Therefore, there is a need to come up with a new approach to perform
symbolic regression on incomplete data without imputation.

One possible direction in this regard is proposing more advanced rep-
resentations for GP. This could be by modified function sets that can tol-
erate the missing values safely. Another approach is to develop a new
structure for GP. For example, a layered GP can be used where the first
layer is responsible for handling the missing values implicitly, while the
second layer performs symbolic regression on the complete outcomes of
the first layer.
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8.3.2.2 Investigate GP-based Direct Methods to Deliver Learning Tasks
that Improve Symbolic Regression on Incomplete Data

Although the methods that perform symbolic regression on incomplete
data directly might not be effective, they can be utilised for different learn-
ing tasks. In this thesis, IGP has been used for feature selection. However,
it would be interesting to investigate IGP for feature construction in sym-
bolic regression on incomplete data. On the other hand, as such meth-
ods are more direct and efficient than imputation-based methods, so it is
worth to examine its applicability to instance selection and transfer learn-
ing tasks.

8.3.3 Considering More Data Challenges with Symbolic Re-

gression On Incomplete Data

The challenges that drive to the presented contributions in this thesis are
related to data quality problems. However, not all such problems are con-
sidered and there is more to address in future work.

8.3.3.1 Symbolic Regression on Imbalanced Incomplete Data

Although data imbalance is commonly connected to classification tasks,
there are different kinds of imbalance that could be experienced in regres-
sion data sets. This imbalance could be seen from the input space side or
from the target variable aspect. For the input space, some features could
be unevenly distributed over their range. Similarly, the distribution of the
data could be imbalanced with respect to the target variable. Some re-
gions of the target variable/feature space might have more instances than
others. Imbalanced data is more challenging in the presence of missing
values.

This issue could be a subject of a future research. One way to approach
this challenge is by integrating data imbalance mitigating techniques with
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data missingness handling methods. Fore example, some sampling meth-
ods that are successfully used to deal with imbalanced data can be utilised
to deal with symbolic regression on incomplete data.

8.3.3.2 Symbolic Regression on Large-scale Incomplete Data

An interesting point to investigate is the impact of the incompleteness on
learning from large-scale data. If the missingness ratio is low then it seems
fine to just remove data with missing values. However, what if there is a
large missing portion of the data. It might be desirable to recover some
missing data even if the data set is large. If the impact of missingness in
large data is significant, then some incompleteness mitigation measures
can be taken.

Data imputation is a time-consuming process, which might make it
unfavourable when dealing with large-scale data. Furthermore, some pre-
sented methods were not computationally suitable for large-scale data.
One important question that could be addressed as a future work is the im-
pact of missingness on symbolic regression in large-scale data. Therefore,
it is desired to develop more scalable methods for symbolic regression on
incomplete large-scale data. One potential future approach to handling
this issue is more flexible instance selection methods. Another approach
that could be utilised is parallelism. Developing methods that can han-
dle the missing values in a parallel manner could improve the ability of
dealing with large-scale incomplete data.



220 CHAPTER 8. CONCLUSIONS



Bibliography

[1] missingpy: Missing data imputation for python. https://

github.com/epsilon-machine/missingpy. Accessed: 2020-
05-06.

[2] AHA, D. W., KIBLER, D., AND ALBERT, M. K. Instance-based learn-
ing algorithms. Machine learning 6, 1 (1991), 37–66.
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