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Abstract

Compounds with donor-acceptor interactions find important applications in catalysis,
C-H activation, phosphorus activation, selective oxidation and cyclization. Moreover,
they are potential candidates for use in the synthesis of materials, polymers and light-
harvesting systems. The efficient use of a chemical entity is possible when we know its
structural and bonding properties. This computational study is intended for the same
by studying in detail the structure and bonding properties of donor-acceptor complexes
of heavier main-group metals with cyclophane ligands and some heterobimetallic com-
plexes. Additionally, we explored the fluorescence characteristics of benzanthrone dyes.

The first part (i.e. main group metal complexes) involves the exploration of struc-
tural features and thermal properties through DFT optimization and then calculating the
change in enthalpy of formation for all the possibilities under consideration. For this
purpose we selected the last three elements from each of Groups 13, 14 and 15 to ex-
plore their different coordination modes with two cyclophane ligands; [2.2.2]paracyclo-
phane and deltaphane. We opted for chlorides of each metal to allow them to coordinate
from outside the phenyl rings of the cyclophane cavity and from the top of the cavity.
To see the coordination of the metals with the inner core of the selected cyclophanes,
we put metal cations in the centre of the cavity and optimized. Subsequently, the bond-
ing properties of these inclusion complexes have been analysed in detail on the basis of
Morokuma-Ziegler energy decomposition analysis.

Secondly, we investigated the structure and bonding properties of some indium-zinc
heterobimetallic compounds through geometry optimization, NBO analysis and quan-
tum theory of atoms in molecules (QTAIM) analysis–also known as Bader’s analysis.
We propose that the heterobimetallic reactant involves donor-acceptor bond that cleaves
as a result of the addition of mesityl azide. The newly formed complex has In-N and
Zn-N bonds.

In the final part benzanthrone dyes containing intramolecular donor-acceptor interac-
tions, (and hence, undergoing intramolecular charge transfer) were subject to the com-
putational investigation of the mechanism of fluorescence taking place in them. Elec-
tronic excitations and the structure of first excited state in each case has been discussed
thoroughly based on the time-dependent density functional theory. To check for the
non-radiative loss of energy, we also performed calculations for the vertical excitations
of the triplet states of all the molecules under study. To get a deeper insight into the
intramolecular charge transfer, we performed NTO analysis that gives us information
based on different colours in regions of charge accumulation and charge depletion.
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Chapter 1

Introduction

Donor-acceptor interactions are the attractive forces between two components of a

chemical system that involve donation of charge or a lone pair of electrons from one

component to the other.1,2 These attractive forces play an important role in metal-ligand

coordination complexes3,4 and intermolecular5,6 as well as intramolecular systems.7–9

The mode of bonding in coordination complexes is a well-known phenomenon. As a

general rule, one or more ligands donate their π-electrons to an electropositive center

i.e. a metal atom or a metallic cation thus giving rise to donor-acceptor bonding. The

transition metals in turn may release the excess negative charge by donating electrons

from their d-orbitals to the ligand empty π orbitals of the same symmetry. This lat-

ter phenomenon is called π-backbonding. However, this rule is not followed always;

metallic complexes may exist where a metal-guest (π-acceptor) is hosted by a π-rich

system thus giving rise to host-guest coordination. Intermolecular interactions have

been known and studied for a long time in different forms such as dipole-dipole forces,

London dispersion forces10 and hydrogen bonding.11,12 In the so called intramolecu-

lar donor-acceptor systems, electronic charge flows from comparatively electroposi-

tive (donor) poles towards electronegative (acceptor) regions as a result of electronic

excitation.9 Such molecules with intramolecular charge transfer bear excellent photo-

physical properties such as fluorescence.13 The current computational study deals with
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the donor-acceptor compounds of two types: (1) coordination complexes of heavier

main-group metals and (2) benzanthrone dyes with intramolecular donor-acceptor in-

teractions.

The advent of supercomputers and their involvement in the study of chemical processes

gave rise to a new field of chemistry called computational chemistry. It is now possible

to model structures and reactions to investigate their experimental feasibility rather than

passing through unsuccessful exhaustive laboratory exercises. Computational chem-

istry also confirms already predicted structures and reaction mechanisms and in this

way, it can help point out erroneous assumptions made in old works.

There has been a notable decline in computational financial cost with the passage of

time. According to Moore’s Law, the number of transistors on an integrated circuit gets

doubled biennially14 which shows how fast computational power is increasing with

the passing of time. However, it is more interesting to know that the financial value

of a 1 gigaflops computation in 1960 was 7.9 trillion US dollars whereas in today’s

currency it is less than 20 cents.15 Depending on available computational facilities and

resources, now-a-days, it is possible to obtain successful simulation results with any

desired accuracy. However, it is a general observation that energies for smaller systems

can be calculated more accurately compared to the larger ones (with higher number of

electrons and in turn the atoms).

1.1 Heavier Main-Group Metal Complexes

The heavier main group metals of Groups 13 (Ga, In, Tl), 14 (Ge, Sn, Pb) and 15 (As,

Sb, Bi) have gained considerable attention over the late twentieth century.16 Transition

metal-like behaviour of these main-group elements provoked insights into the proper-

ties17–19 of their compounds which, in many cases, helped synthesize new main-group-

metal compounds that have interesting features.20 Since the 1970s, there has been an
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increased interest in studying the synthesis, bonding and physical properties of such

complexes.21

Many of the complexes containing heavier main-group metals are catalytically active.22

Especially the compounds of bismuth have roles as promoters in selective oxidation,23,24

oxidation/ammoxidation,25 cyclization26 reactions, and many more. Small-molecule

activation has been one of the key interests of chemists for the last few decades. Com-

pounds containing heavier main-group metals provide an alternative to expensive cat-

alysts for activation.27 Complexes of the lower main-group metals are also known for

their applications in synthesis of polymers28 and materials.29 Group 14 lower metals

are well-known to form analogues of alkenes30,31 and alkynes.32 Due to their relatively

low toxicity compared to transition metals, compounds of bismuth are also used in

biomedicine.33–35 There is a growing interest in the host-guest interactions of late main-

group elements36–38 due to the potential applications of such interactions in metal chela-

tion39 and ion-selective electrodes.40

Metals of Groups 1, 2, 13, 14 and 15 are called main-group metals. The last half cen-

tury has witnessed lot of development in the chemistry of these metals and currently

a large number of main-group metal complexes have been shown to exist.41–49 These

main-group elements have also been found to be useful for synthetic work; for example,

they can be an alternative to transition metals in catalysis.50,51 There is a search for aro-

maticity in main-group metal clusters with interesting properties and applications.52,53

Scientists are always interested to know about binding modes54,55 of metals and the

factors that affect the bonding.16,56–58

1.1.1 Transition Metal-like Behaviour

It is undoubtedly the fact that transition metals have a richer chemistry in terms of their

complex formation and reactivity when compared to main-group metals. However, the

last 50 years have witnessed significant developments featuring the formation of heav-
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ier main-group-metal compounds that resemble transition metal compounds in their

behavior. Some important classes of such compounds are ethene analogues,59 com-

plexes with pincer ligands,60 compounds having both main-group metals and transition

metals61 and very interestingly, the ones with donor-acceptor (including host-guest) in-

teractions.4 Host-guest complexes include the examples where a π-efficient component

of a system donates π-electrons to the acceptor component.62–65. In the next few sub-

sections, we shall briefly focus on the complexes of Groups 13, 14 and 15 late metals

particularly keeping in view their donor-acceptor perspective.

1.1.1.1 Group 13 Compounds

Sandwich complexes containing Ga+, In+ and Tl+ in coordination with Pn and Asn

ligands are also known to undergo coordination polymerization. It is already estab-

lished that the pattern of reactivity of Pn ligand complexes is different to their Asn

analogues.66 However, in one of their studies, Fleischmann and co-workers reported

similar behaviour of cyclo-P5 and cyclo-As5 ligands by synthesizing their complexes

with group 13 metal cations. They explained the coordination behaviour in these com-

plexes through various means including DFT.67 The overall reaction is a simple one,

resulting in the coordination polymerization product as shown in Scheme 1.1.

The product from the reaction in Scheme 1.1 shows that there are three P5 or As5 π-

bonded rings around a metal cation, each with η5 coordination to the corresponding

cation. All these compounds were found to be fairly soluble in methylene chloride hav-

ing a dynamic coordination in the solution while they decomposed in donor solvents

such as MeCN. DFT calculations were employed to further investigate energy changes

during the reaction and the coordination behaviour in these complexes. Unlike other η5

complexes successfully isolated in the solid state, solid coordination polymers contain-

ing Ga+ ions with cyclo-As5 ligands could not be obtained and this may be attributed to

the fact that the ionic radius of Ga+ is smaller compared to its heavier group members.68

Computationally optimized geometries in this study suggest that the smaller ionic ra-
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Scheme 1.1: Sandwich complexes of Group 13 lower M+ cations with TEF. Reprinted
with permission from reference66. Copyright (1999) American Chemical Society.

dius renders π-interactions shorter in length which in turn cause steric crowding and it

is not possible for three cyclic ligands to form η5 coordination to Ga+.

Formazanido ligands have recently been found capable of interacting with some of the

Group 13 metals.69 Derivatives of formazans are known for their role in synthesizing

dyes and as indicators for detection of metals ions.70,71 Most of these complexes, how-

ever, were known with transition metals and, to some extent, with alkali metals until

recently when their first synthesis involving aluminium, gallium and indium was re-

ported.69 The formation of M(1,3,5-triphenylformazan)Me2 resulted when the trimethyl

metal derivatives (MMe3) were allowed to interact with 1,3,5-triphenylformazan (Sch-

eme 1.2). The reactions for all the three metals were reported to be carried out sepa-

rately in toluene at room temperature. These complexes show excellent photophysical

properties. Their UV-visible spectra show a bathochromic shift compared to the 1,3,5-

triphenylformazan starting ligand. This might be due to the negative charge on the

ligand in complexes as opposed to its starting neutral form. The red shift is increas-
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ingly pronounced in this case compared to the boron analogue.72 Moreover, a signifi-

cant HOMO-LUMO gap was found in these complexes. This makes them interesting

candidates to be studied further for their photophysical characteristics.

Scheme 1.2: Synthesis of Group 13 formazanido complexes. Reprinted with permis-
sion from reference69 - Published by The Royal Society of Chemistry under Creative
Commons Attribution-NonCommercial 3.0 Unported Licence.

1.1.1.2 Group 14 Complexes

These main-group metals complexes have been being studied for a long time due to their

potential to form heterobimetallic complexes with transition metals.73 They also have

interesting photo-catalytic74 and physical properties.75 Due to the ability to change their

oxidation state in a variety of complexes,76,77 people are also interested in studying the

binding modes of Group 14 metals.78–80 These metals are especially known for their un-

saturated hydrocarbon analogues.81,82 A stable digermavinylidene (Figure 1.1 has been

reported recently.83 This development rejected the general concept about methylidene

carbine (H2C=C:) and its analogues that were once known to be just short-lived inter-

mediates at high temperature and pressure.84,85 Crystallographic data reported for this

new compound (5) shows 1,1-disubstituted Ge2 in which two germanium atoms are co-

valently bonded (as the bond length between these two is short enough to indicate a

double bond). Both Ge atoms and the B atoms are coplanar. The B-Ge (1) bond lengths
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were reported to be consistent with a tri-coordinate geometry. DFT investigations were

also reported. It was found that digermavinylidene, that is cis in terms of orientation of

the substituents around Ge=Ge, is more stable compared to its trans isomer.83 However,

the reverse is true for bulky aromatic substituents and the trans isomer in that case is

much more stable.86

Figure 1.1: A stable digermavinylidene

The stabilization of Group 14 metals, in various oxidation states, has also gained attrac-

tion due to their potential applications such as the synthesis of semiconductors.87,88 The

use of transition metal ligands as acceptors and NHC ligands as donors for this purpose

has been an interesting choice.89 Rivard’s group extended the idea from their previous

studies90 and synthesized methylene analogues of the hydrides of Ge and Sn (Scheme

1.3).89 These complexes were further characterized with different spectroscopic tech-

niques. The Group 14 metal-tungsten (M14-W) bond bond was considerably longer

which shows the absence of π-bonding. It can be inferred that this interaction is best

described as a single bond. Both complexes were found to be thermally stable. DFT

studies of model complexes assisted in analyzing the nature of different interactions

within (6) and (7). The M14-W bond was reported to be due to lone pair donation from

M to the empty σ∗ orbitals of W-C in both the cases. Accordingly, the M-W-Ctrans is

shown linear in their structures.
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Scheme 1.3: Synthesis of GeH2 and SnH2 analogues. NHC moiety acts as a donor
liginad while pentacarbonyl tungsten (0) is acceptor ligand. Reprinted with permission
from reference89. Copyright (2010) American Chemical Society.

1.1.1.3 Group 15 Complexes

Arsenic, antimony and bismuth have a rich coordination chemistry. Their complexes

find applications in ionic liquids,91 catalysis,25 material science,92 P4 activation,27,93 or-

ganic synthesis94 and biomedicine.95,96 The donor-acceptor complexes of these Group

15 heavy metals have been known for a long time.97 This is also evident from the

synthesis of some trialkyl aluminium adducts and study of their structure and stabil-

ity.98These were (C2H5)3AlAs(SiMe3)3 (8) and ((CH3)3C)3AlAs(C(CH3)2)3 (9) com-

plexes (Figure 1.2) that were prepared and their structures were further analyzed by

X-ray studies. It was reported that the As-Al bond was longer than expected. This in-

dicates dative bond character in the first case while in the latter, an even longer bond

distance was observed. This was reported as the first ever distant interaction between

As and Al. (8) and (9) are Lewis acid-base adduct type complexes where AsR3 ex-

hibits basicity and the alane part is acidic in nature. The coordination properties of

these complexes and the model analogues of Sb and Bi were further studied through

computational means.

The thermal stability values calculated computationally were reported to follow the
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Figure 1.2: Lewis acid-base type complexes of Group 15 metals with that of Group 13
in which M15 acts as donor and M13 behaves as acceptor

Haaland model of thermodynamic stability, which states that the greater the C-Al bond

length in an alane, the more stable it will be.99 Dissociation energies were underesti-

mated while overestimations in the bond lengths and bond angles were encountered. Al-

though it was a notable achievement in connection to one of their previous works,100 the

authors themselves admit the limitations of their computational methodology. Hence

despite a good reflection of the trends of thermal stability found in these complexes,

there is room for improved study of the computational part in this work.

Kuckzowski et al.98 took their inspiration from elsewhere101 to go through a range of

experiments including those mentioned above. Although the idea to investigate the
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possibility of M13-M15 interactions was published previously,102 it was Wells’ group

who pioneered isolation and characterization of such complexes in search of the poten-

tial applications of these compounds in semiconductor materials.103–105 Antimonides of

Group 13 are an extension to this series101 of the type RnM13-SbR’n with different R

and R’ substituents as shown in Figure 1.2. All four complexes, (10) to (13) were re-

ported to be prepared at room temperature and were successfully crystallized at -30°C.

However, the crystals of (12) were not able to be analyzed through X-ray crystallog-

raphy due to their thermo-photosensitivity. So, its structure was determined with the

help of mass spectrometry and NMR. Compounds (10) and (11) were reported as the

first ever examples of a dative bond of antimony with gallium or indium. The crystallo-

graphic data for dimeric (35) confirmed a planar four membered ring of alternating In

and Sb atoms. The Sb-Ga bond length was found to be less than that in Sb-In which

can be attributed to the smaller atomic size of Ga. Sb-In in (13) is 3.0 Å compared to

2.8 Å bond length of Sb-Ga bond.

Other complexes containing M15-E13 interactions include, for example, compounds

(14)104 and (15).106 Both were reported in dimeric forms in which (14) has a planar,

four-membered ring of alternating As and In atoms. The AsInAs and InAsIn bond an-

gles were reported to be 83.46° and 96.54° respectively. This is in accordance with the

general assumption that the endocyclic bond angle on a Group 13 metal is smaller than

that on a metal of Group 15.107 Complex (15) has also been reported in dimeric form.

However, it is different from (14) in the sense that the four-membered ring of alter-

nating As and Ga atoms is clearly non-planar as evident from its X-ray structure. The

very small dihedral angles in the ring and small As-Ga bond distances show that (15)

is a strained molecule. The existence of the dimer in solution was confirmed through

cryoscopic molecular mass determination. The dimerization was, however, reported

to be fluxional on increase of the temperature. This was evident from the broadening

and again sharpening of the 13C NMR peaks. Compound (15) was thermally unstable

at ambient temperature and started decomposing to (Me3Si)2CH2As and some other

unknown products106.
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1.1.2 Metal-Cyclophane Host-Guest Complexes

Cyclophanes are molecules comprising two or more aromatic rings bridged by aliphatic

chains.108 The aliphatic components cause a strain in the geometry which renders cyclo-

phanes non-planar.109 In smaller cyclophanes the strain is even more pronounced, which

may cause electronic cloud repulsion toward the outer surfaces of aromatic rings There-

fore, metal cations can coordinate with the lighter cyclophanes to form exclusion com-

plexes,64 but comparatively larger cyclophanes with bigger cavities form both exclu-

sion110 and inclusion111 complexes. Such donor-acceptor complexes of cyclophanes are

receiving attention due to various applications including metal-ion chelation,39 cataly-

sis40 and the development of ion-selective electrodes.112 Among these cyclophanes are

the π-prismands [2.2.2]paracyclophane (pCp)113 and deltaphane systematically known

as [2.2.2.2.2.2](1,2,4,5)cyclophane (Dp)63 both shown in Figure 1.3 whose first ever

syntheses were reported in two separate studies. Later on, a high resolution crystal

structure of pCp was reported as pCp.C6N4 (Figure 1.4).114 Both pCp and Dp consists

of three aromatic rings but differ in the number of ethyl bridges connecting the rings.

In pCp, each aromatic ring is connected to two ethyl chains from its para positions

whereas Dp contains four ethyl chains connected to each phenyl ring.

Figure 1.3: Cyclophane ligands of prism-shaped cavity capable of hosting electron-
deficient metals. These are also the ligands of our interest in the study of coordination
of main-group cyclophane complexes. pCp represents [2.2.2]paracyclophane and Dp
denotes deltaphane.

The complexes of cyclophanes with transition metals have been known for a long

time.62,63,115 Kang et al. reported a coordination complex of silver triflate with deltaphane.63
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Figure 1.4: Crystal structure of pCp.C6N4 (CSD 1129300114)

Here, the silver atom is located over the top of the deltaphane cavity as shown in its

crystal structure in Figure 1.5.

Figure 1.5: Crystal structure of Dp-Ag+ (CSD 113419063)

Schmidbaur et al. first started exploring heavier main group metal-complexes of cy-

clophanes.65 They allowed [2.2]paracyclophane to react with Ga[GaBr4] and obtained

(16) which is an exclusion complex i.e. Ga+ makes η6.η6 coordination with the exter-

nal surface of the rings (Figure 1.6). Complex (16) was reported as dimeric in solution.
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However, In+ and Tl+ were reluctant to form such a complex. Very little precipita-

tion was reported as a result of the attempt to synthesize the In+-complex while Tl+

remained completely unaffected in the corresponding reaction.

Figure 1.6: Results of some pioneering studies regarding cyclophane complexes with
main-group metals

Figure 1.7: Crystal structure of pCp-Ga.GaBr4 (CSD 1156091116)

Later on, in a similar reaction they used pCp as a ligand instead of [2.2]paracyclophane

and obtained an inclusion complex (17) denoted as pCp-Ga+ where Ga was η6.η6.η6

coordinated with the three benzene rings.116 The crystal structure of (17) given in Figure

1.7 shows that [GaBr4]− is a counter-anion that is in coordination with Ga present inside
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the pCp cavity. The range of metal-carbon (M-C) distances given in Figure 1.7 shows

that the gallium atom is equidistant from all the 18 carbon atoms of the pCp cavity.

Complex (17) was reported as the first in which a metal cation is located right in the

center of the cyclophane cavity.

Complexes (18) denoted as pCp-Ge2+ and (19) represented as pCp-Sn2+ were also

reported117 by the same group. The crystal structure of (18) in Figure 1.8 is in the form

of pCp-GeCl+.(Al4Cl10O2)2−.2C6H6 and shows that Ge is bound to one chloride that

forces the germanium atom tending to come toward the top of the cavity as shown by the

range of M-C distances while still in coordination with all the 18 carbon atoms of the

pCp cavity. However, (19) was reported to crystallize as pCp-Sn.2AlCl4.2C6H6 (Figure

1.9 where the tin atom is more strongly coordinated with the pCp cavity compared to

its germanium analogue, that is suggested by the range of M-C distances too.

Figure 1.8: Crystal structure of pCp-GeCl+.(Al4Cl10O2)2−.2C6H6 (CSD 1196799117)

Schmidbaur et al. kept searching for main-group metal complexes with pCp and re-

ported the synthesis of three Group 15 metal chloride complexes.110 One of them was
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Figure 1.9: Crystal structure of pCp-Sn.2AlCl4.2C6H6 (CSD 1196798117)

the inclusion complex, pCp1As where AsCl3 approaches the pCp from top of the cavity

(Figure 1.10) interacting with two carbon atoms of each aromatic ring. The other two

were the exclusion complexes of SbCl3 (Figure 1.11) and BiCl3 (Figure 1.12). For our

convenience, we name them as pCp2Sb and pCp3Bi respectively because of the fact that

two phenyl rings of pCp are occupied by the two molecules of SbCl3 from outside in

the former case while in the latter three BiCl3 molecules occupy all three phenyl rings.

Although, the range of M-C distances in all these complexes is quite large, they all are

still within the sum of metal-carbon van der Waal radii to be considered as coordination.

Figure 1.10: Crystal structure of (20) pCp1As (CSD 1197586110)

Complexes of main-group metals are also known with modified cyclophanes. In a study
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Figure 1.11: Crystal structure of (21) pCp2Sb (CSD 1197587110)

Figure 1.12: Crystal structure of (22) pCp3Bi (CSD 1197588110)

conducted by Kunze et al.,118 Ga+ and Tl+ were found to form stable complexes with

a nitrogen containing cyclophane (Figure 1.13). The strong coordination of M+ with

three arene rings and with two N atoms was reported to enhance the stability of (23).

This five-way coordination in a trigonal bipyramid was thought responsible for the fact

that the complex did not react with water, oxygen or polar solvents. DFT calculations
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helped understand the molecular orbital picture of (23). The optimized geometries were

in agreement with the experimental data. NBO analysis further clarified the electronic

structure. It was reported that the interaction between M+ and the aromatic rings was

high compared to that between M+ and the N atoms. The HOMO was shown to be

the result of a linear combination between the metal s orbital and the two nitrogen lone

pairs. The LUMO and the LUMO-1 were mainly π in character with some contribution

from the metal p orbitals.

Figure 1.13: Trigonal bipyramidal coordination of Ga+

The above discussion shows that there are two major types of main-group metal cy-

clophane complexes. Those having the coordination of a metal chloride with the outer

surfaces of the aromatic rings are called exclusion complexes as seen in the case of

pCp2Sb and pCp3Bi. The complexes where the core of the cyclophane cavity is in-

volved may be referred to as inclusion complexes such as pCp1As and pCp-Mn+. This

means that inclusion complexes are of further two types. In one, the cation interacts

with the three arene rings to occupy the center of the cavity and all the 18 carbon atoms

of the 3 arene rings may interact equally with it.117 This is called η6.η6.η6 or as a whole

η18 interaction. The second type has the metal chloride residing on top of the cavity

and only two (in pCp) or one (in Dp) carbon atoms from each ring contribute to the

coordination with it forming an η2.η2.η2 or η1.η1.η1 binding mode in case of pCp and

Dp respectively. Recently, [2.2.2]paracyclophane (pCp) host-guest complexes of Ag+

with η2.η2.η2 coordination and Sn2+ with a η6.η6.η6 interaction mode were compared
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computationally to explore the differences between the two modes of coordination.119

The reported computationally optimized geometries were in agreement with the ex-

perimental results.113,117 A smaller energy difference between 5s orbital of Ag+ and

frontier orbitals of pCp was shown to be the reason for exclusion complex formation

between the two. In contrast, the 5p orbital of Sn2+ was suggested to have major con-

tribution to the interaction with the π system of pCp which facilitated the central mode

of coordination in pCp-Sn2+ complex.

As evident from the above discussion, some η18 coordinated heavier main group metals

with pCp are reported in the literature. However, to the best of our findings, pCp com-

plexes with cations of all the metals under current study have not been characterized yet.

It would, therefore, be very useful to do a comparative study of pCp-Mn+ complexes

where Mn+ means the cations of heavier metals of Group 13, 14 and 15. Moreover,

the complexes of these metals with a cyclophane having more ethano bridges linking

the benzene rings than pCp such as deltaphane (Dp) are missing. Some Dp-transition

metal interactions have already been established experimentally63 and computation-

ally.111 Hence, it will be interesting to extend this idea to the main group metals. To

the best of our knowledge, the current study is first ever computational insight into pCp

and Dp guest-host complexes with these nine metals viz; Ga, In, Tl, Ge, Sn, Pb, As, Sb

and Bi. Different possibilities will be the subject of our study to explore the stability of

hypothetical inclusion and exclusion complexes in this regard. Both the ligands of our

interest are shown in Figure 1.3.

1.1.3 Bonding Properties

Due to their role in complex formation like transition metals, heavier main-group metals

have been extensively studied for their binding patterns and modes of interaction.99,120,121

One basic reason for their transition-metal like peculiar nature are their large covalent

radii in contrast to their lighter (B, C, N) homologues.16,120 Takagi et al. contributed in
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the search for alkyne analogues of Group 14 metals by suggesting the stability of some

hypothetical digermynes and distannynes based on computational studies.86 Later, it

was argued that a Sn-Sn triple bond is only possible in a trans bent geometry,122,123

hence, the complexes of this type are called distannynes. The same is the case with

many of the alkene analogues of Group 14 heavier metals where the existence of a

double bond was reported. Structural investigations for such compounds suggested

the presence of a dimeric metal-metal interaction.20,124 However, some people are of

the view that such compounds are misleadingly called alkene and alkyne analogues

because they decompose to their respective carbene analogues in solution.124 Even in

some cases, they are called so and the idea is supported by presenting canonical forms

(Figure 1.14).20,122,123 But other evidence like quantum chemical calculations suggest

the presence of a single bond.123 All these discussions suggest that such interactions are

non-classical double or triple bonds where the π-electrons are converted to non-bonding

lone pairs and tend to localize at the metal atoms.121

Figure 1.14: Canonical forms for alkyne analogues where E = Ge, Sn and Pb

Similarly, the Group 13 and 15 heavier metal complexes can be considered to analyze

the M-M interactions in them. The highly controversial Robinson’s red salt125 was

suggested to contain a Ga-Ga triple bond based on experimental bond length of 2.32

Å which is well below the double of its covalent radius i.e. 2.44 Å.126 The argument

was supported by different theoretical population analysis methods,127 while Bader’s

atoms-in-molecules method suggested a Ga-Ga single bond.128 Group 15 metals have

conventional doubly bonded M=M interactions129 in complexes due to the overlap of p

orbitals and the presence of lone pairs enriched in s character. This discussion proves the

diversity of bonding properties of main-group metal complexes where computational or

theoretical power also helps a lot to validate the results.
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In addition, the nature of a metal-metal bond based on the amount of electron density

can also be decided whether a close-shell (including donor-acceptor and ionic) or an

open-shell (shared electrons such as in covalent bonds) through quantum mechanics.130

Furthermore, the energy of an interaction can be decomposed into various energy terms

that can help to analyze the different types of repulsive and attractive interactions such

as Pauli’s repulsion, electrostatic and orbital attractions.131 We are interested in using

different computational techniques to study the nature of bonds and coordination in

main-group metal compounds.

1.1.4 Reactivity

Main-group metal compounds are well-known to undergo different types of reactions.132–135

As evident from an overview in the previous sections, these compounds have interest-

ing structural features and bonding properties which force towards further exploration

of their reactivity. Hetero-bimetallic compounds of main-group metals also possess a

versatile reactivity with potential applications in catalysis, materials, and the synthesis

of new reagents.136,137 Some complexes of gallium and indium with nickel are known to

exist. Recently, Cammarota et al. reported the synthesis of some catalytically efficient

main-group metal complexes with nickel (Figure 1.15).138 The heterobimetallic part

was prepared through a two-step metalation process where the trihydride (LH3) ligand

is eventually converted to Ni-M-L. M3+ imposes significant changes on the geometry

on the structures of the complexes. Larger ions prefer to reside above the N3-plane and

nickel moves higher above the P3-plane with the increase in size of these ions down

the group even though normally Ni tends to be coplanar with -PiPr2 electron-donating

moieties.

The synthesis of a complex with a chlorobismuthine ligand in coordination with [AuCl(tht)]

(tht = tetrahydrothiophene) was reported139 as shown in Scheme 1.4 where Au is a donor

and Bi is acceptor. One of the products i.e. (27) is a dinuclear complex that has been
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Figure 1.15: Heterobimetllic complexes of Ga and In containing Ni-M interactions
(where M = Ga and In)

afforded by the displacement reaction of (26) with AuCl, in which Cl− was replaced by

a phenylphosphino group. Hence, (26) may be regarded as a reagent in organometallic

synthesis. The coordination pattern in (28) can be best analyzed based on its reported

X-ray crystallographic data. Au exhibits a distorted square planar geometry. This is

the characteristic of its trivalent state while Bi is in sphenoid form instead of a tetra-

hedral geometry. These factors collectively suggest the presence of a Au→ Bi Lewis

acid-base pair coordination. However, the Group 15 metal in this case and some other

related cases were reported as trivalent centers and not pentavalent ones.140

Scheme 1.4: Synthesis of a Au → Bi complex. Reprinted with permission (Licence
number: 4694270339676) from reference139 Copyright (2012) John Wiley and Sons.

The coordination of chlorobismuthine was also investigated (Scheme 1.5) with phenyl-

phosphinopalladium and the former again showed the σ accepting properties.139 Com-
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Scheme 1.5: Coordination of a chlorobismuthine with a phenylphosphinopalladium
chloride. Reprinted with permission (Licence number: 44694270721888) from refer-
ence139 Copyright (2012) John Wiley and Sons .

plex (29) shows that Bi lies directly over Pd and an additional Pd-PPh2 interaction

was suggested as compared to (28). The coordination geometry of palladium in this

case can be suitably regarded as a distorted octahedron. Further electronic information

about (28) and (29) was gained from computational means.139 The optimized geome-

tries closely resembled the experimentally determined crystal structures. However, the

Cl interaction with Bi in both cases was suggested to be a dative bond where the lone

pair of Cl interacts with an empty p orbital of Bi. The same orbital of Bi was shown

to be responsible for the interaction with one of the filled d orbitals of the Au and Pd

atoms.

Previously, Jones et al. reported heterobimetallic compounds containing Ga-M (M =

Na, Zn, Cd) bonds141 as shown in Scheme 1.6. The NHC analogue of Ga in (30), (31),

(32), (33) and (34) behaves as donor to the attached metals.

Extending the above concept, the Coles’ group at Victoria University of Wellington is

investigating the synthesis and reactivity of indium-containing heterobimetallic com-

pounds. We are interested in the nature of bonding in these compounds that will also be

the subject of our investigations.
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Scheme 1.6: Heterobimetallic compounds with Ga-M bonds. Reprinted with permis-
sion (Licence number: 1000314-1) from reference141. Copyright (2012) Royal Society
of Chemistry.

1.2 Benzanthrone-Based Fluorescent Dyes

Benzanthrone (Figure 1.16) is a polyaromatic ketone forming dyes that are organic

luminophores. They fluoresce anywhere in the green to red region of the electromag-

netic spectrum.142 Intramolecular donor-acceptor interactions have long been known to

exist in molecules with fluorescence characteristics.9 Moreover, extended π conjuga-

tion such as the one present in dyes inserts photophysical and photochemical proper-

ties143–145 which are subsequently responsible for the luminescence146,147 and fluores-

cence148–150 characteristics of these compounds.
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Figure 1.16: Benzanthrone

The recent increased interest in the synthesis of 3-aminobenzanthrone dyes is attributed

to the fact that they are potential candidates in manufacturing liquid-crystalline material

and opto-electronic devices.151–156 Compounds of benzanthrone other than 3-N-based

dyes are also known such as 3-oxy derivatives,155,157 however, the most notable are

the former.150,158–160 Gonta et al. reported a series of 3-amidobenzanthrone derivatives

(Scheme 1.7) with absorption in the range 410-490 nm and emission at 505-665 nm

which is significantly high Stokes’ shifted fluorescence.149 Computational investigation

was reported to suggest that ’R’ groups do not have a significant impact on the charge

of the neighbouring carbon. However, the dipole moment is affected significantly with

changing R substituents.

Scheme 1.7: Fluorescent amidobenzanthrone dyes. Reprinted with permission (Licence
number: 4702151245259) from reference149. Copyright (2012) Elsevier B. V.
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A number of benzanthrone dyes undergo polymerization.161–163 Xu et al. utilized the

process of electrochemical polymerization and reported the synthesis of a semi-condu-

cting polybenzanthrone162 with interesting green-light fluorescence. They proposed

the mechanism of this electropolymerization as shown in Scheme 1.8. Cyclic volta-

metry in CH3CN was employed to monitor this reaction and it was reported that ben-

zanthrone electropolymerization was made possible by enhancing redox wave current.

Computationally-calculated atomic electron density populations162 were reported to

show that C1, C3, C4, C6, C8 and C11 bear negative charges that can trigger the for-

mation of radical cations to undergo electrochemical polymerization.

In another study by Konstantinova et al., co-polymerization of benzanthrone dyes with

methylmethacrylate was reported.164 It was reported that over 50% of the concentration

of the benzanthrone dyes co-polymerized and the copolymers thus produced had an

enhanced photostability compared to the corresponding dyes.

Being efficient fluorophores, benzanthrone dyes are also potential candidates to form

fluorescent probes for biomolecules152 and membranes.151 Ryzhova and co-workers re-

ported the synthesis of such interesting dyes with potential applications in fluorescence-

based membrane and protein studies.165 In another study, Kirilova and co-workers re-

ported the synthesis of 3-aminobenzanthrone dyes and were also able to crystallize one

of them (38) shown in Figure1.17166 Although the substitution at position-3 of ben-

zanthrone is more frequently reported, there are examples with different substitution

sites on benzanthrone nucleus.167,168 Debeaux et al. reported the synthesis of an enol at

position-7 along with the substitution of a diphenyl at position-6 of the benzanthrone

framework (Figure 1.18).167 Earlier, displacement of different substituents on position-

6 of the benzanthrone framework (the then called meso-benzanthrone) was proposed by

Bradley.169 The nucleophilic substitution results in the electron-flow from the electron-

donating substituents through the benzanthrone framework to the carbonyl group gives

rise to the donor-acceptor interactions, thus imparting intramolecular charge transfer

which can be spectroscopically exploited.
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Scheme 1.8: Mechanism of electropolymerization of benzanthrone. Reprinted with
permission from reference162. Copyright (2009) American Chemical Society.

To further enhance their applications in materials requiring fluorescent precursors, pho-

tophysical and photochemical parameters of the benzantheone dyes must be explored.

Few efforts have already been made in this regard. For instance, Kapusta et al. in-

vestigated the effect of changing solvent on intersystem crossing.170 With the increas-
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Figure 1.17: Crystal structure of a 3-aminobenzanthrone dye (38) reported by Kirilova
et al.166 Hydrogen atoms omitted for clarity. Reprinted with permission under the copy-
right licence number: 4694951097894 from the publisher. Copyright (2009) Elsevier
B.V.

Figure 1.18: Synthesis of an enol at C=O in benzanthrone framework along with the
substitution of a diphenyl at postion-6 of benzanthrone framework.

ing polarity of the solvents, the singlet to the corresponding triplet state energy gaps

increase significantly. This shows that non-radiative emission is not facilitated in in-

creasingly polar solvents. Photophysics of benzanthrone dyes was also explored in

another study on the basis of HOMO and LUMO energies and the dipole moments.160

However, conclusive predictions in this case remained impossible likely because of the
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over-estimation of dipole moments due to low computational effort.

A detailed insight is deemed necessary to get an enhanced understanding of the photo-

physics involved in the fluorescence behaviour of 3-aminobenzanthrone dyes. For this

purpose, the properties of the excited states of these compounds are needed to explore

which has already been possible by the use of computational chemistry time-dependent-

DFT (TD-DFT) for other systems.171 To the best of our knowledge any detailed anal-

ysis of the excited states of the dyes under discussion is missing from the literature.

The current contribution is an effort to this point to gain a deep understanding of the

absorption and emission mechanism of 3-aminobenzanthrone dyes. For this purpose,

the previously synthesized dyes172 reportedly possessing excellent fluorescence spectra

were chosen.

1.3 Aim of the Thesis

As discussed in detail, compounds with donor-acceptor interactions find potential appli-

cations for metal chelation,39 catalysis22,173 and various types of chemical transforma-

tions.23–25 In the case of main-group metal cyclophane complexes, their applications are

mainly based on their capacity for π-donation to metals. Heterobimetallic compounds

of main-group metals having M-M’ bonds may be tested for their reactivity. The ap-

plications of benzanthrone dyes are also based on donor-acceptor interactions that are

different to the interactions in host-guest complexes. These dyes have always been

suspected to undergo intramolecular charge transfer in their excited states that imparts

fluorescence characteristics to these molecules. Such behaviour further makes them po-

tentially useful for light-harvesting systems. However, despite the expectations based

on their structures, benzanthrone dyes lack the experimental or computational efforts

on an extensive scale to make effective use of these chemical species possible.

The current compuational study is dedicated to three different types of donor-acceptor

28



systems with the following aims and objectives:

1. Insight into the structural and bonding properties of host-guest complexes of

main-group metals with cyclophane ligands.

2. Investigation of the nature of indium-zinc bond in a heterobimetallic complex and

the In-N and Zn-N bonds in the product of that heterobimetallic compound as a

result of mesityl insertion across the In-Zn bond.

3. Understanding the fluorescence mechanism in benzanthrone dyes through the

study of electronic excitations.
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Chapter 2

Computational Details

Computational chemistry refers to the solution of chemical problems through comput-

ers using a mathematical approach in combination with the physical laws. It can provide

useful information about chemical systems that may contain thousands of particles de-

pending on the required level of accuracy.174 Computational chemistry may be based on

classical mechanics or quantum mechanics depending on the mass and velocity of the

system of interest. Classical mechanics is designated to obtain the exact solution to the

problems related to macro systems such as atoms and molecules. The physical observ-

ables related to the sub-atomic particles such as electrons, on the other hand, require

probabilistic interpretation that can be performed in quantum mechanics by solving

time-independent Schrödinger wave equation (Eq. 2.1) for a system.

ĤΨ = EΨ (2.1)

where Ĥ denotes the Hamiltonian operator, Ψ shows the wavefunction attached to the

system and E is the energy of that system. Ĥ , as the sum of kinetic and potential

operators, is given by
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ĤSchrödinger = T̂ + V̂ (2.2)

The solution of the Schrödinger wave equation involves the Born-Oppenheimer approx-

imation that treats nuclear and electronic motions as separate.175 In this way, the posi-

tions of the nuclei are considered as parameters while solving the electronic component.

The potential energy surface obtained as a result of this solution provides the basis to

further solve the nuclear part.174 However, the exact solution using computational meth-

ods is limited to only smaller systems (involving one or two particles). When it comes to

more complicated systems, the solution can only be approximated using these methods

which can be further refined to higher accuracy at higher computational cost.

The solution of chemical systems with more than two electrons requires a relatively

complex computational approach such as the Hartree-Fock approximation which takes

into account an approximated average electronic interaction of the whole system rather

than individual interaction of an electron. The motion of each electron differs slightly

from the others with respect to the overall potential field of the system.176 There is an

orbital associated with each electron and the antisymmetrized and normalized prod-

uct of all the orbitals yields the total wavefunction associated with the system.174 The

probability of finding an electron is determined from the shape of the corresponding

molecular orbital based on the attraction to the complete nuclear framework and av-

erage repulsion from all the electrons. Each orbital needs a separate solution, giving

rise to the individual Hartree-Fock equations which in turn require an iterative solu-

tion. These equations may lead to the derivation of semi-empirical methods—through

additional approximations not taking into account the integrals with more than two nu-

clei involved in the formation of the Fock matrix—or to convergence towards the exact

solution of the Schrödinger wave equation by adding additional determinants.174,177

The accuracy of the Hartree-Fock approach is limited because the electron-electron cor-

relations are neglected and only an average electronic interaction is taken into account.
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The difference between the energy thus calculated and the lowest possible computable

energy is called the electron correlation energy of the system any given basis set. In

most cases, this difference is significant to explain the chemical systems as this small

fraction of neglected energy may cause deviations large deviations from the actual re-

sults.174 Electron correlation can be calculated through various methods such as coupled

cluster, many-body perturbation theory and configuration interaction (CI). However, for

the bigger systems, these methods incur high computational cost. A different approach

to solving the computational problems, called density functional theory (DFT), was

then proposed based on electron density. Since the current computational study has

been carried out using DFT, some details will be discussed in this chapter.

2.1 Basic Concepts of Density Functional Theory

DFT is based on the Hohenberg-Kohn variational theorem which states that the elec-

tronic ground state density can completely define the associated potential.178 Mathe-

matically, this can be expressed as

Ev(r)[n
′(r)] =

∫
v(r)n′(r)dr + F [n′] (2.3)

Here, all the ground state non-degenerate densities n′(r) have a functional F[n′(r)] and

E shows the minimum value of ground-state energy associated with external potential

v(r). F[n′(r)] is further given by

F [n′(r)] = (Ψn′(r), (U + T )Ψn′(r)) (2.4)

where Ψn′(r) denotes the ground state with the density n′(r). The operators T and U

belong to the Coulomb repulsion and kinetic energy respectively.

This treatment of the electronic part of a chemical system has preference over the
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wavefunction-based treatment. There are one spin and three spatial coordinates (vari-

ables) associated with each electron in the wavefunction approach and hence the com-

plexity increases with the increasing number of electrons. In calculating the electronic

energy as a function of electron density, the number of variables is lowered as only three

spatial coordinates are required to explain each spin density. However, the limitation

still remains that the functional connecting the energy and the electron density is not

known. These functionals are an integral part of DFT. It is noteworthy at this point

that a functional is the way to generate a number from a function which is itself the

way to obtain a value from a set of coordinates.174 Energy in this case as a functional

depends on the functions viz the electron density and the wave function. Designing

earlier DFT functionals were based on taking into account a uniform electron gas. The

Thomas-Fermi model divides the energy functional (ETF [ρ]) as

ETF [ρ] = TTF [ρ] + Ene[ρ] + J [ρ] (2.5)

where TTF [ρ] represents the kinetic energy, Ene[ρ] shows the attraction between the

nucleus and electrons and J[ρ] denotes the classical Coulomb repulsion. Bloch and

Dirac added the exchange term K[ρ] in equation 2.5. Hence, the Thomas-Fermi-Dirac

equation is given as

ETF [ρ] = TTF [ρ] + Ene[ρ] +K[ρ] + J [ρ] (2.6)

However, the Thomas-Fermi model that in fact uses the uniform electron gas model can

only explain a few systems such as metals but since it does not consider bonding, it fails

in atoms and molecules.174

An improved model of DFT was presented by Kohn and Sham putting forward an indi-

rect approach toward the kinetic energy functional T[ρ].179 According to this approach,

the kinetic energy can be solved to a good accuracy while the residual correction is
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treated separately.180 For a system with a more generalized potential i.e. the one with

a usual scalar potential accompanied by a magnetic field, the spin-electron density also

needs to be taken into account in addition to the total electron density. In this way,

the theory may be referred to as spin-density-functional-theory. The exact energy (Ts)

is calculated, by considering that electrons are non-interacting. However, electrons

are interacting in reality giving rise to the smaller fragment of kinetic energy called

the exchange-correlation term Exc. The energy functional (EDFT [ρ]) according to this

model can thus be given as

EDFT [ρ] = Ts[ρ] + Ene[ρ] + Exc[ρ] + J [ρ] (2.7)

The exchange-correlation energy functional in the above equation (Exc[ρ]) can be fur-

ther split as

Exc[ρ] = (T [ρ]− Ts[ρ]) + (Eee[ρ]− J [ρ] (2.8)

Here, T [ρ] − Ts[ρ] explains the kinetic correlation term and the latter parentheses con-

tain potential exchange and potential correlation energy respectively. Below is a brief

account of various methods to calculate the exchange-correlation energy.

2.1.1 DFT Methods Dealing with Exchange-Correlation Energy

In early attempts toward the solution to the exchange-correlation energy, both the ex-

change and correlation functionals were preferably treated separately and they were

combined later. However, current emphasis within the computational science commu-

nity is to study the two fragments in a combined manner because only the combined

correlation and exchange terms provide physical meaning. Below is a brief introduc-

tion to some of the significant methods dealing the exchange-correlation energy.
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2.1.1.1 Local density approximation (LDA)

Classification of the electronic regions with respect to the electron density in the KS

model as mentioned above shows that the density near the nucleus tends to remain uni-

form and next to it starts the region with slowly varying density. Practically following

this assumption, LDA locally treats the electron density as a uniform electron gas or

otherwise as a slowly varying function. Going back to the exchange-correlation energy,

it is the sum of the correlation between the electrons of the same spin (α) and the cor-

relation between the electrons of opposite spin (β). Now, if the α and β spin densities

are different, a modified local spin density approximation (LSDA) applies. LDA and

LSDA are equivalent for a closed shell. Regarding its efficiency to fully explain a sys-

tem, LSDA proves successful where the density slowly varies such as metals. However,

this method performs poor for molecular systems as it underestimates the exchange

energy by approximately 10% thereby producing large errors.174 Bond energy may be

overestimated by about 100 kJ/mol.

2.1.1.2 Generalized Gradient Approximation (GGA)

LSDA may be made to work better by considering the electron density as a non-uniform

gas. This is possible by considering the exchange and correlation energies as functions

of electron density as well as its first derivative. This gives rise to the GGA approach

in which the first-order corrections of exchange and correlation energies are added to

LSDA. Additionally in this method, the Fermi (exchange) and Coulomb (correlation)

probabilities of electrons integrate to -1 and 0 respectively to make the model successful

otherwise the simple addition of the above mentioned corrections would produce even

worse results. A number of groups devised the GGA functionals including B88181

(proposed by Becke for exchange energy correction), LYP182 (designed by Lee,Yang

and Parr), PW86183 (proposed by Perdew and Wang in 1986) and PW91184 (proposed

by Perdew and Wang in 1986). The GGA version by Perdew’s group continued to
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improve and they contributed to give a new functional PBE185 (after the names Perdew,

Burke and Ernzerhof).

2.1.1.3 Meta-GGA and Hyper-GGA Methods

Meta-GGA methods are an improvement on GGA wherein the exchange and correla-

tion functionals are the functions of higher order derivatives of electron density such

as the second order term Laplacian (∇2ρ) associated with the density. The orbital ki-

netic energy density and the Laplacian are similar with respect to the information they

contain. Hence, either of these may be added to GGA to give rise to meta-GGA. Even

more improvement is possible by combining gradient correction and LSDA along with

the addition of an exact exchange energy term. This gives rise to the hyper-GGA, also

called the hybrid methods. For instance, the meta-GGA functional PBE was improved

to the hybrid PBE1PBE functional (usually known with the common name PBE0) by

adding an exact exchange.186 Others include B3LYP (Becke, Lee, Yang and Parr) hy-

brid functional where the B88181 exchange functional is combined with the LYP182,187

correlation functional. Improved results have been reported by including a suitable

fraction of exact Hartree-Fock exchange, which is now a standard feature.174

DFT methods have some limitations as well. For instance, they do not count for the

van der Waals dispersion forces arising in wave function models as a result of elec-

tron correlation. This results in the poor performance of the DFT functionals because

of the incorrect R−6 limiting factor. To cope with this Grimme introduced a series of

dispersion corrections188–190 with the latest being the D3190 correction. Adding the D3

correction with Becke-Johnson (BJ) damping191 improves results as this is a model to

make corrections regarding the weak dipersion forces. Hybrid functionals usually per-

form better than the GGA-type functionals. Kang et al.192 carried out a study to assess

various DFT methods whereby keeping high quality ab initio coupled cluster CCSD(T)

as reference. This was accompanied by a limit extrapolation of the complete basis set to

assess various DFT methods. They analyzed molecular properties such as structural fea-
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tures and bond energies to draw a comparison of the DFT methods. It was reported that

a single-hybrid PBE0 and the two double-hybrid functionals B2PLYP and B2GPLYP

performed the best. Interestingly, adding the D3 correction improve the results obtained

from B2PLYP to a greater extent while the B2GPLYP double-hybrid was inferior. How-

ever, a small but positive effect on PBE0 was noted when the D3-BJ correction was

added. In another study reported by Grimme et al., PBE0-D3 functional performed

even better than the double-hybrid functionals such as PWPB95-D3.193 It can be seen

in the chart in Figure 2.1 that the mean absolute deviation against a CCSD(T) reference

for this hybrid functional is the minimum i.e. 1.1 kcal mol−1 out of all the 24 functionals

under the-then consideration of the authors.

Figure 2.1: Mean absolute deviation (MAD) of different functionals from the reference
CCSD(T) in the benchmark study by Grimme et al.193 Copyright (2013) Marc Stein-
metz and Stefan Grimme. ChemistryOpen published by WILEY-VCH Verlag GmbH &
Co. KGaA, Weinheim.

2.1.2 Basis Sets

A basis set is a set of functions that can be used to generate algebraic equations from

the partial differential equation in order to solve the unknown functions. In chemistry-

related problems, basis sets are employed in ab initio as well as DFT methods. Ideally
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an unknown function can be expanded over a set of already known functions. This,

however, requires a complete basis set that in turn utilizes an infinite number of known

functions and this is impossible in reality. In an infinite coordinate system, a molecular

orbital may be referred to as an unknown function. Calculation using a finite basis will

only calculate the part of the orbital corresponding to the selected basis set. Hence, the

accuracy of the result depends on the quality of the basis functions present in the basis

set used. This quality is represented in terms of the ability of a basis function to explain

the unknown function. A higher number of these will be required if the basis functions

are low-quality. However, this may increase the computational cost to a great extent as

in ab initio methods. Therefore, the selected basis set needs to be efficient in accuracy

as well as computational cost.

Basis functions are of two types; Slater type orbitals (STOs) and Gaussian type orbitals

(GTOs).174 STOs find application in atomic and diatomic calculations and are intended

for high accuracy. These can also accompany the DFT methods that do not consider

exact exchange. The functional expression of STOs given below:

χζ,n,l,m(r, θ, ϕ) = NYl,m(θ, ϕ)rn−1e−ζr (2.9)

In the above equation, Ylm is for spherical harmonic functions and N denotes normal-

ization constant. GTOs, on the other hand, are inferior to STOs with respect to their

behaviour near the nucleus: the former has a zero slope on the nucleus while STOs

make a cusp. Moreover, GTOs fall far from the nucleus and they are unable to repre-

sent the tail of the wavefunction efficiently. These limitations show that more GTOs are

required than STOs to make a basis set. However, in terms of efficiency in calculating

the integrals, GTOs work better and hence these are the basis functions that are now

universally used for electronic calculations.

χζ,lx,ly ,lz(x, y, z) = Nxlxylyzlze−ζr
2

(2.10)
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Here, x, y, z shows the coordinates while the type of orbital is determined from the sum

of lx, ly and lz corresponding to the orbital angular momentum.

2.1.2.1 Types of Basis Sets

Basis sets can be classified according to the number of basis functions they have. The

basis set with the smallest possible number of basis functions is called the minimum

basis set, where there are only enough functions to count for all the electrons. This

means for hydrogen only one s-function is needed while for sodium three s-functions

and two p-functions are required. The second type basis set arises when basis functions

double and is called double zeta basis set. The word zeta finds its origin analogous to

the explanation of the exponent of STO basis that is denoted by the Greek letter zeta

(ζ). The next improvement in the basis set gives rise to the triple ζ basis set wherein the

number of basis functions becomes three times that in the minimum basis set. If some

of the core orbitals are again saved by splitting the valence, the modified basis will be

triple zeta split valence. In a similar fashion, the basis functions may be increased and

the name will change accordingly to quadruple zeta, quintuple zeta and so on.

Polarization functions are also added in cases where higher angular momentum needs

to be included. For instance, the p orbital is added to account for the polarization of

s orbitals. Similarly d and f orbitals may be included to introduce polarization of p

and d orbitals respectively. Electron-correlation methods essentially need polarization

to be added. Correlation is the lowering of energy when electrons tend to keep far

away from each other. It means the angular correlation arises when one of the two

electrons is on either side of the nucleus, which is explained by polarization functions

in a basis set. Adding a single set of polarization functions to a double zeta basis set

gives rise to the modified double zeta polarization (DZP) basis set and doing the same

to a split valence triple zeta basis set will change it to triple zeta valence polarization

(TZVP) basis. Similarly, more than one set of polarization functions may be added. For

example, addition of the two sets to a triple zeta basis set constitutes TZ2P basis.

39



Based on the method of basis set optimization, basis sets are of two types; the ones with

all-energy optimization (further divided in two types i.e. even and well-tempered basis

sets) and the others with contracted number of functions (contracted basis sets).174

2.1.2.2 Commonly Used Basis Sets

Different research groups have designed basis sets to meet the needs of computational

chemists. The focus is on contracted basis sets as contraction results in the reduction

of computational cost in spite of the increase in energy. Few significant groups of basis

sets are outlined below.

2.1.2.2.1 Pople Basis Sets One of the earliest group of basis sets with different qual-

ities was developed by Pople and coworkers.194 The minimum basis set in this group is

known as STO-3G. These slater type orbitals consist of three primitive GTOs. Although

STO-4G to STO-6G are also known, such a basis set with the number of GTOs higher

than three exhibits no significant improvement. Hence, STO-3G is widely used for vari-

ous elements. Moving to a higher level with split valence is the basis set 3-21G which is

a contraction of three primitive GTOs representing the core orbitals. The valence orbital

is represented by two and one contracted orbitals for inner and outer part (of the orbital),

respectively. In a similar fashion, higher split valence Pople basis sets include 6-31G

and 6-311G where the first digit shows the number of contracted primitive GTOs rep-

resenting core orbitals while the next two or three digits explain the splitting of valence

orbital. Diffuse functions can also be added indicated by + for s-functions and ++ for

p-function and are written before G. If the polarization functions are to be added, they

are denoted usually in parentheses after G. For example, a 6-31G after adding diffuse

p-functions and a d type polarization will be represented as 6-31++G(d).

2.1.2.2.2 Ahlrichs Basis Sets Ahlrichs and co-workers have also designed the basis

sets of varying qualities such as double zeta195 and triple zeta.196 These are the default
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basis sets used in TURBOMOLE software so they got the names starting with "def".

However, it was observed that the accuracy is not consistent for many elements from

one system to the other. Therefore the Alrichs’ group proposed the corrections197 to

induce consistency and the new names start from "def2" such as def2SVP, def2TZVP,

def2QZVPP and so on. These basis sets have been tested and found efficient for all the

elements from H to Rn.

2.2 Size of a System and Accuracy

The measurement of a system, i.e. small or large, is a relative term that changes based

on the computational scheme used. The more the computational power used, the higher

the accuracy will be at the cost of an increased computational time.174 For example,

for a hybrid functional such as PBE0 (that is used throughout this study) along with a

basis set of triple zeta quality in electronic structure methods, diatomic molecules such

as CO and N2 are small systems; a compound with thirty to forty heavy atoms will be

considered large and macromolecules such as proteins are too huge to handle using the

electronic structure methods. In any particular computational method, an increase in

the electron correlation and the number of subsequent basis functions to be calculated

limits the size of the system that can be handled in that system.174 Hence, a chemical

system that is very small for one method may be considerably large for another.

2.3 Methodology in the Current Study

The current study utilizes the functional PBE0 with D3-BJ dispersion correction. The

usual representation PBE0-D3BJ/basis-set will be used to show the level of DFT at

which a study was carried out, which exhibits the functional used along with the cor-

rection and the type of basis set written after the slash.
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The study of the coordination of cyclophanes with heavier main-group metals con-

sists of two parts: (1) geometry optimization and vibrational analysis to analyze the

structural properties and thermodynamics and (2) Morokuma-Ziegler energy decompo-

sition analysis (MZEDA) to predict the strength of different bonding interactions in the

complexes optimized in part (1). The first part was carried out in Gaussian 09 suit of

programs at PBE0-D3BJ/def2TZVP level while Amsterdam Density Functional (ADF)

package was used to perform MZEDA at PBE0-D3BJ/TZ2P level.

Fluorescence characteristics of benzanthrone dyes were studied in Gaussian 09 at PBE0-

D3BJ/def2TZVP level. Geometry optimization was followed by the calculations for

vertical excitation and excited state optimization. Natural transition orbitals analysis

was carried out on the vertically excited molecules to compute the map of difference of

density that arises upon vertical excitation from the ground state. All the calculations

were carried out both in the gas phase and the solvent phase to observe the behaviour of

the dyes upon dissolution in a polar solvent such as ethanol. The SMD solvent model

was added to count for the solvent effects.

The structural features and bonding properties examined through NBO analysis of

main-group organometallic compounds as a part of collaborative work was performed

in Gaussian 09 at PBE0-D3BJ/def2SVP level. The optimized geometries were further

subject to calculate natural bond orbitals (NBOs).

Molecular graphics in all the cases were visualized in GaussView 5.0.9.

Below is a brief overview of some important terms used in methodology.

2.3.1 Geometry Optimization

Changes in the geometry of a compound induce changes in its energy which can be

explained on the basis of potential energy surface (PES). PES is a relationship that joins

the changes in the structure with the resultant changes.198 The dimensions of the plot of
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PES for a molecule increase with an increase in degree of freedom. The points on the

PES may either be maxima or minima with respect to one another, thus creating valleys

of different energy. The minimum is the lowest point in a valley. If this valley is the low-

est in energy compared to the rest of the PES then the minimum would be called global

minimum. However, if the minimum is only the lowest point with respect to a particu-

lar region then it is local minimum. A minimum is an equilibrium geometry in the case

of multicomponent systems such as those having different conformations. Maxima are

the peaks and ridges in a valley and these too may be local or global. A point between

two maxima which is itself a maximum in the plane perpendicular to those maxima is

called saddle point. The saddle point is in fact a transition structure between two equi-

librium geometries. There is a preset criterion by Gaussian to which a structure must

converge to be considered as a stationary point. Such a converged structure will have

the value for forces and their root mean-square, and the maximum displacement from

one step to the other and the root mean-square of the maximum displacement less than

0.00045 hartrees/bohr, 0.0003 hartrees/radian, 0.0018 and 0.0012 respectively.199 To

confirm whether the obtained stationary point is an equilibrium structure or not, vibra-

tional analysis is performed. Presence of any negative frequency, known as imaginary

frequency, renders the structure a transition structure while if all the frequencies are

positive then it is equilibrium geometry.

2.3.2 Morokuma-Ziegler Energy Decomposition Analysis (MZEDA)

MZEDA is a method to explain the chemical bonds in terms of different energy terms.131,200

It provides an estimation of the strength of interaction between two fragments of a

molecule.201 It involves the decomposition of the bond dissociation energy (∆E) of a

compound AB as:

∆E = ∆Eprep + ∆Eint (2.11)
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Here, ∆Eprep is the energy required to prepare the two fragments A and B of the

molecule AB to change their electronic state and structure from their equilibrium ground

state geometry to the one in their parent molecule AB. ∆Eint is the instantaneous in-

teraction energy between the two fragments in the molecule that can be further decom-

posed an in Equation 2.12:

∆Eint = ∆Erep + ∆Eele + Eorb (2.12)

∆Erep is due to the repulsion arising among the same-spin electrons. ∆Eorb is the

energy due to covalent interaction and can be further decomposed to the interaction

of different orbitals with respect to the point group of the molecule. It is always an

attractive energy term. ∆Eele belongs to the electrostatic interaction between A and B.

∆Eele and ∆Erep may cancel out each other which can lead to the incorrect assumption

that only orbital interactions are present. Moreover, the sum of both (∆Eele and ∆Erep)

may result in an attractive term through which one can think that the Pauli repulsion is

absent. To avoid these misconceptions, separate explanation of the terms is advised.202

2.3.3 Excited States

Any specific probability distribution explaining the electron density is referred to as an

electronic state. However, the laws of physics suggest that only few of these can exist

for a particular system.199 Of these allowed states, the one with the lowest energy is the

ground state and all the other states are called excited states. A molecule can go into

one of these states by absorbing energy where it usually stays for a short period of time

and then relaxes back to its ground state as a result of de-excitation. One way to relax

to the ground state is by emitting a longer wavelength of energy than the one absorbed.

Figure 2.2 shows the excitation and emission phenomenon of a molecule. It can be

seen that there are various possible vibrational levels on the potential energy surface
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Figure 2.2: Mechanism of a molecule going to the first excited state from ground state

of an energy state. The absorption by the molecule causes it to reach the fifth vibra-

tional level of the first excited state from vibrational ground state. Also, when it emits

energy, it goes into the third vibrational level of of the ground state. This mechanism

of electronic transitions (both absorption and emission) is explained by Franck-Condon

principle.203,204 It dictates that the transition to a particular vibrational level depends on

the extent to which the initial and final vibrational levels resemble one another. Upon

absorption, the time scale in which electronic transition occurs is many times smaller

than that in which nuclei move. Hence the structure of the molecule remains unchanged

during initial excitation (v0 of GS0 → v’5 of S1). We call these transitions vertical ex-

citations which are calculated to analyze absorption phenomenon. The geometry of the

molecule will then relax to (level v’0 of S1 according to Figure 2.2 which is) a minimum
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on the potential energy surface of the same excited state. The geometries of the excited

states at these minima are optimized to study fluorescence.

2.3.4 Technical Details of Our Methodology

In the interest of making detailed information of the methodology readily available,

some more technical details are introduced here. The SCF convergence criteria for op-

timization was used as it is default-implemented in Gaussian 09 and its values have

been discussed in the Geometry Optimization subsection. The relativistic effects due to

heavier metals such as bismuth have been treated with effective core potential (ECP) as

implemented in the used basis sets def2TZVP (in case of metal cyclophane complexes)

and def2SVP (in case of indium-zinc heterobimetallic complexes). In MZEDA, these

effects have been treated using zeroth-order relativistic approximation (ZORA). The

Hessian analysis has also been carried out for the ground state optimizations to confirm

whether all the eigenvalues are positive. The presence of any single negative eigenvalue

shows that the optimized structure is not a ground state structure, rather it is a transition

structure (and is interconvertible to two equilibrium structures). In MZEDA, our frag-

mentation mode is heterolytic where one fragment consists of a single metal cation and

the other is the whole cyclophane ligand.

46



Chapter 3

Coordination of Cyclophanes with

Heavier Main-Group Metals

As discussed in the introduction, molecular rings such as cyclophanes have proven to be

efficient hosts for metal ions in their cavities.116,205,206 They make excellent host-guest

interactions commonly known as π-prismands where the cavity adopts a prism-shaped

geometry to accommodate the guest metal atom.62,111 Previously, the reactivity and

sensitivity of such host-guest complexes has been reported to change by replacing the

aromatic ring with other different π-efficient hosts such as imidazolium.207 Moreover,

cyclophanes are potential candidates as metal extractors or metal chelators from the en-

vironment perspective.112 The metal-capturing ability of cyclophanes also makes them

potential candidates as raw material for ion-selective electrodes as reported in the case

of [2. 2.2]paracyclophane-Ag+ complex.112,208 These applications of cyclophanes re-

volve around the fact that they have efficient π-donation capacity and they can attract

π-acceptors such as metals.

Based on these potential applications, Schmidbaur and co-workers reported several

complexes of [2.2.2]paracyclophane (pCp) with main-group metals.110,116,117 They re-

ported four types of complexes. One of these instances is of the type pCp3M where
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all the three aromatic rings of pCp are occupied each from outside by a metal choride

such as BiCl3 (Figure 1.12)110 or in another case pCp2M, two phenyl rings of pCp

are coordinating each with a metal chloride such as SbCl3 (Figure 1.11).110 The third

type pCp1M is characterized by the coordination of a metal chloride such as AsCl3

with the top of the cavity (Figure 1.10).110 Finally a metal cation such as Ga+, GeCl+

and Sn2+ has been incorporated inside the pCp cavity in the type pCp-Mn+as can be

seen in Figures 1.7116, 1.8117 and 1.9117 respectively. There is also a known example

of the coordination of silver triflate with the top of the deltaphane (Dp) cavity as in

Figure 1.5.63 However, the main-group metal complexes of Dp are not known to date.

We based our study on these four types to computationally investigate the coordination

patterns of these known and many other unknown complexes of their types with two

cyclophane ligands i.e. [2.2.2]paracyclophane (pCp) and deltaphane (Dp). The study

includes heavier main-group metals from Groups 13 (Ga, In, Tl), 14 (Ge, Sn, Pb) and

15 (As, Sb, Bi). Hence, the current study covers a total of eight types coordination

complexes (Figure 3.1) for all nine metals of interest; four with each of pCp (pCp3M,

pCp2M, pCp1M, pCp-Mn+) and Dp (Dp3M, Dp2M, Dp1M, Dp-Mn+). All the metals

have been considered in their relatively low oxidation states i.e. 1+ for Group 13, 2+

for Group 14 and 3+ for Group 15. Although other oxidation states are known for

all these metals, our study derived motivation from the scarce experimental examples

where only the above-mentioned oxidation states have been reported. All the metals

of our interest contain a filled s orbital in the above-mentioned oxidation states.. We

are also interested in the enthalpy of formation to determine the trends of thermody-

namic feasibility of the complexes of interest. Moreover, Morokuma-Ziegler energy

decomposition analysis (MZEDA) will be employed to discuss the bonding patterns of

the inclusion complexes. The corresponding metal chlorides for all the metals used are

GaCl, InCl, TlCl, GeCl2, SnCl2, PbCl2, AsCl3, SbCl3 and BiCl3.

The calculated ∆Hf may be further exploited in conjugation with the free energy to

predict the change in entropy (∆S) governing the formation of these complexes. The

overall entropy for a chemical process is a useful indicator to check for spontaneity
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of a reaction. It is the sum of entropy of a system (Equation 3.1) and entropy of the

surroundings (3.2).

∆S = −(∆G+ ∆H)/T (3.1)

∆S = −∆H/T (3.2)

This means increasing exothermic enthalpy change will increase overall ∆S value and

vice versa. The more the positive ∆S, the more feasible the formation of a complex

will be. On the other hand increasing endothermic enthalpy change will have a negative

effect on the total entropy due to the process and this in turn makes the chemical pocess

thermodynamically less feasible.

3.1 Metal-[2.2.2]paracyclophane Complexes

3.1.1 Structural Features

3.1.1.1 [2.2.2]paracyclophane (pCp)

pCp is one of the two cyclophanes involved in the current study, which consists of

three arene rings attached in a cyclic pattern bridged through ethyl groups on their para

positions. pCp has a rigid structure119 and the diameter of the cavity is approximately

2.50 Å.113 The D3 symmetric ground state structure optimized at PBE0-D3/def2TZVP

level of density functional theory is shown in Figure 3.2. The D3h structure optimized

at a reasonable level of theory has also been reported previously but as a transition

structure.111
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Figure 3.1: Structures of exclusion complexes: pCp(MCln)3 (pCp3M), pCp(MCln)2
(pCp2M), Dp(MCln)3 (Dp3M), Dp(MCln)2 (Dp2M) and inclusion complexes: pCpMCln
(pCp1M), DpMCln (Dp1M), pCp-Mn+ and Dp-Mn+. In all the exclusion complexes
pCp3M, pCp2M, Dp3M and Dp2M metal chlorides approach the cyclophane cavity from
the outer surfaces of the aryl rings. Metal chlorides in inclusion complexes (pCp1M) and
(Dp1M) coordinate with the top of the cavity. Metal ions (Mn+) in inclusion complexes
pCp-Mn+ and Dp-Mn+ are incorporated inside the cyclophane cavity.

pCp bears a twisted geometry, that is evident from a 3D-image, but is still thermody-

namically stable.62,113 The strain is compensated by the distortion of the ethyl fragments

from their eclipsed conformation and aryl rings from their planarity.206

The available experimental data113 on the crystal structure of isolated pCp is of very

low resolution. However, another crystal structure pCp.C6N4 (Figure 1.4 in Appendix)

was reported114 in a higher resolution that can be used for comparison of both the crys-

tals with the computational results. The experimental data in Table 3.1 shows that both

the crystal structures differ from each other to a small extent. The D3 structure of pCp

was optimized previously111 at the same level of theory as used in the current study and

no difference in the re-optimized geometry was observed. However, it is important to
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Table 3.1: Selected experimental bond lengths and dihedral angles vs their correspond-
ing calculated values in [2.2.2]paracyclophane (pCp). ’r’ is for bond length (Å) and φ
reflects a dihedral angle (degrees). It is to be noted that the optimized D3-symmetric
geometry has the three bridging bond lengths identical, all the six carbon bridgeheads
equivalent, equal C-C bond lengths in the aryl rings and the alternative repetition of
dihedral angles on all the six bridgeheads. Hence, all these values are written once and
not repeated. The experimental data from the crystal structure of pCp.C6N4 is given in
square brackets.

Experimental Calculated

r φ r φ

(C39-C40)phenyl 1.371 [1.381] 1.391
(C1-C33)bridgehead 1.514 [1.503] 1.505
(C11-C14)bridging 1.432 [1.477] 1.537
C33-C36-C39-C40 52 [66] 53
C6-C1-C33-C36 -125 [-116] -124
C1-C33-C36-C39 39 [43] 50

Figure 3.2: Structure of D3 symmetric pCp optimized at PBE0-D3/def2TZVP level
of theory. All the atom numbering corresponds to the numbering used in discussion.
Hydrogen atoms are omitted for clarity.

note down the computational data again for further comparison with the optimized com-

plexes. Nonetheless, our calculated values of the bond distances are somewhat longer
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than the experimental ones which is consistent with the fact that gas phase (calculated)

bond lengths may be longer than those in a solid-state crystal structure because of crys-

tal packing. For instance, the calculated C-C bond length of two ethano-bridging carbon

atoms is 1.537 Å compared to the experimentally found 1.432 Å (1.477 Å in case of

pCp.C6N4 crystal). Also, the calculated C-C bond length in the arene rings is all equal

at 1.391 Å; a little longer than the average corresponding, experimentally determined

bond distance of 1.371 Å. The C-C bond length calculated for carbon bridgeheads is

also consistent with the experimental results. Likewise, the calculated dihedral angles

align with the experimental values. A comparison of calculated and experimental values

for some of the bond lengths and dihedral angles is given in Table 3.1.

3.1.1.2 Exclusion Complexes

In earlier studies, the complexes of main-group metals have been reported where the

coordination is with the individual phenyl cavity.110,209–212 These include two com-

plexes involved in this study i.e. pCp2Sb and pCp3Bi, therefore, their experimental bond

lengths have also been given in Tables 3.9 and 3.11 respectively. We started with op-

timizing the exclusion complexes of all the metals where a metal chloride coordinates

with the outer surface of each phenyl ring (pCp3M). We also optimized the ground

state geometries of exclusion complexes with two metal chlorides each coordinated to

an aryl ring from outer surface (pCp2M). Since the structural features for a group of

metals (13, 14 and 15) are almost identical, the optimized geometries of only represen-

tative complexes from each group of metals are given in Figures 3.3 (pCp3M) and 3.4

(pCp2M).

The metal chloride in all cases prefers to remain closer to the carbon atoms of a phenyl

ring that are tilted toward the center of the cavity. The metal-carbon distances in pCp3M

and pCp2M are similar for the same metal chloride. Also, there are no major differences

in CC bond lengths in phenyl rings, bridging atoms and the carbon bridgeheads. Al-

though the complexes of the metals belonging to the same group have similar structure
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Figure 3.3: Structures of exclusion complexes of [2.2.2]paracyclophane (pCp) with
metal chlorides forming pCp(MCln)3 (pCp3M) optimized at PBE0-D3BJ/def2TZVP
level. ’M’ represents Ga (for Goup 13), Ge (for Group 14) and As (for Group 15).
Metal chlorides in these complexes coordinate with the outer surfaces of phenyl rings
of pCp. It is to be noted that metal-carbon bonds have been drawn to indicate distances.
For clarity, attachment of metal is shown with different carbon atoms on each phenyl
ring to observe the overall position and the mode of interaction of the metal chloride.
Some atom labels have been magnified as they are used in discussion in conjunction
with Figure 3.2.

and mode of interaction, these behave differently from group to group. Based on the

sum of the van der Waal radii, most of the exclusion complexes have M-C distances in

the range such that interactions in pCp2M may be classified as η6.η6 and in pCp3M as

η6.η6.η6 (Tables 3.2-3.4 and 3.8-3.11), but the three-dimensional visual observations in

Group 14 pCp2M and pCp3M do not support this classification. This will be discussed

later.

The Group 13 complexes show an η6.η6.η6 mode of interaction in case of pCp3M and
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Figure 3.4: Structures of exclusion complexes of [2.2.2]paracyclophane (pCp) with
metal chlorides forming pCp(MCln)2 (pCp2M) optimized at PBE0-D3BJ/def2TZVP
level. ’M’ represents Ga (for Goup 13), Ge (for Group 14) and As (for Group 15).
Metal chlorides in these complexes coordinate with the outer surfaces of phenyl rings
of pCp. It is to be noted that metal-carbon bonds have been drawn to indicate distances.
For clarity, attachment of metal is shown with different carbon atoms on each phenyl
ring to observe the overall range of metal-carbon distances and the mode of interaction
of the metal chloride.

Table 3.2: Metal-carbon distances in pCp-gallium exclusion complexes. Bold text indi-
cates the presence of coordination based on the sum of van der Waal radii213 that is Ga
(1.87) + C (1.70) = 3.57 Å.

pCp2Ga pCp3Ga

2.95 2.99 2.98 3.00 3.00
3.05 3.08 3.08 3.08 3.09
3.18 3.20 3.20 3.21 3.21
3.31 3.28 3.32 3.30 3.30
3.49 3.48 3.50 3.48 3.49
3.52 3.49 3.52 3.49 3.50

Coordination η6.η6 η6.η6.η6
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Table 3.3: Metal-carbon distances in pCp-indium exclusion complexes. Bold text in-
dicates the presence of coordination based on the sum of van der Waal radii that is In
(1.98214) + C (1.70215) = 3.68 Å.

pCp2In pCp3In

3.13 3.13 3.15 3.14 3.13
3.23 3.23 3.24 3.25 3.24
3.32 3.32 3.35 3.34 3.33
3.46 3.46 3.45 3.47 3.48
3.61 3.61 3.64 3.62 3.62
3.64 3.64 3.64 3.65 3.66

Coordination η6.η6 η6.η6.η6

Table 3.4: Metal-carbon distances in pCp-thalium exclusion complexes. Bold text in-
dicates the presence of coordination based on the sum of van der Waal radii that is Tl
(2.08216) + C (1.70215) = 3.78 Å.

pCp2Tl pCp3Tl

3.16 3.16 3.17 3.17 3.16
3.25 3.25 3.27 3.28 3.27
3.35 3.35 3.37 3.36 3.36
3.48 3.48 3.48 3.50 3.51
3.63 3.63 3.66 3.64 3.64
3.66 3.66 3.67 3.67 3.69

Coordination η6.η6 η6.η6.η6

Table 3.5: Metal-carbon distances in pCp-germanium exclusion complexes. Bold text
indicates the presence of coordination. The sum of van der Waal radii that is Ge
(2.11216) + C (1.70215) = 3.81 Å shows that all the M-C distances are classified as
coordination but the visual representation of the complexes shows otherwise. Hence,
the classification of coordination is based on three-dimensional view.

pCp2Ge pCp3Ge

2.76 2.84 2.77 2.78 2.86
2.94 2.99 2.95 2.95 3.00
3.12 3.04 3.14 3.12 3.06
3.41 3.37 3.42 3.41 3.40
3.53 3.42 3.55 3.50 3.44
3.65 3.61 3.67 3.64 3.64

Coordination η3.η3 η3.η3.η3

η6.η6 in case of pCp2M. The C-C bridges (in ethyl bridges) and the carbon bridge-

heads retain the same bond lengths in all the Group 13 exclusion complexes as in un-
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Table 3.6: Metal-carbon distances in pCp-tin exclusion complexes. Based on the sum
of van der Waal radii that is Sn (2.17213) + C (1.70215) = 3.87 Å shows that all the
M-C distances are classified as coordination but the visual representation of the com-
plexes shows otherwise. Hence, the classification of coordination is based on three-
dimensional view.

pCp2Sn pCp3Sn

2.98 2.91 2.94 3.01 2.93
3.08 3.04 3.09 3.09 3.08
3.19 3.26 3.28 3.21 3.27
3.44 3.49 3.54 3.43 3.52
3.53 3.63 3.62 3.53 3.63
3.68 3.73 3.74 3.67 3.74

Coordination η2.η2 η2.η2.η2

Table 3.7: Metal-carbon distances in pCp-lead exclusion complexes. Based on the
sum of van der Waal radii that is Pb (2.02213) + C (1.70215) = 3.72 Å, shows that all
the M-C distances are classified as coordination but the visual representation of the
complexes shows otherwise. Hence, the classification of coordination is based on three-
dimensional view.

pCp2Pb pCp3Pb

3.00 2.94 2.98 3.01 2.93
3.06 3.03 3.03 3.11 3.07
3.23 3.27 3.30 3.20 3.27
3.39 3.44 3.39 3.45 3.50
3.55 3.60 3.61 3.54 3.63
3.66 3.68 3.64 3.71 3.72

Coordination η2.η2 η2.η2.η2

Table 3.8: Metal-carbon distances in pCp-arsenic exclusion complexes. Bold text in-
dicates the presence of coordination based on the sum of van der Waal radii that is As
(1.85213) + C (1.70215) = 3.55 Å.

pCp2As pCp3As

3.20 3.18 3.22 3.21 3.22
3.22 3.22 3.23 3.24 3.23
3.38 3.36 3.39 3.37 3.39
3.37 3.42 3.41 3.42 3.41
3.49 3.50 3.51 3.51 3.51
3.49 3.52 3.52 3.53 3.52

Coordination η6.η6 η6.η6.η6
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complexed pCp. The dihedral angles on the other hand have changed showing that the

coordination on the outer surfaces of the aryl rings is accommodated by the change in

geometry on the ethyl bridges. For instance, C33-C36-C39-C40 and C1-C33-C36-C39

dihedral angles change from 53° and 50° respectively (un-complexed pCp) to 60° each

in pCp3Ga. The biggest change occurs in C6-C1-C33-C36 that undergoes a 15° change

from -125° to -110°. The change in the dihedral angle is even more significant in

pCp2Ga where it changes to -104°.

The Group 14 metal chlorides present a case that is different to both the Groups 13

and 15 exclusion complexes. Although the sum of van der Waal radii suggest that all

the M-C distances can be classified as having coordination, a three-dimensional view

of these complexes is contrary to it. Hence, the coordination in these complexes has

been proposed based on the location of the corresponding metal chloride coordinating

to each phenyl ring. Therefore, coordination in pCp2Ge is η3.η3 and η3.η3.η3 in pCp3Ge

whereas it is η2.η2 and η2.η2.η2 in pCp2M and pCp3M type of complexes for both the

other metals. We propose that there is a quasi-tetrahedral complex formation between

the metal chloride and the phenyl ring in such a way that the metal-phenyl coordina-

tion is assumed as one coordination bond and the two chlorides and an a lone pair

on metal make the other three corners of the tetrahedron. The CCphenyl, CCbridging and

CCbridgehead bond lengths in Group 14 complexes are almost unchanged when compared

to the un-complexed pCp. However, these complexes exhibit highly distorted dihedral

angles. These changes are even more significant compared to that in their Group 13

counterparts. Each phenyl ring undergoes a different degree of distortion by rotating

across the ethyl bridges. For instance, the dihedral angle of the plane C6-C1-C33-

C36 which is -125° in un-complexed pCp, changes to -150°. The C20-C24-C27-C30

plane is also approximately -125° in D3 symmetric pCp while in pCp3Ge it is -149°.

The C3-C4-C11-C14 and C11-C14-C17-C19 planes change from -125° to -105° and

-116° respectively. The dihedral angle remains the same for the plane C33-C36-C39-

C41 in Group 14 pCp3M while it undergoes a significant change in pCp2M of the same

group. For example it changes to -128° in pCp2Ge.
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Table 3.9: Metal-carbon distances in pCp-antimony exclusion complexes. Bold text
indicates the presence of coordination based on the sum of van der Waal radii that is
Sb (2.06213) + C (1.70215) = 3.76 Å. pCp2Sb.C6H6 is known experimentally110 and its
values are given in parentheses for comparison.

pCp2Sb pCp3Sb

3.231 (3.150) 3.199 (3.173) 3.24 3.22 3.25
3.303 (3.225) 3.254 (3.250) 3.29 3.28 3.32
3.339 (3.270) 3.403 (3.287) 3.44 3.43 3.36
3.526 (3.428) 3.497 (3.370) 3.53 3.51 3.54
3.559 (3.459) 3.590 (3.471) 3.60 3.61 3.57
3.682 (3.558) 3.632 (3.504) 3.64 3.64 3.69

Coordination η6.η6 η6.η6.η6

Table 3.10: Selected experimental bond lengths and dihedral angles vs their correspond-
ing calculated values in pCp2Sb. ’r’ is for bond length (Å) and φ reflects a dihedral angle
(degrees).

Experimental Calculated

r φ r φ

(C39-C40)phenyl 1.393 1.394
(C1-C33)bridgehead 1.514 1.503
(C11-C14)bridging 1.534 1.537
C33-C36-C39-C40 43 41
C6-C1-C33-C36 -135 -144
C1-C33-C36-C39 49 48

Figure 3.5: Structure of pCp2Sb optimized at PBE0-D3/def2TZVP level of theory show-
ing the range of metal-carbon distances on each phenyl ring.
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Table 3.11: Metal-carbon distances in pCp-bismuth complexes. Bold text indicates the
presence of coordination based on the sum of van der Waal radii that is Bi (2.07213) +
C (1.70215) = 3.77 Å. pCp3Bi is known experimentally, therefore its structural data has
also been incorporated in parentheses.

pCp2Bi pCp3Bi

3.21 3.24 3.382 (3.086) 3.382 (3.334) 3.382 (3.206)
3.24 3.24 3.384 (3.131) 3.384 (3.334) 3.384 (3.209)
3.36 3.38 3.425 (3.175) 3.425 (3.338) 3.425 (3.237)
3.40 3.38 3.500 (3.192) 3.500 (3.376) 3.500 (3.304)
3.48 3.46 3.548 (3.338) 3.548 (3.417) 3.548 (3.418)
3.50 3.47 3.624 (3.558) 3.624 (3.516) 3.624 (3.420)

Coordination η6.η6 η6.η6.η6

Table 3.12: Selected experimental bond lengths and dihedral angles vs their correspond-
ing calculated values in pCp3Bi. ’r’ is for bond length (Å) and φ reflects a dihedral angle
(degrees).

Experimental Calculated

r φ r φ

(C39-C40)phenyl 1.383 1.393
(C1-C33)bridgehead 1.519 1.504
(C11-C14)bridging 1.536 1.536
C33-C36-C39-C40 -60 55
C6-C1-C33-C36 144 -129
C1-C33-C36-C39 -55 50

Group 15 pCp2M and pCp3M complexes can be classified as having η6.η6 and η6.η6.η6

coordination respectively based on the sum of their van der Waal radii (Table 3.8-

3.11). Group 15 metal exclusion complexes also include the experimentally known

pCp2Sb.C6H6 (Figure 1.11 and pCp3Bi.C6H6 (Figure 1.12) both reported at the same

time.110 Hence, the M-C distances for both these have been included in the data tables

for pCp2Sb (Tables 3.9 and 3.10) and pCp3Bi (Tables 3.11 and 3.12). It is to noted

that the computational analogues of both these were successfully optimized without in-

cluding benzene in coordination as can be seen in the case of computational pCp2Sb

(Figure 3.5) and the C3 symmetric pCp3Bi (Figure 3.6) complexes. The experimental

bond lengths as well as the computationally calculated M-C distances are in the range

of the sum of their van der Waal radii, therefore, pCp2Sb has η6.η6 while pCp3Bi has
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Figure 3.6: Structure of C3 symmetric pCp3Bi optimized at PBE0-D3/def2TZVP level
of theory showing the range of metal-carbon distances on each phenyl ring.

η6.η6.η6 coordination. The phenyl rings undergo distortion through the change in di-

hedral angles but to a smaller extent than that in complexes of the metals of Group 13

and 14. The extent of the distortion in pCp exclusion complexes can be arranged in the

decreasing order of pCpM14 > pCpM13 > pCpM15. Figures 3.3 and 3.4 include pCp3As

and pCp2As respectively as representatives from Group 15. By carefully examining the

structures, we find that the plane C6-C1-C33-C36 distorts from -125° (in free pCp) to

-136° in pCp3As. Moreover, the planes C33-C36-C39-C40 and C1-C33-C36-C39 are

not affected very much in Group 15 complexes. In pCp2As C6-C1-C33-C36 remains

approximately -123° while its counterpart on one side i.e. C20-C24-C27-C30 changes

to -110° and on the other side i.e. C11-C14-C17-C19 updates to -143°.
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3.1.1.3 Inclusion Complexes

The inclusion complexes pCp1M and pCp-Mn+ were optimized for all nine metals under

discussion. In pCp1M, a metal chloride coordinates with the peripheries of the pCp

phenyl rings from the top of the cavity. We name pCp1M as inclusion complexes despite

the fact that the metal chloride is still outside the cyclophane ring but the former faces

the pCp cavity from the top. The pCp moiety accommodates the metal chlorides (in

pCp1M) and the metal cations (in pCp-Mn+) by changing dihedral angles.

Table 3.13: Metal-carbon distances in pCp-gallium complexes. In pCp1Ga, the M-C
bond distances are shown for two top of the cavity carbon atoms of each of the three
arene rings. Ga+ in pCp-Ga+ has similar interaction with the three phenyl rings, so
bond distances written just for one phenyl ring. Bold text indicates the presence of
coordination based on the sum of van der Waal radii213 that is Ga (1.87) + C (1.70) =
3.57 Å.

pCp-Ga+

pCp1Ga Experimental Computational
3.03 2.908 2.915 2.927 2.948
3.36 2.920 2.939 2.959 2.976
3.13 2.969 2.947 2.994 2.992
3.16 2.971 3.023 3.000 3.013
3.53 3.048 3.047 3.004 3.014
3.69 3.066 3.076 3.022 3.015

Coordination η2.η2.η1 η6.η6.η6

Table 3.14: Selected experimental bond lengths and dihedral angles vs their correspond-
ing calculated values in pCp-Ga+. ’r’ is for bond length (Å) and φ reflects a dihedral
angle (degrees).

Experimental Calculated

r φ r φ

(C39-C40)phenyl 1.367 1.396
(C1-C33)bridgehead 1.511 1.505
(C11-C14)bridging 1.535 1.540
C33-C36-C39-C40 60 63
C6-C1-C33-C36 -127 -137
C1-C33-C36-C39 54 53

The Group 13 pCp1M differ from each other in coordination mode (Tables 3.13-3.16).

Interestingly, pCp1In is even so different from the other two that it has metal-carbon
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Table 3.15: Metal-carbon distances in pCp-indium complexes. In pCp1In, the M-C
bond distances are shown for two top of the cavity carbon atoms of each of the three
arene rings. In+ has similar interaction with the three phenyl rings, so bond distances
written for only one phenyl ring. Bold text indicates the presence of coordination based
on the sum of van der Waal radii that is In (1.98214) + C (1.70215) = 3.68 Å.

pCp1In pCp-In+

3.13 3.09
3.23 3.14
3.13 3.17
3.23 3.33
3.13 3.39
3.23 3.28

Coordination η2.η2.η2 η6.η6.η6

Table 3.16: Metal-carbon distances in pCp-thalium complexes inclusion complexes. In
pCp1Tl, the M-C bond distances are shown for two top of the cavity carbon atoms of
each of the three arene rings. Tl+ has similar interaction with the three phenyl rings,
so bond distances written just for one phenyl ring. Bold text indicates the presence of
coordination based on the sum of van der Waal radii that is Tl (2.08216) + C (1.70215) =
3.78 Å.

pCp1Tl pCp-Tl+

3.18 3.10
3.27 3.19
3.32 3.19
3.46 3.35
3.57 3.43
3.75 3.50

Coordination η2.η2.η2 η6.η6.η6

distances ranging from 3.13 Å to 3.23 Å compared to those ranging from 3.03 Å to 3.69

Å in pCp1Ga and 3.18 Å to 3.75 Å in pCp1Tl. By carefully examining the structures

we conclude that pCp1In involves η2.η2.η2 coordination of InCl while GaCl in pCp1Ga

interacts with five carbon atoms, thus having η2.η2.η1 coordination. TlCl in pCp1Tl

is located closer to one of the phenyl rings and also approaches one carbon atom of

one of the other two phenyl rings, therefore it involves η2.η2.η2 coordination. The pCp

dihedral angles are similar in pCp1Ga and pCp1Tl. For example, C33-C36-C39-C40

changes from 53° (in free pCp) to 35° and 40° respectively while C1-C33-C36-C39

changes from 50° to 52° in both. However, these planes are 30° and 56° respectively in
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Table 3.17: Metal-carbon distances in pCp-tin complexes. In pCp1Ge, the M-C bond
distances are shown for two top of the cavity carbon atoms of each of the three arene
rings. The data for the experimentally known GeCl+ (Figure 1.8117) is also given for
comparison. The Ge-C distances in this experimentally known complex vary over the
top (T), bottom (B) and bridgehead (BH) phenyl carbon atoms of the cavity in a rel-
atively broader range compared to the identical Ge-C distances in D3 symmetric op-
timized pCp-Ge2+ geometry. In the calculated pCp-Ge2+, the metal ion has similar
interaction with the three phenyl rings, so bond distances are not repeated. Bold text
indicates the presence of coordination. Based on the sum of van der Waal radii that is
Ge (2.11213) + C (1.70215) = 3.81 Å shows that all the M-C distances are classified as
coordination but the visual representation of the Group 14 pCp1M complexes shows oth-
erwise. Hence, the classification of coordination in pCp1Ge based on three-dimensional
view.

pCp-Ge2+

pCp1Ge Experimental (GeCl+) Computational
2.78 2.724 2.793 2.735 (T) 2.829
2.99 2.733 2.867 2.802 (T) 2.837
3.32 3.023 3.032 3.034 (BH) 2.863
3.41 3.059 3.171 3.080 (BH) 2.863
3.46 3.331 3.377 3.323 (B) 2.829
3.66 3.334 3.408 3.297 (B) 2.837

Coordination η2 η6.η6.η6 η6.η6.η6

Table 3.18: Selected experimental bond lengths and dihedral angles in pCp-GeCl+.-
Al4Cl10O2

2− vs their corresponding calculated values in pCp-Ge2+. ’r’ is for bond
length (Å) and φ reflects a dihedral angle (degrees).

Experimental Calculated

r φ r φ

(C39-C40)phenyl 1.393 1.398
(C1-C33)bridgehead 1.466 1.497
(C11-C14)bridging 1.430 1.538
C33-C36-C39-C40 39 53
C6-C1-C33-C36 -126 -124
C1-C33-C36-C39 61 46

pCp1In.

All Group 14 metal-pCp complexes have the same coordination mode in our calculated

structures, so we shall discuss pCp1Ge here as a Group 14 representative. Pronounced

differences in metal-carbon bond distances on each phenyl ring ranging from 2.78 Å to

3.66 Å as in Fig 3.7, indicate that GeCl2 does not coordinate equally with the three
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Table 3.19: Metal-carbon distances in pCp-tin complexes. In pCp1Sn, the M-C bond
distances are shown for two top of the cavity carbon atoms of each of the three arene
rings. The data for the experimentally known GeCl+ (Figure 1.8117) is also given for
comparison. The Ge-C distances in this experimentally known complex vary over the
top (T), bottom (B) and bridgehead (BH) phenyl carbon atoms of the cavity in a rel-
atively broader range compared to the identical Ge-C distances in D3 symmetric opti-
mized pCp-Sn2+ geometry. In the calculated Sn2+ has similar interaction with the three
phenyl rings, so bond distances have been noted down once. Bold text indicates the
presence of coordination. Based on the sum of van der Waal radii that is Sn (2.17213)
+ C (1.70215) = 3.87 Å shows that all the M-C distances are classified as coordination
but the visual representation of pCp1Sn shows otherwise. Hence, the classification of
coordination is based on three-dimensional view.

pCp-Sn2+

pCp1Sn Experimental Computational
2.78 2.947 2.816 2.952 (T) 2.829
2.99 2.954 2.855 2.961 (T) 2.837
3.32 3.007 2.860 2.944 (BH) 2.863
3.41 3.008 2.927 2.944 (BH) 2.863
3.46 3.072 2.937 2.952 (B) 2.829
3.66 3.076 2.969 2.961 (B) 2.837

Coordination η2 η6.η6.η6 η6.η6.η6

Table 3.20: Selected experimental bond lengths and dihedral angles in pCp-Sn2+.-
2AlCl4−.2C6H6 vs their corresponding calculated values in pCp-Sn2+. ’r’ is for bond
length (Å) and φ reflects a dihedral angle (degrees).

Experimental Calculated

r φ r φ

(C39-C40)phenyl 1.37 1.401
(C1-C33)bridgehead 1.514 1.503
(C11-C14)bridging 1.432 1.543
C33-C36-C39-C40 56 52
C6-C1-C33-C36 -134 -126
C1-C33-C36-C39 51 51

phenyl rings. Rather it develops a η2 coordination with only one phenyl ring. As in

all other cases, the cyclophane cavity experiences changes in dihedral angles here too.

For instance, C6-C1-C33-C36 and C33-C36-C39-C40 of the un-complexed pCp, i.e.

-124° and 53° respectively, change to -116° and 28° respectively in pCp1Ge.

Group 15 metal complexes can be conveniently classified as the ones with η2.η2.η2 co-
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Table 3.21: Metal-carbon distances in pCp-lead inclusion complexes. In pCp2Pb, the
M-C bond distances are shown for two top of the cavity carbon atoms of each of the
three arene rings. Pb2+ has similar interaction with the three phenyl rings, so bond
distances written just for one phenyl ring. Bold text indicates the presence of coordina-
tion. Based on the sum of van der Waal radii that is Pb (2.02213) + C (1.70215) = 3.72
Å, shows that all the M-C distances are classified as coordination but the visual repre-
sentation of the complexes shows otherwise. Hence, the classification of coordination
is based on three-dimensional view.

pCp1Pb pCp-Pb2+

2.91 2.95
3.07 2.96
3.27 2.96
3.33 2.95
3.38 2.96
3.52 2.96

Coordination η2 η6.η6.η6

Table 3.22: Metal-carbon distances in pCp-arsenic inclusion complexes. In pCp3As,
the M-C bond distances are shown for two top of the cavity carbon atoms of each
of the three arene rings. As3+ has similar interaction with the three phenyl rings, so
bond distances written just for one phenyl ring. Bold text indicates the presence of
coordination based on the sum of van der Waal radii that is As (1.85213) + C (1.70215) =
3.55 Å. pCp1As is known experimentally,110 so its values are also given in parentheses.

pCp1As pCp-As3+

3.328 (3.311) 2.45
3.514 (3.602) 2.52
3.328 (3.411) 2.87
3.514 (3.563) 2.90
3.328 (3.352) 3.18
3.514 (3.508) 3.18

Coordination η2.η2.η2 η6.η6.η6

ordination of respective metal chloride with the top of pCp phenyl rings. Coordination

in this case is also characterized by the change in pCp dihedral angles. For exam-

ple, the C33-C36-C39-C40 and C6-C1-C33-C36 dihedral angles in pCp1As are 39° and

114°compared to 39° and 124° of the un-complexed pCp. pCp1As is experimentally

known as well.110 Its experimental data has been added to the Tables 3.22 and 3.23. It

can be inferred based on the range of As-C distances that is within the sum of their van

der Waal radii that pCp1As exhibits η2.η2.η2 coordination.
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Table 3.23: Selected experimental bond lengths and dihedral angles vs their correspond-
ing calculated (C3) values in pCp1As. ’r’ is for bond length (Å) and φ reflects a dihedral
angle (degrees).

Experimental Calculated

r φ r φ

(C39-C40)phenyl 1.383 1.389
(C1-C33)bridgehead 1.530 1.502
(C11-C14)bridging 1.522 1.535
C33-C36-C39-C40 -46 39
C6-C1-C33-C36 132 -114
C1-C33-C36-C39 -51 52

Table 3.24: Metal-carbon distances in pCp-antimony complexes. In pCp3Sb, the M-C
bond distances are shown for two top of the cavity carbon atoms of each of the three
arene rings. Sb3+ has similar interaction with the three phenyl rings, so bond distances
written just for one phenyl ring. Bold text indicates the presence of coordination based
on the sum of van der Waal radii that is Sb (2.06213) + C (1.70215) = 3.76 Å. pCp2Sb

is known experimentally110 and its values given in parentheses for comparison which
shows that the difference in M-C distances in both experimental and computational
structures is within the range of van der Waal coordination threshold and both exhibit
similar coordination.

pCp1Sb pCp-Sb3+

3.26 2.85
3.43 2.86
3.26 2.88
3.43 2.85
3.26 2.86
3.43 2.88

Coordination η2.η2.η2 η6.η6.η6

pCp-Mn+ inclusion complexes include few known examples. We have examples of

η6.η6.η6 Ga(I),116 Ge(II)117 and Sn(II)117 inclusion complexes with pCp. This led us

to investigate the structure and bonding properties of all these as well as hypothetical

complexes of other metals of interest. Since the trends in this case are the same for

a group of metals, we show one representative from each group in Figure 3.8. The

optimization of only C3 symmetric ground state minima of Group 13 could have been

possible, while with D3 symmetry, only the transition structures (that interconvert be-

tween two identical D3 equilibrium structures) of these were obtained. All the Group
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Table 3.25: Metal-carbon distances in pCp-bismuth complexes. In pCp1Bi, the M-C
bond distances are shown for two top of the cavity carbon atoms of each of the three
arene rings. Bi3+ has similar interaction with the three phenyl rings, so bond distances
written just for one phenyl ring. Bold text indicates the presence of coordination based
on the sum of van der Waal radii that is Bi (2.07213) + C (1.70215) = 3.77 Å. pCp3Bi is
known experimentally, therefore its structural data has also been incorporated in paren-
theses. All the experimental versus computational M-C distances are within the range
of sum of van der Waal radii, so both have similar coordination mode.

pCp1Bi pCp-Bi3+

3.23 2.89
3.41 2.90
3.23 2.89
3.41 2.90
3.23 2.89
3.41 2.90

Coordination η2.η2.η2 η6.η6.η6

14 and 15 metal complexes except pCp-As3+ have D3 symmetric minima. The latter is

a transition structure in D3 symmetry while its ground state minimum has only been at-

tained up to C3 symmetry as a result of optimization. All the nine pCp-Mn+ complexes

have η6.η6.η6 coordination mode based on the sum of metal-carbon van der Waal radii

as evident from the Tables 3.13-3.25. However, the range of M-C distances in pCp-In+

(Table 3.15), pCp-Tl+ (Table 3.16 and pCp-As3+ (Table 3.22 is relatively broader than

all other pCp-Mn+ complexes.

As in the cases discussed previously, the formation of these complexes also involves

the deviation of pCp geometry from its un-complexed shape to accommodate the metal

cations in the cavity. For instance, the dihedral angle C33-C36-C39-C40 experiences

a 10° increase in pCp-Ga+ where it changes to 63°. Similarly, C33-C36-C39-C40 un-

dergoes a 13° change to -137°. The Group 13 pCp-M+ complexes are C3 symmetric

and the metal-carbon bond distances are not exactly identical, however, are in a very

narrow range of difference and therefore Ga+ is easily located in the centre of the cav-

ity. The results for experimentally known pCp-Ga+.AlCl4− given in Figure 1.7116 have

been incorporated in the Tables 3.13 and 3.14. It can be seen that in both experimen-

tal and computationally calculated structure the coordination coordination is essentially
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η6.η6.η6. All metal-carbon distances in computational results fluctuate from 2.95 Å to

3.02 Å) while in experimental case, they range from 2.908 Å to 3.076 Å i.e. well within

the sum of gallium-carbon van der Waal radii as evident from Table 3.13. In pCp-In+

these distances range from 3.09 Å to 3.39 Å while in pCp-Tl+, they range from 3.10

Å to 3.50 Å. The metal cation tends to move toward the top of the cavity in pCp-In+ and

pCp-Tl+, and one may assume that both have η3.η3.η3 coordination. However, based

on the sum of metal-carbon van der Waal radii, they can be classified as having η6.η6.η6

coordination based on Tables 3.15 and 3.16 respectively. The strength of different in-

teractions vary to some extent in these complexes which will be explained in Section

3.1.3.

The Group 14 pCp-M2+ complexes present excellent examples of computationally cal-

culated D3 symmetric comlexes with η6.η6.η6 coordination. In all these cases the metal

cation resides exactly in the center of the cavity and all metal-carbon distances within a

complex are also essentially identical with a range of M-C bond distances of 0.01 Å dif-

ference. With the increase in metallic size down the group the pCp cavity enlarges and

the change in dihedral angles occurs to accommodate the metal cations. C1-C33-C36-

C39 and all its equivalent counterparts in the case of pCp-Ge2+ change to 46° (50°in

un-complexed pCp as in Table 3.1)whereas C33-C36-C39-C40 and C6-C1-C33-C36

with the values 53° and 124° in this case remain the same as in un-complexed pCp.

The former two of these are 52° and the latter is 126° in both pCp-Sn2+ and pCp-

Pb2+. The data for experimentally known pCp-GeCl+.Al4Cl10O2
−.2C6H6 (Figure 1.8

has been added in Tables 3.17 and 3.18. In case of the crystal structure, the bonded

chloride drags germanium toward the top of the cyclophane cavity. Therefore, germa-

nium is strongly bonded with the upper carbon atoms compared to the lower ones as

evident from the Table 3.17 while still coordinating with all the 18 carbon atoms of the

cyclophane cavity in a broad range of M-C distances. In the pCp-Sn2+.2AlCl4−.2C6H6

Figure 1.9, however, Sn2+ is located in the centre of the cyclophane cavity with a narrow

range of M-C distances thus preferring η6.η6.η6 coordination.
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pCp-M3+ complexes of Group 15 metals exhibit an identical coordination mode ex-

cept pCp-As3+ whose equilibrium structure is C3 symmetric. Based on the broad range

of M-C distances, it appears to exhibit η2.η2.η2, however, the M-C distances are still

within the sum of arsenic-carbon van der Waal radii and show η6.η6.η6 coordination

(Table 3.22). However, pCp-Sb3+ and pCp-Bi3+ show η6.η6.η6 within M-C distances

essentially identical. The shape of the pCp cavity in these two complexes changes to

a small extent to let the metal cations stay inside the cavity. The major change is the

bridging dihedral angle C1-C33-C36-C39 (and all its equivalent angles) from 50° to

48° while keeping the rest of the structure almost unchanged. However, the C3 sym-

metric pCp-As3+ demands more modifications where although the above mentioned

dihedral angle (47°) remains identical to the others but C6-C1-C33-C36 and C33-C36-

C39-C40 change to -110° and 40° respectively.

3.1.2 Thermodynamic Parameters

In most of the experimentally reported metal complexes, the stability has been possible

through the presence of a counterion as can be seen for the η6.η6.η6 inclusion com-

plex of Ga+ with [2.2.2]paracyclophane further in long-range contact with [GaBr4]−.116

Also, the complexes of Ge(II) and Sn(II) with the same were reported where the metal

cation while residing in the cavity is in long-range contact with [AlCl4]− as well.117.

Also, in the reported pCp1As, pCp2Sb and pCp3Bi exclusion complexes110, the corre-

sponding metal chlorides approach the phenyl rings from the outside. This shows the

metal halides counterions has consistently served for the existence of these neutral com-

plexes. Hence, we selected some metal chlorides in our case. We first calculated the

change in enthalpy of the reactions during the formation of all hypothetical pCp3M,

pCp2M and pCp1M complexes (Table 3.26) as in Equation 3.3.

pCp + N.MCln → pCp(MCln)N (3.3)
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Here, n denotes 1, 2 and 3 for Group 13, 14 and 15 respectively. N represents 1, 2 and

3 for pCp1M, pCp2M and pCp3M respectively

The formation of pCp-Mn+ is assumed to result from the dissociation of metal chloride

releasing the metal cation to enter the cavity (Equation 3.4).

pCp + MCln → pCp−Mn+ + nCl− (3.4)

∆H° for the metal-cyclophane complexes has been recorded in Table 3.26. The highest

negative values of change in enthalpy are for the complexes of the type pCp3M while

the least exothermic formation is in case of pCp1M. This gives the decreasing order of

∆H° pCp3M>pCp2M>pCp1M which means that the increasing number of metal chlo-

rides around the pCp ring enhances stability by coordinating one metal chloride to each

phenyl ring thus making uniform π donation from outside the cavity possible.

Table 3.26: Enthalpies (kcal/mol) of formation of metal complexes with [2.2.2]paracy-
clophane (pCp) in the reaction pCp + NMCln→ pCp(MCln)N. Each exclusion complex
is represented by pCpNM where N = 1, 2 or 3 for pCp(MCln), pCp(MCln)2, pCp(MCln)3
respectively and M = Ga, In, Tl, Ge, Sn, Pb, As, Sb and Bi. ’n’ represents the number
of chlorides attached to the metal in each case and its value is 1, 2 and 3 for the metals
of Group 13, 14 and 15 respectively. The inclusion complexes pCp-Mn+ contain Mn+

inside the cavity of pCp. They are formed as pCp + MCln → pCp-Mn+ + nCl− where
’n’ denotes 1, 2, and 3 for the metals of Group 13, 14 and 15 respectively.

pCp1M ∆Hf pCp2M ∆Hf pCp3M ∆Hf pCp-Mn+ ∆Hf

Group 13
pCp1Ga -49.7 pCp2Ga -59.8 pCp3Ga -69.4 pCp-Ga+ -4.5
pCp1In -48.9 pCp2In -61.9 pCp3In -72.2 pCp-In+ -5.0
pCp1T l -54.2 pCp2T l -63.1 pCp3T l -74.2 pCp-Tl+ -9.9

Group 14
pCp1Ge -53.4 pCp2Ge -65.3 pCp3Ge -76.6 pCp-Ge2+ 147.9
pCp1Sn -57.7 pCp2Sn -69.5 pCp3Sn -82.6 pCp-Sn2+ 136.1
pCp1Pb -61.9 pCp2Pb -72.3 pCp3Pb -87.3 pCp-Pb2+ 126.1

Group 15
pCp1As -51.4 pCp2As -57.0 pCp3As -65.7 pCp-As3+ 415.6
pCp1Sb -57.9 pCp2Sb -62.0 pCp3Sb -72.2 pCp-Sb3+ 392.3
pCp1Bi -63.3 pCp2Bi -67.8 pCp3Bi -80.4 pCp-Bi3+ 376.9

Despite an exception of pCp1In while moving from top to bottom in a group of metals,

there is a trend of increasing ease of formation of respective complexes, which is evident
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from the increasingly negative ∆H°.

The values of ∆H° from left to right across a period do not follow a definite trend. We

can see while moving from Group 13 to 14 (Ga to Ge, In to Sn, Tl to Pb) there is an

increase in the exotherm calculated as evident from the increasing negative enthalpies.

The formation of pCp1M, however, in case of Group 15 complexes is less exothermic

compared to Group 14 counterparts. pCp2M and pCp3M complex formation in the case

of Group 15 is even the least exothermic except for pCp3In and pCp2In complexes

as they are almost thermodynamically equivalent to their antimony analogues (Table

3.26). These trends are better explained if we correlate them with the corresponding

geometries and the mode of coordination. The highest stability in the case of Group 14

complexes can be attributed to the η3 (in case of germanium) and η2 (in case of tin and

lead) coordination of the metal chlorides with the phenyl rings. As mentioned earlier,

this allows the formation of a quasi-tetrahedral complex that a metal chloride makes on

each phenyl moiety which adds to the extra stability of the whole complex.

The formation of pCp-Mn+ is the most feasible in the case of Group 13 and the trend

of feasibility increases down the group. A comparison across the periods shows the

decrease in feasiblity of these inclusion complexes. This can be attributed to the fact

that the dissociation of the only chloride from the metal in Group 13 metal chlorides is

a lot easier compared to the Group 14 MCl2 and Group 15 MCl3 counterparts that have

two and three dissociation enthalpies, respectively associated with them. Very large

endothermic enthalpies of Group 15 pCp-Mn+ complexes are indicative of the fact that

the dissociation of the third chloride is the most energy-demanding.

The trend of ∆H° of reaction within a group shown in Table 3.26 may not be com-

pletely in line with the observed metal-carbon distances for pCp-Mn+, prompting us

to calculate the enthalpies of dissociation (∆Hdissoc.) of all the metal chlorides that are

shown in Table 3.27. Upon an increase in covalent radius down the group, we observe a

decrease in the ∆Hdissoc.. This means the trends of ∆Hf of the complexes partly depend

on the dissociation of the respective metal chlorides; the greater the ∆Hdissoc. the more
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endothermic the formation of pCp-Mn+. This shows that the ∆Hf values alone may

be misleading to evaluate the strength of interaction in the complexes and some more

robust evaluation is required. So we carried out the energy decomposition analysis to

study the strength of coordination and different individual interactions involved in the

formation of each complex.

Table 3.27: ∆Hdissoc. of metal chlorides to yield the metal cation (Mn+). It decreases
with the increase in covalent radii down the group. All values in kcal/mol.

Metal Covalent Radius Metallic Chloride ∆Hdissoc.

Ga 122(3) GaCl 105.6
In 142(5) InCl 90.8
Tl 145(7) TlCl 82.5
Ge 120(4) GeCl2 451.9
Sn 139(4) SnCl2 395.9
Pb 146(5) PbCl2 370.0
As 119(4) AsCl3 1099.3
Sb 139(5) SbCl3 959.0
Bi 148(4) BiCl3 901.7

3.1.3 MZEDA of the pCp-Mn+ Complexes

As discussed in the previous sections, the existence of the pCp inclusion complexes

of Ga(I), Ge(II) and Sn(II) also have experimental evidence. This led us to further in-

vestigate their bonding properties and the strength of different types of interactions in

them through MZEDA. We extended our investigation to all the pCp-Mn+ inclusion

complexes involved in the current study. We used the optimized geometries of these

complexes and the said analysis was carried out at the PBE0/TZ2P level of theory.

The strength of coordination may be expressed through the attraction energy terms i.e.

∆Eele and ∆Eorb. It is to be noted that ∆Eele throughout our discussion depicts the

strength of ionic interactions while ∆Eorb indicates the strength of covalent attractions.

The ratio of ∆Eorb to ∆Eele tells us about the relative importance of ionic and covalent

bonding. Total steric repulsion in a complex is shown as ∆EPauli. Although the instan-

taneous interaction energy ∆Eint is the sum of these three energy terms, it is desirable
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to explain the interatomic interactions in terms of three separate quantities; ∆EPauli,

∆Eele and ∆Eorb.202 ∆Eorb in case of a D3 symmetric structure is further decomposed

to the energy due to the non-reducible terms A1, A2 and E1. This shows different types

of orbitals based on symmetry and can be useful in comparing the orbital symmetries

of complexes in different point groups. In our case, we have either C3 or D3 symmetric

complexes, however, such a comparison based on orbital-symmetries is not possible

due to the limitations of the software that decomposes ∆Eorb into non-reducible terms

for complexes with D3 point group but not with C3 symmetry. Nonetheless, these values

have been added for the completeness of tables.

EDA values are given in Table 3.28 to 3.30. In Group 13 pCp-Mn+ complexes, the ∆Hf

becomes increasingly exothermic moving down the group which forces one to infer that

the pCp-Tl+ is more stable than pCp-Ga+ and pCp-In+. However, the EDA terms in

Table 3.28 suggest otherwise. This is consistent with the fact that the thermodynamic

parameters such as enthalpy of formation or dissociation energy can not independently

explain the strength of an interaction.202 The strength of covalent interaction decreases

to a small extent moving from Ga+ to In+ and Tl+ which is in line with the ∆Eint

value in the order Ga > In > Tl. Hence, the ratio of ∆Eorb to ∆Eele that is 1.2 for pCp-

Ga+ and 1.0 for each of pCp-In+ and pCp-Tl+ shows that pCp-Ga+ has comparatively

stronger metal-ligand interaction. This can also be correlated with the shortest metal-

carbon distances in pCp-Ga+. However, it is noticed that all these pCp-M+ have C3

symmetric minima while the metal cations in pCp-In+ and pCp-Tl+ tend to come on

the peripheries of the cavity compared to the central location of Ga+ which is due to the

comparatively smaller contribution of ∆Eorb in pCp-In+ and pCp-Tl+.

Since we were successful in optimizing the D3 symmetric Group 14 pCp-M2+ com-

plexes of Group 14 metals, we exploited these further for MZEDA as well (Table 3.29.

The covalent interaction is the strongest for pCp-Ge2+ (-242.16 kcal/mol) and it grad-

ually decreases down the group through pCp-Sn2+ (-205.31 kcal/mol) to pCp-Pb2+ (-

193.83 kcal/mol). The reverse is true for the strength of electrostatic interaction moving
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Table 3.28: Results of the MZEDA analysis for M-Cyclophane (M = Ga+, In+, Tl+)
complexes in C3 symmetry (results for the D3 transition structures in parentheses) at the
PBE0/TZ2P level. The percentage shows the contribution of an energy term in the total
attraction energy which is the sum of ∆Eele and ∆Eorb. ∆Ehybrid is the component of
∆Eorb expressed separately in the MZEDA results. All values in kcal mol−1.

Ga In Tl
∆EPauli 61.73 (66.40) 49.24 (89.40) 44.47 (88.67)

∆Eele -56.98 (-59.47) -49.34 (-70.74) -45.62 (-68.25)
45.8% (46.1%) 48.97% (52%) 50% (52.5%)

∆Eorb -67.40 (-69.46) -51.42 (-65.44) -45.43 (-61.79)
54.2% (53.9%) 51.03% (48%) 50% (47.5%)

∆Ehybrid 17.04 (17.89) 20.99 (26.18) 19.01 (27.49)
A1 (-5.52) (-5.82) (-5.68)
A2 (-16.06) (-14.66) (-14.41)
E1 (-47.88) (-44.97) (-41.70)
∆Eint -62.66 (-62.53) -51.51 (-46.78) -46.57 (-41.37)

from Ge to Pb. The ratio of ∆Eorb to ∆Eele is 2.7 for pCp-Ge2+ (metal-carbon distance

2.83-2.86 Å) while for pCp-Sn2+ (metal-carbon distance 2.94-2.96 Å) and pCp-Pb2+

(metal-carbon distance 2.95-2.96 Å) is 2.2 and 2.0 respectively which shows that the

overall interaction is the strongest on top of the group and weakens moving down. The

same is suggested by the ∆Eint values of these complexes in Table 3.29.

Table 3.29: Results of the MZEDA analysis for M-Cyclophane (M = Ge2+, Sn2+, Pb2+)
complexes in D3 symmetry at the PBE0/TZ2P level. The percentage in parentheses
shows the contribution of an energy term in the total attraction energy which is the sum
of ∆Eele and ∆Eorb. ∆Ehybrid is the component of ∆Eorb expressed separately in the
MZEDA results. A1, A2 and E1 are the non-reducible terms in which ∆Eorb of a D3

structure can be decomposed. All values in kcal mol−1.

Ge Sn Pb
∆EPauli 75.88 88.57 96.88
∆Eele -88.12 (26.7%) -93.57 (32.3%) -96.56 (34.2%)
∆Eorb -242.16 (73.3%) -205.31 (68.7%) -193.83 (66.8%)
∆Ehybrid -20.85 -9.15 -9.63
A1 -12.34 -12.68 -12.72
A2 -63.08 -50.57 -48.15
E1 -166.74 -142.07 -132.97
∆Eint -254.41 -210.30 -193.50

As3+, Sb3+ and Bi3+ form the most stable complexes among all the metal cations under
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discussion (Table 3.30). The strength of coordination with pCp is in the order As3+

> Sb3+ > Bi3+. However, the C3 symmetric pCp-As3+ minimum attains the strongest

interaction as a result of effective π-donation from the pCp cavity due to the smallest

sized As3+. In the pCp-Sb3+ and pCp-Bi3+ D3 symmetric complexes the metal cations

coordinate equally with all the phenyl rings. Here again, the covalent interactions are

the strongest for the smallest sized metal cation. The factor of increasing nuclear charge

along a period also justifies the highest values of ∆Eorb for Group 15 pCp-Mn+ among

the selected three groups. An inter-group comparison of these orbital interactions shows

that their strongest contribution is for Group 15 complexes which makes the overall

covalent interaction in the complexes of this group strongest. However, precaution

is needed while interpreting these results for pCp-As3+ as the ground state minimum

(values given in parentheses) does not show the decomposition of ∆Eorb term. The

ratio of ∆Eorb to ∆Eele is 4.8 for pCp-As3+, 3.8 for pCp-Sb3+ and 3.5 for pCp-Bi3+.

This is consistent with the trend of decreasing ∆Eint down the group.

Table 3.30: Results of the MZEDA analysis for M-Cyclophane (M = As3+, Sb3+, Bi3+)
complexes in D3 symmetry (Note that the D3 symmetric As complex is a transition
structure. The results for the C3 symmetric minimum are given in parentheses) at the
PBE0/TZ2P level. The percentage shows the contribution of an energy term in the total
attraction energy which is the sum of ∆Eele and ∆Eorb. ∆Ehybrid is the component of
∆Eorb expressed separately in the MZEDA results. A1,A2 andE1 are the non-reducible
terms in which ∆Eorb of a D3 structure can be decomposed. All values in kcal mol−1.

As Sb Bi
∆EPauli 78.98 (130.07) 103.33 106.87

∆Eele -118.37 (-132.27) -127.73 -129.40
16.7% (17.2%) 20.7% 22.4%

∆Eorb -589.09 (-634.78) -488.72 -447.91
83.3% (82.8%) 79.3% 77.6%

∆Ehybrid -66.93 (-77.41) -51.81 -46.96
A1 -24.47 -25.71 -25.99
A2 -166.14 -130.11 -118.96
E1 -398.48 -332.90 -302.97
∆Eint -628.51 (-636.98) -513.17 -470.42
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3.2 Metal-Deltaphane Complexes

3.2.1 Structural Properties

3.2.1.1 Free Deltaphane

The D3 symmetric geometry of deltaphane (Dp) optimized at PBE0-D3BJ/def2TZVP

level is given in Figure 3.9. The calculated bond lengths are in agreement with the

experimental data63 (Table 3.31). For a detailed comparison, the experimental data of

Dp1Ag (Figure 1.5 reported at the same time63 is also given in the table. As expected

due to the strain imposed by the cyclic geometry, the CC bond lengths in the phenyl ring

differ to some extent. The longest is the the side facing the so called cavity made by the

two ethyl bridges and it is calculated to be 1.393 Å. The other two facing toward the

top (and hence the two toward the bottom) are 1.387 Å each for which the experimental

values (1.390(2) Å and 1.387(3) Å) show that these are similar. The terms "top" and

"bottom" are referred to as Figure 3.9 where the side above the plane of paper is the top

and vice versa as otherwise both the sides are similar. As seen in the experimental data

in Table 3.31, Dp affords coordination with silver triflate with little changes in dihedral

angles compared to the un-complexed Dp. This shows the rigid behaviour of Dp toward

the formation of complexes.

Table 3.31: Key structural parameters of deltaphane. Data from Dp1Ag is given in
square brackets. ’r’ is for bond-length (Å) and φ shows the dihedral angle in degrees(°).

Experimental Calculated

r φ r φ

(C37-C38)phenyl 1.393(3) [1.411(1)] 1.397
(C40-C43)phenyl 1.387(3) [1.395(1)] 1.389
(C1-C13)bridgehead 1.518(2) [1.504(1)] 1.503
(C13-C14)bridging 1.531(3) [1.525(1)] 1.550
C43-C51-C52-C3 -17 [-11] -26
C43-C41-C45-C46 84 [76] 91
C3-C4-C46-C45 -58 [-63] -52
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Figure 3.9: Structures of D3 symmetric Dp optimized at PBE0-D3/def2TZVP level
of theory. All the atom numbering corresponds to the numbering used in discussion.
Hydrogen atoms are omitted for clarity.

Dp is one of the two cyclophanes of our interest to investigate its ability of forming

complexes with heavier main group metals through guest-host interactions. Its system-

atic name [2.2.2.2.2.2](1,2,4,5)cyclophane shows that it consists of three phenyl rings

attached to one another through ethano bridges. Each arene ring is attached to two such

bridges on either side, as distinct from the one on each para position of the phenyl

rings in pCp. This results in high rigidity of the deltaphane geometry, but it is still

able to accommodate metal cations due to its π-rich cavity engaging in donor-acceptor

interactions.63

3.2.1.2 Exclusion Complexes

By analogy to the pCp complexes discussed previously, we are interested in investigat-

ing the main-group metal exclusion complexes with Dp. We optimized two types of
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complexes in this case as well; Dp3M with a metal chloride coordinating from the outer

surface of each of the phenyl rings of Dp and the second type Dp2M where the two

metal chlorides each coordinate with one phenyl ring.

The exclusion complexes of Dp are similar in their mode of coordination to each other

within a group of metals (Tables 3.32 to 3.40). Figures 3.10 and 3.11 show optimized

geometries of Dp3M and Dp2M types of complexes of Ga (representing Group 13),

Ge (for Group 14) and As (for Group 15). Although the CCphenyl, CCbridging and

CCbridgeheads bond lengths remain almost identical to the un-complexed Dp, the phenyl

rings experience distortion of different magnitude in the three cases and the metal-

carbon distances are different too.

Table 3.32: Metal-carbon distances in Dp-gallium exclusion complexes. In Dp1Ga, the
M-C bond distances are shown for one top of the cavity carbon atom of each of the
three arene rings. Ga+ in Dp-Ga+ has similar interaction with the three phenyl rings,
so bond distances written just for one phenyl ring. Bold text indicates the presence of
coordination based on the sum of van der Waal radii213 that is Ga (1.87) + C (1.70) =
3.57 Å.

Dp1Ga Dp2Ga Dp3Ga Dp-Ga+

3.34 3.01 3.00 3.03 3.02 3.03 2.81
3.44 3.04 3.04 3.06 3.06 3.06 2.85
3.57 3.16 3.16 3.17 3.18 3.18 2.85

3.18 3.18 3.20 3.20 3.20 2.81
3.36 3.36 3.36 3.37 3.37 2.85
3.40 3.40 3.41 3.42 3.42 2.85

Coordination η1.η1.η1 η6.η6 η6.η6.η6 η6.η6.η6

The Dp3M in case of Group 13 and 15 have metal-carbon distances within a wide range

but still within the sum of van der Waal radii. So they are engaged in η6.η6.η6 coordina-

tion of each metal chloride with the phenyl ring. Also, there is no significant deviation

of planes of the Dp moiety from the un-complexed Dp in both types. The rigidity of Dp

makes it able to resist the significant changes in dihedral angles even in Group 14 metal

complexes unlike pCp complexes of Ge, Sn and Pb where we observed large distortions

in the cyclophane geometry. For example, in the case of Dp3Ge, C43-C51-C52-C3 and

C43-C41-C45-C46 dihedral angles are -27° and 92° respectively compared to -26° and
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Table 3.33: Metal-carbon distances in Dp-indium exclusion complexes. In Dp1In, the
M-C bond distances are shown for one top of the cavity carbon atom of each of the
three arene rings. In+ in Dp-In+ has similar interaction with the three phenyl rings,
so bond distances written just for one phenyl ring. Bold text indicates the presence of
coordination based on the sum of van der Waal radii that is In (1.98214) + C (1.70215) =
3.68 Å.

Dp1In Dp2In Dp3In Dp-In+

3.48 3.19 3.19 3.22 3.21 3.22 2.84
3.56 3.22 3.22 3.24 3.23 3.25 2.88
3.67 3.32 3.32 3.33 3.33 3.33 2.90

3.34 3.34 3.35 3.36 3.35 2.84
3.48 3.48 3.48 3.50 3.48 2.88
3.53 3.53 3.53 3.55 3.53 2.90

Coordination η1.η1.η1 η6.η6 η6.η6.η6 η6.η6.η6

Table 3.34: Metal-carbon distances in Dp-thalium exclusion complexes. In Dp1Tl, the
M-C bond distances are shown for one top of the cavity carbon atom of each of the
three arene rings. Tl+ in Dp-Tl+ has similar interaction with the three phenyl rings,
so bond distances written just for one phenyl ring. Bold text indicates the presence of
coordination based on the sum of van der Waal radii that is Tl (2.08216) + C (1.70215) =
3.78 Å.

Dp1Tl Dp2Tl Dp3Tl Dp-Tl+

3.46 3.22 3.23 3.25 3.24 3.25 2.86
3.50 3.25 3.25 3.28 3.26 3.28 2.90
3.61 3.35 3.34 3.35 3.36 3.36 2.91

3.38 3.38 3.38 3.39 3.38 2.86
3.51 3.51 3.50 3.52 3.51 2.90
3.56 3.56 3.55 3.57 3.56 2.91

Coordination η1.η1.η1 η6.η6 η6.η6.η6 η6.η6.η6

91° respectively in un-complexed Dp. The exclusion complexes of the selected Group

14 metals involve η2 coordination of each metal chloride with respective phenyl ring

despite the fact that all M-C distances are within the sum of the van der Waal radii.

Here we propose that the metal chloride makes a quasi-tetrahedral coordination with

the phenyl ring. Dihedral angles in Group 15 exclusion complexes do not undergo any

notable changes. This discussion reveals the rigidity of the Dp moiety which influences

the stability of its complexes with metals as evident from highly endothermic enthalpies

of formation compared to that of pCp complexes.
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Table 3.35: Metal-carbon distances in Dp-germanium exclusion complexes. In Dp1Ge,
the M-C bond distances are shown for one top of the cavity carbon atom of each of the
three arene rings. Ge2+ in Dp-Ge2+ has similar interaction with the three phenyl rings,
so bond distances written just for one phenyl ring. Bold text indicates the presence of
coordination. The sum of van der Waal radii that is Ge (2.11216) + C (1.70215) = 3.81
Å shows that all the M-C distances are classified as coordination but the visual repre-
sentation of the complexes shows otherwise. Hence, the classification of coordination
is based on three-dimensional view.

Dp1Ge Dp2Ge Dp3Ge Dp-Ge2+

3.12 2.82 2.81 2.83 2.84 2.84 2.75
3.42 2.90 2.90 2.92 2.91 2.92 2.76
3.45 3.05 3.05 3.06 3.08 3.07 2.79

3.26 3.26 3.29 3.27 3.27 2.75
3.38 3.38 3.40 3.40 3.40 2.76
3.52 3.53 3.54 3.53 3.53 2.79

Coordination η1 η2.η2 η2.η2.η2 η6.η6.η6

Table 3.36: Metal-carbon distances in Dp-tin exclusion complexes. In Dp1Sb, the M-C
bond distances are shown for one top of the cavity carbon atom of each of the three
arene rings. Sn2+ in Dp-Sn2+ has similar interaction with the three phenyl rings, so
bond distances written just for one phenyl ring. Based on the sum of van der Waal radii
that is Sn (2.17213) + C (1.70215) = 3.87 Å shows that all the M-C distances are classified
as coordination but the visual representation of the complexes shows otherwise. Hence,
the classification of coordination is based on three-dimensional view.

Dp1Sn Dp2Sn Dp3Sn Dp-Sn2+

3.18 2.98 2.98 3.00 3.01 3.00 2.80
3.45 3.03 3.03 3.05 3.04 3.04 2.82
3.49 3.19 3.19 3.21 3.22 3.22 2.84

3.36 3.36 3.37 3.34 3.36 2.80
3.49 3.49 3.50 3.50 3.51 2.82
3.61 3.61 3.63 3.60 3.62 2.84

Coordination η1 η2.η2 η2.η2.η2 η6.η6.η6

3.2.1.3 Inclusion Complexes

To investigate the possible coordination mode and interaction properties that the main

cavity of Dp may have, we optimized the ground state geometries of Dp1M and Dp-Mn+

inclusion complexes as in the case of pCp. The trends within a group of metals remains

the same, so Figures 3.12 and 3.13 show one example from each group for both types of

compounds. In all Dp1M complexes where the metal chloride coordinates from above
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Table 3.37: Metal-carbon distances in Dp-lead exclusion complexes. In Dp1Pb, the M-C
bond distances are shown for one top of the cavity carbon atom of each of the three arene
rings. Pb2+ in Dp-Pb2+ has similar interaction with the three phenyl rings, so bond
distances written just for one phenyl ring. Based on the sum of van der Waal radii that
is Pb (2.02213) + C (1.70215) = 3.72 Å, shows that all the M-C distances are classified
as coordination but the visual representation of the complexes shows otherwise. Hence,
the classification of coordination is based on three-dimensional view.

Dp1Pb Dp2Pb Dp3Pb Dp-Pb2+

3.08 3.02 3.00 3.03 3.01 3.03 2.82
3.34 3.01 3.03 3.04 3.08 3.04 2.85
3.37 3.20 3.20 3.22 3.24 3.23 2.86

3.31 3.32 3.32 3.29 3.32 2.82
3.46 3.47 3.47 3.49 3.49 2.85
3.56 3.57 3.57 3.51 3.58 2.86

Coordination η1 η2.η2 η2.η2.η2 η6.η6.η6

Table 3.38: Metal-carbon distances in Dp-arsenic exclusion complexes. In Dp1As, the
M-C bond distances are shown for one top of the cavity carbon atom of each of the
three arene rings. As3+ in Dp-As3+ has similar interaction with the three phenyl rings,
so bond distances written just for one phenyl ring. Bold text indicates the presence of
coordination based on the sum of van der Waal radii that is As (1.85213) + C (1.70215)
= 3.55 Å.

Dp1As Dp2As Dp3As Dp-As3+

3.52 3.18 3.13 3.15 3.15 3.15 2.73
3.52 3.19 3.18 3.20 3.20 3.20 2.70
3.52 3.28 3.29 3.31 3.31 3.32 2.77

3.31 3.38 3.40 3.40 3.41 2.73
3.40 3.41 3.42 3.42 3.44 2.70
3.46 3.46 3.47 3.47 3.49 2.77

Coordination η1.η1.η1 η6.η6 η6.η6.η6 η6.η6.η6

the Dp cavity, the metal chloride may interact with one carbon from each phenyl ring.

Hence, these complexes may involve a maximum of η1.η1.η1 coordination of metal

with the Dp moiety. Due to the rigidity in un-complexed Dp imposed by the two ethano

bridges on either side of each phenyl ring, there is no considerable deformation of the

Dp geometry and hence all dihedral angles undergo only minor changes.

Group 13 Dp1M complexes are the case where the metal chloride interacts with the three

carbon atoms. This gives rise to η1.η1.η1 coordination mode. In Group 14 complexes,
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Table 3.39: Metal-carbon distances in Dp-antimony exclusion complexes. In Dp1Sb,
the M-C bond distances are shown for one top of the cavity carbon atom of each of the
three arene rings. Sb3+ in Dp-Sb3+ has similar interaction with the three phenyl rings,
so bond distances written just for one phenyl ring. Bold text indicates the presence of
coordination based on the sum of van der Waal radii that is Sb (2.06213) + C (1.70215) =
3.76 Å.

Dp1Sb Dp2Sb Dp3Sb Dp-Sb3+

3.40 3.22 3.18 3.25 3.20 3.20 2.77
3.40 3.23 3.24 3.25 3.26 3.26 2.77
3.40 3.34 3.36 3.36 3.38 3.38 2.81

3.40 3.46 3.42 3.48 3.48 2.77
3.50 3.50 3.52 3.52 3.52 2.77
3.57 3.56 3.60 3.58 3.57 2.81

Coordination η1.η1.η1 η6.η6 η6.η6.η6 η6.η6.η6

Table 3.40: Metal-carbon distances in Dp-bismuth complexes. In Dp1Bi, the M-C bond
distances are shown for one top of the cavity carbon atom of each of the three arene
rings. Bi3+ in Dp-Bi3+ has similar interaction with the three phenyl rings, so bond dis-
tances written just for one phenyl ring. Bold text indicates the presence of coordination
based on the sum of van der Waal radii that is Bi (2.07213) + C (1.70215) = 3.77 Å.

Dp1Bi Dp2Bi Dp3Bi Dp-Bi3+

3.30 3.17 3.20 3.22 3.19 3.20 2.79
3.30 3.22 3.23 3.26 3.24 3.24 2.80
3.30 3.32 3.30 3.33 3.34 3.34 2.82

3.39 3.32 3.41 3.44 3.42 2.79
3.41 3.41 3.44 3.42 3.44 2.80
3.46 3.46 3.48 3.49 3.48 2.82

Coordination η1.η1.η1 η6.η6 η6.η6.η6 η6.η6.η6

the range of metal-carbon distances increases significantly giving rise to η1 coordina-

tion. For example, in Dp1Ge, metal is 3.12 Å away from one peripheral carbon while

the other two distances are 3.42 Å and 3.45 Å. The metal chlorides in Group 15 Dp1M

are essentially η1.η1.η1-coordinated as suggested by the metal-carbon distances. For in-

stance, AsCl3 in Dp1As is equidistant from all three carbon atoms with a metal-carbon

distance of 3.52 Å.

All the Dp-Mn+ inclusion complexes with D3 have η6.η6.η6 coordination of the metal

cation inside the Dp cavity. The ground state minima of these complexes were possible
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to optimize at D3 as well as C3 symmetry. There are no notable deviations of geometry

when compared to the un-complexed Dp.

While all groups have the same coordination mode in the case of Dp-Mn+ complexes,

there is a trend of increasing metal-carbon distances down the group which can be

simply attributed to the increasing size of metal cations. The same concept may be

applied to explain comparatively shorter distances in Group 15 complexes where Dp-

As3+ demonstrates the strongest interaction among the nine complexes of its kind.

Figure 3.12: Structures of the inclusion complexes of deltaphane (Dp) with metal chlo-
rides forming Dp(MCln) denoted as Dp1M optimized at PBE0-D3BJ/def2TZVP level.
M represents Ga (for Group 13), Ge (for Group 14) and As (for Group 15). In Dp1M,
metal chlorides coordinate with the outer peripheries of the phenyl rings of Dp from
above the cavity. It is to be noted that metal-carbon bonds have been drawn to indicate
distances.
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3.2.2 Thermodynamic Properties

As for pCp complexes, we calculated the enthalpies of formation for all Dp complexes

(Table 3.41). While moving down a group of metals, the exothermic formation of the

exclusion complexes is gradually more favoured despite some exceptions. If we draw

a comparison among the three groups, the formation of Dp exclusion complexes (with

η2 coordination of metal chloride with phenyl ring), coordination is the most favoured

in case of Group 14. Here, the metal chloride is assumed to form a quasi-tetrahedral

complex with the two atoms of a phenyl ring (considered as one discrete unit) below

the plane, the metal atom on the plane and the two chlorides and the lone pair of the

metal atom lying above the plane. While comparing Dp3M to Dp2M the formation of

the former is more exothermic due to comparatively more even π charge donation from

the outer surface of the cavity.

Table 3.41: Enthalpies (kcal/mol) of formation of metal complexes with deltaphane
(Dp) in the reaction Dp + NMCln → Dp(MCln)N. Each exclusion complex is repre-
sented by DpNM where N = 1, 2 or 3 for Dp(MCln), Dp(MCln)2, Dp(MCln)3 respec-
tively and M = Ga, In, Tl, Ge, Sn, Pb, As, Sb and Bi. n represents the number of
chlorides attached to the metal in each case and its value is 1, 2 and 3 for the metals of
Group 13, 14 and 15 respectively. The inclusion complexes Dp-Mn

+ contain Mn
+ in

the centre of the cavity of Dp. They are formed as Dp + MCln→ Dp-M+
n + nCl− where

n denotes 1, 2, and 3 for the metals of Group 13, 14 and 15 respectively.

Dp1M ∆Hf Dp2M ∆Hf Dp3M ∆Hf Dp-Mn+ ∆Hf

Group 13
Dp1Ga -7.7 Dp2Ga -23.5 Dp3Ga -30.0 Dp-Ga+ 38.9
Dp1In -8.9 Dp2In -25.7 Dp3In -35.5 Dp-In+ 52.9
Dp1Tl -10.0 Dp2Tl -27.1 Dp3Tl -37.4 Dp-Tl+ 52.3

Group 14
Dp1Ge -8.7 Dp2Ge -29.8 Dp3Ge -38.0 Dp-Ge2+ 167.8
Dp1Sn -10.8 Dp2Sn -34.2 Dp3Sn -47.2 Dp-Sn2+ 168.0
Dp1Pb -13.5 Dp2Pb -37.3 Dp3Pb -51.7 Dp-Pb2+ 162.5

Group 15
Dp1As -9.1 Dp2As -20.3 Dp3As -23.8 Dp-As3+ 416.5
Dp1Sb -11.2 Dp2Sb -26.0 Dp3Sb -34.4 Dp-Sb3+ 400.0
Dp1Bi -15.6 Dp2Bi -32.8 Dp3Bi -43.7 Dp-Bi3+ 390.0

All Dp1M inclusion complexes have almost the same thermodynamic feasibility. If we

see this in connection to the large but almost identical metal-carbon distances, it can be

inferred that it is the rigidity of the Dp ring that does not allow it to accommodate the

metal chlorides closer than 3.00 Å.
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∆Hf of Dp-Mn+ shows a complicated trend as their formation is affected by a number

of factors. Since the formation of each of these complexes involves the dissociation of

the respective metal chloride, the reaction becomes more endothermic while moving

from one group to the next. Group 13 MCl involves a single energy of dissociation

compared to the additional second, in the case of Group 14 MCl2 and, in Group 15

MCl3, a third energy of dissociation. Hence the formation of Group 13 Dp-Mn+ is ther-

modynamically least disfavoured. In Group 13 complexes the smallest metal-carbon

distances are in case of Ga+ and this also has the least endothermic formation. The

trends within Group 13 are, however, opposite to the other groups. While the formation

of these complexes tends to be more exothermic down the group in Group 15, Dp-Ga+

from Group 13 presents the case with least endothermic formation. The difference in

these trends will be evaluated on the basis of MZEDA below. The formation of Dp-

Ge2+ and Dp-Sn2+ can be considered to be equally endothermic compared to that of

Dp-Pb2+.

3.2.3 MZEDA of the Dp-Mn+ Complexes

The trends in the results of energy decomposition analysis of Dp-Mn+ complexes do not

differ from the case of pCp-Mn+ except the fact that unlike other Dp-Mn+ complexes

and all the pCp-Mn+ complexes the trends of ∆Hf in Group 13 Dp-Mn+ are consistent

with these results. While in all other cases ∆Hf of the complexes seems dependent on

the ∆Hdissoc of the corresponding metal chloride, the former is the lowest for Dp-Ga+

among the Group 13 Dp complexes despite the highest ∆Hdissoc of GaCl among the

Group 13 metal chlorides. Here, MZEDA (Table 3.42) seems to solve the puzzle where

we can see that ∆Eint of Dp-Ga+ (-60.52 kcal/mol) is 25.0 kcal/mol and 24.5 kcal/mol

stronger than that of Dp-In+ (-35.52 kcal/mol) and Dp-Tl+ (-28.78 kcal/mol). The ratio

of ∆Eorb to ∆Eele for Dp-Ga+ is 1.2 while it is 0.8 for each of Dp-In+ and Dp-Tl+. The

metal-ligand distances also support this which are the least for Dp-Ga+ (2.8 Å) com-

pared to Dp-In+ (2.8-2.9 Å) and Dp-Tl+ (2.9 Å). It can be argued that all these factors

90



are additive in the formation of Dp-Ga+ with the most exothermic ∆Hf . However, the

C3 symmetric minima of Group 13 Dp-M+ (EDA values given in parentheses in Table

3.42) show almost the same trends as for their pCp-M+ counterparts.

The D3 symmetric Dp-M2+ complexes of Group 14 witness stronger coordination com-

pared to that in the (D3 symmetric transition structure) complexes of Group 13 metals.

The ratio of ∆Eorb to ∆Eele is 2.6, 2.0 and 1.8 for Dp-Ge2+, Dp-Sn2+ and Dp-Pb2+

respectively which shows the strongest coordination is on top of the group (Table 3.43).

The values of ∆Eint are also consistent with the metal-ligand distances i.e. 2.75-2.79

Å, 2.80-2.84 Å and 2.82-2.86 Å respectively. In the case of C3 symmetric minima, the

trends match that of the complexes with D3 symmetry. However, all metal cations in

the C3 complexes tend to come out of the cavity towards the top. This is then overcom-

pensated by the lower values of ∆Eint for each C3 symmetric case.

Table 3.42: Results of the MZEDA analysis for M-Deltaphane (M = Ga+, In+, Tl+)
complexes in D3 symmetry (results for the C3 minimum structures in parentheses) at the
PBE0/TZ2P level. The percentage shows the contribution of an energy term in the total
attraction energy which is the sum of ∆Eele and ∆Eorb. ∆Ehybrid is the component of
∆Eorb expressed separately in the MZEDA results. A1,A2 andE1 are the non-reducible
terms in which ∆Eorb of a D3 structure can be decomposed. All values in kcal mol−1.

Ga In Tl
∆EPauli 105.14 (72.51) 149.89 (57.30) 149.34 (51.92)

∆Eele -80.18 (-48.98) -102.52 (-39.82) -99.57 (-36.36)
48.4% 55.4% 55.9%

∆Eorb -85.48 (-75.66) -82.92 (-58.98) -78.54 (-51.59)
51.6% 44.6% 44.1%

∆Ehybrid 21.25 (29.33) 31.98 (34.43) 35.67 (33.07)
A1 -7.79 -9.08 -8.58
A2 -20.45 -19.03 -18.84
E1 -57.24 -54.81 -51.12
∆Eint -60.52 (-52.13) -35.52 (-41.50) -28.78 (-36.03)

Table 3.44 shows the MZEDA results for Group 15 Dp-M3+ complexes. We observed

that the complexes with D3 symmetry in this case possess the strongest interactions

among all the deltaphane inclusion complexes. The strength of orbital interaction for

Dp-As3+ (∆Eorb = -633.37 kcal/mol) is not only highest in Group 15 rather it is the
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highest of all the nine complexes of its type. Its strongest Eint of -666.07 kcal/mol

compared to that of Dp-Sb3+ (-542.09 kcal/mol) and Dp-Bi3+ (-476.28 kcal/mol) also

suggests the same. The ratio of ∆Eorb to ∆Eele is 4.8, 3.6 and 3.3 respectively which

implies that all the Group 15 Dp-M3+ bear overall stronger orbital interactions com-

pared to the electrostatic interactions.

Table 3.43: Results of the MZ-EDA analysis for M-Deltaphane (M = Ge2+, Sn2+, Pb2+)
complexes in D3 symmetry (results for the C3 minimum structures in parentheses) at the
PBE0/TZ2P level. The percentage shows the contribution of an energy term in the total
attraction energy which is the sum of ∆Eele and ∆Eorb. ∆Ehybrid is the component of
∆Eorb expressed separately in the MZEDA results. A1,A2 andE1 are the non-reducible
terms in which ∆Eorb of a D3 structure can be decomposed. All values in kcal mol−1.

Ge Sn Pb
∆EPauli 100.36 (126.50) 140.15 (130.24) 146.76 (120.82)

∆Eele -102.48 (-90.84) -119.12 (-94.34) -121.11 (-90.38)
27.6% 33.4% 56%

∆Eorb -268.68 (-283.79) -237.98 (-235.22) -223.23 (-210.59)
72.4% 66.6% 44%

∆Ehybrid -28.49 (-1.73) -23.05 (11.74) -20.62 (15.55)
A1 -14.21 -15.62 -15.20
A2 -71.61 -59.95 -56.71
E1 -182.86 -162.41 -151.32
∆Eint -270.81 (-248.13) -216.92 (-199.32) -197.60 (-180.15)

Table 3.44: Results of the MZEDA analysis for M-Deltaphane (M = As3+, Sb3+, Bi3+)
complexes in D3 symmetry (The results for the C3 symmetric minimum are given in
parentheses) at the PBE0/TZ2P level. The percentage shows the contribution of an en-
ergy term in the total attraction energy which is the sum of ∆Eele and ∆Eorb. ∆Ehybrid

is the component of ∆Eorb expressed separately in the MZEDA results. A1, A2 and E1

are the non-reducible terms in which ∆Eorb of a D3 structure can be decomposed. All
values in kcal mol−1.

As Sb Bi
∆EPauli 100.30 (201.07) 140.55 (186.07) 154.08 (168.78)

∆Eele -132.95 (-142.09) -147.66 (-140.83) -152.61 (-134.77)
17.4% 21.6% 23.5%

∆Eorb -633.37 (-734.81) -535.01 (-575.48) -496.03 (-510.29)
82.6% 78.4% 76.5%

∆Ehybrid -79.90 (-77.18) -70.59 (-33.34) -70.16 (-19.64)
A1 -26.71 -28.93 -29.30
A2 -182.86 -144.46 -133.37
E1 -423.80 -361.63 -333.36
∆Eint -666.07 (-675.84) -542.09 (-530.24) -494.61 (-476.28)
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3.3 Comparison of pCp and Dp Complexes

We have seen that, while both pCp and Dp have π-rich cavities hosting the main-group

metals inside the cavity with higher coordination numbers in most of the cases com-

pared to that from outside the cavity, both types of cyclophanes have different geome-

tries which force them to behave differently in complex formation. In all the cases, pCp

is expected to accommodate metal chlorides (in 3M, 2M and 1M complexes) or metal

cations (in pCp/Dp-Mn+ complexes) more efficiently due to its more flexible geometry.

It readily undergoes the changes in dihedral angles across the ethano bridges and phenyl

rings tend to adjust accordingly to coordinate with the π acceptor. This increases the

thermodynamic feasibility of the pCp complexes. On the other hand, the phenyl rings

in Dp are locked with two ethano bridges (ortho to one another) on either side and have

less freedom of deviation from the geometry of the un-complexed structure. Hence,

Dp is in principle less efficient in forming coordination complexes and the formation

of complexes tends to be more endothermic. A comparison of ∆Hf of pCp complexes

(Table 3.26) with that of Dp complexes (Table 3.41) show that each pCp complex is

thermodynamically more feasible compared to the respective Dp complex.

A comparison of EDA is not so simple. The Group 13 C3 symmetric pCp-Mn+ com-

plexes show stronger interactions compared to the respective Dp-Mn+ complexes and

this in line with comparatively exothermic formation of pCp-Mn+ complexes. How-

ever, Group 14 and 15 Dp-Mn+ complexes exhibit stronger interactions than their pCp

counterparts while the formation of pCp complexes is exothermic compared to their

Dp counterparts. This anomaly can be attributed to the thermal effects which arise due

to the enhanced vibrational changes upon pCp coordination with the cations of higher

molecular mass due to the flexible structure of pCp compared to the more rigid Dp.

Thermal effects are, however, not taken into account while evaluating the interaction

energy which comes from the electronic effects of the two frozen fragments. Hence,

Group 14 and 15 pCp complexes even with exothermic formation exhibit smaller inter-

action energy compared to their Dp counterparts.
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3.4 Conclusion

The structure and coordination modes of exclusion and inclusion complexes of cyclo-

phanes were investigated through quantum chemical calculations. We explored differ-

ent coordination possibilities of nine heavier main-group metals with with the inside

and outside of pCp and Dp cavities. The metal in the Group 14 exclusion complexes

and 1M inclusion complexes tend to shift away from the centre of the phenyl ring in

the former case or from the centre of the cavity in the latter case. We assume that each

of these metals prefers making a quasi-tetrahedral complex one or more sides of the

ligand thus attaining stability. Group 13 and 15 exclusion complexes show η6.η6.η6 co-

ordination of the metal chloride with the phenyl ring. The mode of attachment of metal

chloride with the top of the cyclophane cavity in (pCp1M) complexes of Group 13 is

different from each other. GaCl in pCp1Ga and TlCl in pCp1Tl prefer to remain closer

to just one carbon while pCp1In having a comparatively narrower M-C range but based

on the sum of van der Waal radii, pCp1In and pCp1Tl have η2.η2.η2 coordination while

pCp1Ga has η2.η2.η1 coordination. All the pCp1M Group 15 complexes also exhibit

η2.η2.η2 coordination. The Dp1M complexes of Group 13 and 15 are the cases where

metal chlorides show η1.η1.η1 coordination. In Dp1M complexes of Group 14, we again

propose the formation of a quasi-tetrahedral coordination of metal chloride with one out

of three top carbon atoms, hence, preferring η1 coordination.

All the pCp/Dp-Mn+ inclusion complexes with D3 symmetry involve η6.η6.η6 coordina-

tion of the metal cation inside the cyclophane cavity. In C3 symmetric minima, usually

the metal cation tends to come out of the cavity toward the peripheries. Interestingly

however, pCp-Ga+ and Dp-Ga+ are the cases where Ga+ even in C3 symmetric ge-

ometry prefers essentially η6.η6.η6 coordination. As3+ shows η2.η2.η2 coordination in

pCp-As3+ with C3 symmetry. The C3 symmetric minima of pCp-In+ and pCp-Tl+ have

lower interaction energy than pCp-Ga+ which is not because of higher steric repulsion

rather it is due to the comparatively smaller contribution of ∆Eorb in case of pCp-In+

and pCp-Tl+. A comparison of MZEDA across the period shows increasing ∆Eorb
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and the reverse is true for ∆Eele. This can be attributed to the decreasing cationic size

along a period that facilitates π-charge donation from the cyclophane cavity to the metal

cation. Increasing ∆Eorb in turn increases an overall interaction energy adding to the

strength of coordination from left to right in a period.

We propose, based on the different modes of coordination, that inclusion complexes

are comparatively more favoured for the synthetic purposes. They all exhibit a perfect

η6.η6.η6 coordination with most of them having D3 symmetry except the C3 symmetric

Group 13 pCp-M+ and pCp-As3+ complexes. Moreover based on thermodynamic fea-

sibility, pCp-metal inclusion complexes are comparatively more favoured than their Dp

analogues.
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Chapter 4

A Computational Study of Structure

and Bonding Properties of a

Heterobimetallic Indium-Zinc

Compound with Mesityl Azide

Chapter 1 describes how main-group metals have applications in various types of re-

actions. There is an interest in exploring the synthesis and reactivity of heterobimetal-

lic compounds of main-group metals due to their versatile applications in catalysis,

materials and in synthesizing new reagents.136,137 There are known examples of these

complexes where a metal-metal bond exists through a donor-acceptor interaction, for

example138 Ga-Ni and In-Ni. Examples are also known with Ga-M’ (M’ = Na, Zn and

Cd) bonds.141 where gallium acts as a donor. Inspired by these developments the ex-

ploration of the reactivity of these compounds is being carried out in the research group

of Professor Coles at Victoria University of Wellington. They first synthesized a het-

erobimetallic compound with In-Zn bond and further carried out an insertion reaction

where a mesityl amine gets inserted across the In-Zn forming In-N and Zn-N bonds.

We wished to gain a computational insight into the structure and bonding properties
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of these newly synthesized compounds. The calculations in this part utilize PBE0-

D3BJ/def2SVP method.

4.1 Investigation of Structural and Bonding Properties

of Heterobimetallic Compounds: Indium-Zinc bond

cleavage

In recent developments in the Coles’ group in-house at Victoria University of Welling-

ton K[In(NONAr)] (NONAr = [O(SiMe2NAr)2]2−, Ar = 2,6-iPr2C6H3), when comes in

contact with Zn(BDIR )Cl (BDI = [HCC(Me)NR2], R = 2,4,6-Me3C6H2 (Mes), Ar) in

the presence of C6D6, yields InZn-1 (InZn-1 = (NONAr)In-Zn(BDIR)) that further af-

fords InZn-2 through an intermediate Int-InZn upon reacting with MesN3 as shown

in Scheme 4.1217 We first optimized the ground state geometries of these newly syn-

thesized compounds at the PBE0-D3BJ/def2SVP level of theory. All structures were

ground state minima on potential energy surface. Further, NBO and Bader analyses

were performed on these optimized structures to analyze the different bonding interac-

tions.

4.1.1 Structural Features

Figure 4.1 shows the ground state geometries of the three compounds given in Scheme

4.1 marked with some bond lengths including those on the reaction site. In InZn-1,

In-Zn bond length is 2.56 Å (experimental: 2.55 Å) which undergoes cleavage with the

intoduction of mesityl azide. The intermediate (Int-InZn) was isolated and character-

ized, however its crystallization was not successful. It involves the attachment of both

indium and zinc to the terminal nitrogen of the azide with In-N and Zn-N bond lengths

of 2.24 Å and 1.93 Å respectively. Additionally, the azide establishes a 4-membered
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Scheme 4.1: Reaction involving the indium zinc bond in InZn-1 to add mesityl azide
which results in intermediate (Int-InZn) containing 4-membered cyclic and subsequent
elimination of N2 to form InZn-2. Hydrogen atoms are omitted for clarity. Reprinted
from reference217 with permission (Licence ID: 1001280-1) from the publisher. Copy-
right (2019) Royal Society of Chemistry.

cyclic interaction with In where the second In-Nmesityl bond length is 2.28 Å. This lat-

ter bond is retained in the final product InZn-2 where now Zn is also attached to this

nitrogen and the final In-N and Zn-N bond lengths are 2.04 Å and 1.93 Å, respectively.

4.1.2 Bonding Properties

To gain a deeper insight in the electronic stucture and bonding properties, we carried

out NBO and QTAIM analyses of compounds InZn-1 and InZn-2.

The NBO charges on In and Zn in the former are 0.86 and 1.30 respectively in InZn-1

which shows comparatively more positively charged Zn. The Wiberg bond index that

is the measure of the number of covalent bonds is 0.64 for the bond In-Zn which shows

single bond character. As discussed in Chapter 2, the quantum mechanics and under-

lying theories such as DFT (density functional theory) offer a solution to a problem

whose nature is probabilistic. Therefore the absolute values cannot be used in isola-
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Figure 4.1: Ground state structures of the main reactant, intermediate and product in
Scheme 4.1 optimized at PBE0-D3BJ/def2SVP level. Some important bond lengths
including those on the reaction site have also been indicated.

tion to analyze the solution. Likewise, the WBI value of 0.64 indicates a single bond

character involving one pair of electron. However, the nature of the bond whether ionic,

covalent or donor-acceptor, is decided in conjunction with other indicators such as NBO

and Bader’s analyses. The natural bond orbital concerned with this bond shows 73.5%

contribution of In while 26.5% comes from Zn. The sp hybrid orbital from In overlaps

with the Zn orbital of mainly p character (5% contribution is from d obital).

In InZn-2, there are two bonds of interest to analyze; In-Nmesityl and Zn-Nmesityl since

mesityl amine is inserted in In-Zn bond. The NBO charges on In, Zn and Nmesityl are

1.83, 1.65 and -1.45, respectively. This shows N is more negatively charged as expected

but now In is more positive than Zn unlike in InZn-1. The Wiberg bond index for In-N
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and Zn-N bond is 0.61 and 0.23 respectively which shows a greater bond order in In-N

than Zn-N.

The results for QTAIM analysis for In-Zn bond in InZn-1 and In-N and Zn-N bonds in

InZn-2 are shown in Table 4.1. The nature of bond has been decided according to a set

of rules given by Popelier.218 The In-Zn bond in InZn-1 is donor-acceptor where we

propose, based on NBO charges, that indium is donor while zinc is acceptor as indium

is more positively charged than zinc in the bond. Both the metal-nitrogen bonds in

InZn-2 are proposed to be polar-covalent as the QTAIM analysis suggests. According

to Popeliar218, the electron density (ρ) along a bond critical point (BCP) is very low

with the Laplacian of electron density (∇2ρ) having a plus (+) sign. The sign with

∇2ρ determines the amount of electron density: a plus sign shows the electron density

is depleted along the BCP while a minus (−) sign indicates the retention of electron

density accompanied by a high value of ρ. If a positive sign of ∇2ρ is accompanied by

a high electron density, then the covalent bond is comparatively a weaker shared polar

interaction. Literature111 shows that an electron density of the order 10−2 represents a

closed-shell interaction (ionic or donor-acceptor) while that of the order 10−1 or higher

represents an open-shell interaction including covalent bond.

Table 4.1: QTAIM analysis of some important bonds in InZn-1 and InZn-2. ρ(rBCP)
denotes electron density along a bond critical path (BCP),∇2ρ(rBCP) represents Lapla-
cian of the electron density, G(rBCP)/ρ(rBCP) shows the ratio of kinetic energy to the
electron density and H(rBCP) shows electronic local energy density. Reprinted from
reference217 with permission (Licence ID: 1001280-1) from the publisher. Copyright
(2019) Royal Society of Chemistry.

ρ(rBCP) ∇2ρ(rBCP) G(rBCP)/ρ(rBCP) H(rBCP) Type of Bond
BCP(In-Zn) 0.0575 0.0153 0.04443 0.0217 Donor-Acceptor
BCP(In-N) 0.1082 0.4533 1.2843 0.0257 Polar-Covalent
BCP(Zn-N) 0.1066 0.5345 1.4242 0.0182 Polar-Covalent
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4.1.3 Conclusion

The structural properties obtained from the crystal structure information match those of

our calculated features except small deviations which usually occur due to the inclusion

of crystal packing forces in experimental results that are not considered in the gas phase

computational calculations. NBO and Bader’s analyses were employed to explore the

nature of selected bonds that will be helpful in understanding the behaviour of these

complexes in future from the perspective of reactivity. The NBO charges indicate that

In-Zn bond is of donor-acceptor nature in InZn-1 with the indium side behaving as

donor compared to the acceptor behaviour of the zinc side. In InZn-2, the newly formed

Zn-N retains a smaller electron density than the In-N bond.
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Chapter 5

Fluorescence Characteristics of

Aminobenzanthrone Dyes

Fluorescence characteristics of 3-aminobenzanthrone derivatives are mainly attributed

to intramolecular charge transfer facilitated by the extensive delocalization of the ben-

zanthrone framework which extends its effects to the N-substituents.219 These electron-

donating substituents attached at C3 of the benzanthrone framework transfer charge

upon excitation via the π-conjugation system to the carbonyl group of benzanthrone220,221

as depicted in Figure 5.1221. This causes absorption in the region of longer wave-

length.222 Moreover, this whole process is also dependent on solvent polarity; the more

polar the solvent, the more enhanced intramolecular charge transfer is.223,224 The mag-

nitude of this phenomenon is also positively affected by the stronger electron-donating

capacity of the substituents.222

In the case of aminobenzanthrone dyes, the S0 → S1 excitation of a molecule results

in a π → π∗ transition221 and subsequently, the molecules relax by emitting longer

wavelength than the absorbed one.220

The current computational study is aimed at investigating the photophysics involved in

the fluorescence mechanism of 3-aminobenzanthrone dyes (Figure 5.3) reported ear-
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lier219 for which the reported spectra are given in Figure 5.2. As efficient fluorophores,

these dyes have also found applications as fluorescent probes for membrane studies.

Trusova et al. reported their fluorescence spectra219 and both absorption and emission

spectra have been again reported recently only for 1AB.225

Figure 5.1: Proposed mechanism of intramolecular charge transfer in benzanthrone

Figure 5.2: Experimentally known fluorescence spectra of the dyes under current
study.172 Reprinted with permission from the copyright owner under licence number:
4694530175556. Copyright (2012) Springer Science Business Media, LLC.

To have a detailed understanding of the photophysics behind fluorescence of 3-amino-

benzanthrone dyes (1AB, 2AB, 3AB and 4AB) we first discuss the structural features of

their ground state geometries both in gas phase and in ethanol solvent. This is followed

by analyzing the excited state of each of these compounds. The phenomenon of ab-

sorption and emission first involves vertical excitation of a molecule followed by its
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relaxation to a new ground state. To observe the possibility of intersystem crossing, we

also compared vertical excitation of each dye in its singlet state with that in its triplet

state. To gain a deeper insight in the intramolecular charge transfer mechanism, we

performed natural bond orbitals analysis.

5.1 Structural Properties and Energetics of the Ground-

state Structures

The ground state minima of all the selected dyes were optimized at PBE0-D3/def2TZVP

level. All structures are local minima with no imaginary frequency. Table 5.1 presents

a contrast of some of the features from these ground state geometries in gas phase and

in solvated (in ethanol) phase. In addition to the comparison of the experimental bond

lengths with known crystal structures of similar type such as compound (38)166, such a

comparison provides a chance to see geometry differences in the two phases i.e. the gas

phase and the solvent phase.

Table 5.1: Key parameters from the ground state structures both in gas phase and in
solvent calculated at PBE0-D3BJ/def2TZVP level in the current study. C7=O12 is
the carbonyl of benzanthrone, C3-N13 corresponds to the bond linking the amino sub-
stituents to the benzanthrone nucleus, φ reflects the dihedral angle (degrees) for the
plane C2-C3-N13-C14. µ shows dipole moment (in debyes). The crystal structure data
of Compound (38)166 is given for comparison as its geometry resembles that of 1AB

with slight modifications on the substituent.

Gas Phase Ethanol
Bond Lengths φ µ Bond Lengths φ µ

C7=O12 C3-N13 C7=O12 C3-N13
1AB 1.22 1.39 16.65 5.16 1.23 1.37 14.85 9.6
2AB 1.22 1.38 -107.79 7.34 1.23 1.37 -113.97 11.3
3AB 1.22 1.38 123.67 7.19 1.23 1.38 130.27 11.09
4AB 1.22 1.38 107.22 7.59 1.23 1.37 114.6 11.64
(38) 1.23 1.37 -3.84

As seen in the Table5.1, a computational bond length of 1.39 Å for C3-N13 has been

observed in 1AB which is identical to the average bond length of 1.39 Å reported in lit-
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Figure 5.3: Selected 3-aminobenzanthrone dyes involved in the current study

erature226 for sp3 hybridized nitrogen attached to an aromatic system. The bond length

shrinks to 1.37 Å when calculated in ethanol possibly because of enhanced intramolec-

ular charge transfer from the basic substituent to the more electronegative ketonic car-

bonyl group when solvated by ethanol. This also matches C3-N13 bond length of the

crystal structure of compound (38) that has a similar geometry as that of 1AB except

slight modification on the substituent. The C3-N13 bond length in the other three cases

is the same i.e. 1.38 Å. This is slightly longer than the reported 1.36 Å for sp2 hy-

bridized nitrogen attached to an aromatic system.226 The deviation of the calculated

bond length in the gaseous phase is a normal phenomenon because the experimentally

reported values are for crystal structure (solid state)166 where the structure is condensed

compared to the gas phase.

105



The high polarity of the molecules is evident from the values of the dipole moment

which is in the range of 5.2-7.6 D in gas phase with the highest for compound 4AB.

The dipole moment is even higher for ethanol-solvated dyes with the values in range

9.6-11.6 D with the same trend of increasing polarity from 1AB to 4AB as in gas phase

calculations. Hence, intramolecular charge transfer is stronger in the solvent phase.

All the molecules experience a notable change in the C2-C3-N13-C14 dihedral angle

upon solvation. This means a significant difference in the structure calculated in the

gas phase and in ethanol solvent. The change in dihedral angle is more pronounced in

the cases where smaller substituents are attached that may easily change the orientation

of attachment influenced by steric or electronic effects. The difference can also be

seen in the comparison of C2-C3-N13-C14 dihedral angle in 1AB and (38) that may be

attributed to the modified substituents as well. Compound 1AB with a bulkier cyclic

substituent experiences a minimal change in the dihedral angle compared to the other

three possibly due to steric constraints hindering the movement of the substituent in

either phase. Steric constraints in this particular case may be referred to as freedom of

rotation of C3-N13 affected by the attachments over N13.

5.1.1 Stability of C=O in Benzanthrone Framework

The carbonyl group of the aromatic ketones has a generally unreactive C=O bond due

to extended π conjugation. The length of this bond, therefore, is not much affected with

the changing substituents on C3 position. It was reported earlier that repeated attempts

to synthesize Schiff’s bases at the carbonyl of benzanthrone had been unsuccessful.227

To our knowledge, there is no evidence of benzanthrone imino-derivatives with sub-

stituent reacting at the carbonyl site. In the current study, C=O bond length in the four

dyes is 1.22 Å as observed in gas phase calculations. This implies that despite being

the main receptor site in intramolecular charge transfer, the carbonyl bond is not af-

fected by changing substituents. In solvent, the calculated bond length is 1.23 Å. This
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slight increase is usually due to C=O....H-O hydrogen bonding between benzanthrone

and ethanol which is, to a certain extent, simulated by the SMD model. Although the

hydrogen bonding interactions are not explicitly calculated by it, this solvent model is

mainly an electrostatic model that makes cavities around the solute molecules to esti-

mate electrostatic interactions between the solute and the solvent implicitly.

5.1.2 NBO Analysis

To obtain an extended picture of the Lewis structures of the molecules, NBO analysis

was carried out. We used the ground state structures to run the calculations. All the

calculations were performed in NBO 6.0 as implemented in Gaussian 09 using PBE0-

D3 functional and def2TZVP basis set. In addition to the electronic information about

the atoms, this analysis is useful in predicting the increase in polarization of ethanol-

solvated dyes due to the polar solvent.

Table 5.2 shows the NBO charges on selected atoms from all the molecules involved in

the current study. It can be observed that the NBO charges of the gas phase and ethanol

phase ground state dyes do not change significantly. However, the small changes in the

numerical values supports the concept of enhanced polarity in a polar solvent such as

ethanol compared to the gas phase ground states of these dyes.

Figure 5.4 shows the charge transfer in the selected benzanthrone dyes calculated through

the second order peturbation theory as implemented in NBO 6.0. The numbers in the

figure show the energy of each transfer in kcal/mol. The higher the energy the stronger

the charge transfer interaction will be.
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Table 5.2: NBO charges of some significant atoms

Gas Phase Ethanol
1AB 2AB 3AB 4AB 1AB 2AB 3AB 4AB

C3 0.21 0.19 0.18 0.19 0.22 0.19 0.19 0.20
C7 0.51 0.51 0.51 0.51 0.50 0.50 0.50 0.50

O12 -0.55 -0.55 -0.55 -0.55 -0.56 -0.56 -0.56 -0.56
N13 -0.40 -0.52 -0.52 -0.53 -0.39 -0.52 -0.53 -0.53
N15 -0.38 -0.38 -0.39 -0.38 -0.37 -0.38
N16 -0.42 -0.41
C14 0.48 0.30 0.48 0.47 0.29 0.48
C16 -0.71 -0.44 -0.71 -0.71 -0.43 -0.71
C17 -0.43 -0.42 -0.22 -0.43 -0.41 -0.22
C18 -0.42 -0.63 -0.42 -0.63
C19 -0.43 -0.23 -0.43 -0.23
C20 -0.63 -0.63

Figure 5.4: Elaboration of charge transfer in ethanol phase from occupied to unoccupied
orbitals as observed in selected benzanthrone dyes through second order perturbation
theory (employed in NBO analysis). Since the mechanism is same (with small differ-
ence in the intensity of each transfer) in benzanthrone framework of all the molecules,
only the substituents are given for 2AB, 3AB and 4AB. Varying colours are intended for
clarity. All energies are in kcal/mol.

5.1.3 FMO Analysis

A frontier molecular orbital (FMO) diagram can provide an insight into the reactivity of

a molecule. However, in our case it also provides useful information about the HOMO-

108



LUMO band gap by calculating the change in SCF energy of both the molecular orbitals

as an electron moves from one to the other and vice-versa. The HOMO and LUMO of

all the benzanthrone dyes in the gas phase ground states are shown in Figure 5.5.

The band gaps calculated for the gas phase and solvent phase ground states are given

in Table 5.3 It is evident that the band gap decreases with the increase in polarity that

makes an electronic excitation easier in these dyes. The gas phase ground state band

gap in case of 1AB is 3.39 eV while in ethanol it reduces to 3.05 eV. The trends for all

the dyes are similar to 1AB, however, there may be differences in the energy in the same

phase of different dyes. ∆ESCF for 2AB is 3.50 eV and 3.37 eV in gas phase ground

state and solvated ground state respectively. For dyes 3AB and 4AB in the similar order

the band gaps are 3.48 eV, 3.23 eV and 3.47 eV, 3.22 eV respectively.

Table 5.3: Band gap calculated as a change in SCF energy between the gas and ethanol
phase optimized frontier molecular orbitals. All energies in eV.

Ground-state Gas Phase Ground-state Ethanol phase
1AB 3.39 3.05
2AB 3.50 3.37
3AB 3.48 3.23
4AB 3.47 3.22

5.2 Excited States

To understand the photophysics involved in the flourescence behaviour of our selected

3-aminobenzanthrone dyes, we calculated the energies of their excited states in both

gaseous and solvated phases. We used time-dependent DFT (TDDFT) and all the cal-

culations were at PBE0-D3/def2TZVP level of theory. The ground state minima op-

timized at the same level of DFT were used as the geometries to calculate vertical

excitation energies. We first calculated the vertical excitation energies for singlet states

(for a discussion of the triplet states see below). The state of interest that we employed

for all the molecules was first excited state as it is evident from the reported spectra of

the molecules that only this excited state is involved in giving absorption peaks. We fur-
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ther optimized the structure of the excited state in each case for both free and solvated

molecules. To explore the possibilities of intersystem crossing during fluorescence, we

calculated the triplet state vertical excitations for all the molecules in ethanol.

5.2.1 Vertical Excitations

Table 5.4 shows the energy change (absorbed) when the ground state of each molecule

reaches the first excited state, the corresponding dipole moment and oscillator strength

for gaseous phase calculations as well as for calculations in ethanol-solvated phase. We

calculated this only for the first excited state in each case since the oscillator strength

is highest for this state and the available experimental data shows no involvement of

higher excited states in the fluorescence process. The experimentally determined spec-

tra have a single absorption maximum for these molecules225 which corresponds to

∆Eabs calculated for the excited state with highest oscillator strength. The oscillator

strength does not have any unit and it measures the strength of electronic transitions.228

The higher its value, the more intense the transition.

Table 5.4: Results of Vertical excitations highlighting absorbed energy (∆Eabs) in eV,
oscillator strength (f ) and dipole moment (µ) in debye for the first excited state.

Gas Phase Ethanol
∆Eabs f µ ∆Eabs f µ

1AB 2.77 0.25 10.1 2.39 0.46 17.7
2AB 2.88 0.26 10.5 2.59 0.51 16.5
3AB 2.88 0.27 10.6 2.55 0.54 17.2
4AB 2.85 0.27 11.0 2.55 0.51 17.6

The calculated gas phase values of the oscillator strength do not vary much for all the

dyes as evident from the table. However, its value is consistently higher for all the

vertical excitations in ethanol compared to that in gas phase. The highest oscillator

strength is recorded for solvated 3AB that is 0.54. The same value of f (0.51) for 2AB

and 4AB predicts the absorption peak of similar intensity for these two but somewhat

more intense than the absorption peak of 1AB as predicted by its oscillator strength

(0.46).
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The gas phase calculations show that the change in energy absorbed is only affected to a

small extent by a change in substituents on the benzanthrone framework. The molecules

2AB and 3AB even show identical value of ∆Eabs which is 2.88 eV. Energy absorbed by

4AB is on second with a value of 2.85 eV and the lowest absorption energy gap (2.77

eV) has been predicted for 1AB in gas phase. The solvent phase absorption is markedly

different from that of gas phase molecules. Moreover, absorption is significantly differ-

ent in ethanol from dye to dye. The solvent shifts the absorption towards the region of

longer wavelength. The biggest red shift is hereby reported for 1AB with the absorption

of 2.39 eV (518.30 nm). There is approximately 12% error in this value from the re-

ported 455.4 nm which is in range of the already reported errors of 13%199 and 23%229

in such calculations. There is no experimental absorption data for the other dyes to the

best of our search.

While comparing the gas phase calculations with those of solvated phase, we note that

the dipole moment is markedly enhanced for all the dyes in the latter. It increases

by about 7.6 D in 1AB which is the highest recorded difference in all the molecules.

Ethanol-solvated 2AB experiences a rise of 6.0 D from gas phase, while, changing from

free phase to solvation in both 3AB and 4AB results an increase of 6.6 D each. The

comparison of ground state calculations with that of excited state shows even bigger

differences. Excitation results in the increase of polarity. It almost doubles in 1AB where

the piperazino substituent has all the atoms sp2 hybridized which is more vulnerable

to such changes from other dyes. The latter have an additional double bond in the

substitutents which, although expected to undergo a π → π∗ transition, enables them to

resist the change in dipole moments across the N13=C14 bond (Table 5.5).

Table 5.5: Dipole moment of ethanol-solvated dyes in their ground state µGS and in
excited state µES

µGS µES

1AB 9.6 17.7
2AB 11.3 16.5
3AB 11.09 17.2
4AB 11.64 17.6
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5.2.1.1 NTO Analysis

As stated earlier, fluorescence in benzanthrone derivatives is the result of intramolecular

charge transfer. To get a deeper insight on this phenomenon, we performed natural

transition orbitals (NTO) analysis of all the dyes in gas phase and ethanol phase when

they undergo vertical excitation. A difference of charge density in the highest occupied

transition orbital (HOTO) and the lowest unoccupied transition orbital (LUTO) is shown

in Fig 5.6. The HOTO is indicated by a violet colour while a light blue colour denotes

the LUTO. Differences can be observed by comparing the diagram of these NTOs for

vertical excitations in gas phase to that in ethanol solvent.

It can be clearly seen that the amount of charge transferring from the HOTO present

on N16 markedly increases in ethanol phase compared to that in gas phase which is

indicative of enhanced charge transfer in the former. There are many other differences

if we carefully observe 1AB and 1AB(ethanol). For example, the density of the charge

transferring from the HOTO present on C9 and C11" decreases in the solvated dye.

Moreover, there is enhanced transfer of charge from the HOTO present on bonds C15-

C16 and C17-C18. The charge density in the LUTO mainly resides on or near to the

carbonyl group. It can be inferred from this discussion that the charge transfer from

the HOTO is scattered over the whole molecule in the gas phase. On the contrary,

in the solvent phase the charge transfer from the HOTO is more localized at the N-

substituent. Similar differences can be observed in the charge density of 2AB, 3AB and

4AB by comparing their NTOs present in free and solvated structures. In all cases, the

donation of charge density from the HOTO of N15 is more pronounced in solvated

phase.
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5.2.2 Excited State Optimization

The data obtained from optimizing the geometries of the first excited state of all the

molecules in both gas phase and ethanol phase at PBE0-D3/def2TZVP level of TDDFT

is listed in Table 5.6. While moving from gas phase to solvated, there is a red shift in

the emitted energy. This red-shift is approximately 78 nm (0.36 eV) for 1AB, 2AB and

4AB while it is about 72 nm (0.35 eV) for 3AB. These values are indicative of enhanced

charge transfer in the solvated phase where the polarity of ethanol is mainly responsible

for this difference. All the calculated emission maxima can be correlated well with the

experimental results219 where the fluorescence spectra are in the range of 625-635 nm.

The calculated ∆Eems is 610.23 nm (2.03 eV) for 1AB, 606.71 nm (2.04 eV) for 2AB and

4AB and 590.95 nm (2.10 eV) for 3AB. We report a 5-6% error while comparing these

calculations with the experimental results. This deviation is quite low compared to the

already reported 23% error229 typical for such types of electronic transitions.

Table 5.6: Results of excited state optimization highlighting the energy emitted (∆Eems)
in eV, oscillator strength (f ) and dipole moment (µ) in debye for the first excited state.
φ reflects the dihedral angle (degrees) for the plane C2-C3-N13-C14.

Gas Phase Ethanol
∆Eems φ f µ ∆Eems φ f µ

1AB 2.39 23.90 0.21 6.19 2.03 26.22 0.47 11.12
2AB 2.40 -133.01 0.24 8.58 2.04 -139.99 0.52 14.62
3AB 2.45 141.03 0.25 8.33 2.10 146.10 0.57 14.01
4AB 2.36 133.51 0.25 8.89 2.04 140.94 0.53 14.90

We observed significant difference in oscillator strength between the gas phase and

ethanol phase optimization of the excited state. In the gas phase, it is nearly identical in

all the cases, however, based on the numerical values, it can be given in the decreasing

order as 4AB = 3AB > 2AB > 1AB. In ethanol, however, it is highest for 3AB which corre-

sponds to its most intense peak in the fluorescence spectra of these compounds (Figure

5.2.219 The change in C2-C3-N13-C14 dihedral angle of the excited state minimum is

also significant upon solvation. This changes by 7.43° in 4AB and 6.98° in 2AB which

suggests that the structure changes upon solvation. In this way the geometry of 3AB also

undergoes significant change as the dihedral angle under discussion increases by 5.07°.
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However, 1AB is least affected where this is just 2.32° changed. These changes can be

explained on the basis of the the rotation of the substituents. The cyclic substituent in

1AB does not allow the solvent to induce planarity to much extent so the change in dihe-

dral angle is small. The structure of the other three molecules undergo a greater change

toward planarity which is attributed to the enhanced ability of the substituents to rotate

across the benzanthrone framework.

An increase in polarity is further supported by the difference in dipole moment between

the two phases. The dipole moment is markedly enhanced for all the dyes when we

compare the gas phase excited state optimization with that of solvated phase. Dye 2AB

experiences the biggest increase of 6.04 D while 4AB take the second position with an

increase of 6.01 D. Ethanolated 3AB is 5.68 D more polar than its gas phase counterpart

and the least affected by solvent polarity is 1AB with 4.93 D increase in dipole moment.

Changes in the dipole moment can also be observed while transitioning from vertical

excitations to the excited state minima (Table5.5). Since the vertically excited molecule

is at a higher vibrational level with distorted electronic structure, its relaxation to the

excited state minimum with a reduced electronic distortion causes the dipole moment

to decrease.

Table 5.5 also shows the Stokes’ shift for the dyes under discussion. It is calculated as

a difference of ∆Eabs and ∆Eems. We can see that highest Stokes’ shifted emission is

for 2AB while it is the lowest for 1AB. A careful observation shows that Stokes’ shift has

an inverse relationship with the dipole moment. The more the polarity decreases as a

result of the relaxation of vertically excited molecule to the excited state minimum, the

smaller the Stokes’ shift. This means that the dyes which retain higher polarity induced

as a result of vertical excitation even in their excited state minima fluoresce with more

bathochromic shift compared to the case where the dipole moment decreases to a great

extent (1AB).
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Table 5.7: Dipole moment of ethanol-solvated dyes on their absorption maxima µabs

and after relaxation of the excited states to their minima µems. Stokes shift (S.S.) can
be calculated as the difference of the absorbed energy as a result of vertical excitation
and emission energy resulting from relaxation of the excited state minimum back to the
ground state

∆Eabs µabs ∆Eems µems S.S.
1AB 2.39 17.7 2.03 11.1 0.36
2AB 2.58 16.5 2.04 14.6 0.54
3AB 2.55 17.2 2.10 14.0 0.45
4AB 2.55 17.6 2.04 14.9 0.51

5.2.3 Comparison of Solvated Ground State and Excited State Struc-

tures

It can be inferred from the discussion in the previous section that when the excited state

of a molecule dissolved in a polar solvent relaxes to its minimum, its dipole moments are

realigned with that of solvent and significant changes can be observed in the geometry.

Table 5.8 presents a comparison between the ethanol-solvated ground state and excited

state geometries of all the molecules under study. As expected, under the effects of

high energy as a result of absorption in addition to the dipole interactions and hydrogen

bonding with solvent molecules, C=O bond lengths significantly increase from 1.23

Å in all the ground state molecules to 1.26 Å in their corresponding excited states.

Moreover, enhanced electron donation from the substituents at C3 decrease the C3-N13

bond length. The shortest distance is 1.34 Å in 2AB and 4AB which is correlated with

the increased number of electron-donating alkyl groups present compared to 3AB where

C3-N13 remains 1.35 Å. This bond is least perturbed in 1AB with bond length of 1.36

Å possibly due to the steric resistance posed by the cyclic substituent.

Marked changes in structure can be further observed from the altered values of dihe-

dral angles for the plane C2-C3-N13-C14 upon excitation. We report a shift towards

planarity in all the excited state structures. The large increase can be witnessed in 2AB

(26.02°) and 4AB (26.34°) where C14 doubly bonded to N13 is further bonded to bulkier

electron donating moieties which cause C3-N13 to shorten and ultimately contribute to
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bringing the geometry toward planarity. The change of 11.37° in the dihedral angle for

the plane under discussion in 1AB can be explained on the basis of steric factors due to

the cyclic piperazino substituent which resists to a change in structure upon excitation

that occurs in others through the rotation of the substituent. The geometry of 3AB also

undergoes change in the excited state, evident from the 15.83° increase in C2-C3-N13-

C14 the dihedral angle. Dipole moments are also different in both states for all the

molecules. These results are consistent with the already known concept of increasing

polarity upon excitation of a ground state geometry to an excited state.229,230

Table 5.8: Comparison of key parameters from the solvated phase ground state and ex-
cited state structures of the dyes under discussiom. C7=O12 is the carbonyl of benzan-
throne, C3-N13 corresponds to the bond linking the amino substituents to the benzan-
throne nucleus, φ reflects the dihedral angle (degrees) for the plane C2-C3-N13-C14. µ
shows dipole moment (in debyes)

Ground state Excited State
Bond Lengths φ µ Bond Lengths φ µ

C7=O12 C3-N13 C7=O12 C3-N13
1AB 1.23 1.37 14.85 9.6 1.26 1.36 26.22 11.12
2AB 1.23 1.37 -113.97 11.3 1.26 1.34 -139.99 14.62
3AB 1.23 1.38 130.27 11.09 1.26 1.35 146.10 14.01
4AB 1.23 1.37 114.6 11.64 1.26 1.34 140.94 14.90

5.2.4 Triplet State Vertical Excitations

The singlet state of a molecule is characterized by the paired spins of electrons, even

after excitation. If, however, any two electrons at the same energy level have unpaired

spin as a result of excitation or de-excitation, the molecule is said to be in triplet state.

The non-radiative transition of a singlet state to the triplet constitutes the phenomenon

of intersystem crossing.228 Computationally predicting the chance of intersystem cross-

ing during the electronic transitions that a molecule may undergo is possible through

comparing the change in energy (∆Eabs) during absorption (or emission) in both the

singlet and triplet states.229 Hence, we performed calculations for the vertical excita-

tions of all the molecules in their lowest energy triplet states. The methodology was

kept the same as that for singlet state excitations. Table 5.9 shows the comparison of
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∆Eabs) for both the states in all the four dyes.

In gas phase excitations, the maximum energy gap of 1.06 eV is observed for 2AB and

3AB. This is almost same in 4AB with the value 1.04 eV. S1 and T1 in gas phase 1AB

are 0.97 eV apart in energy terms. The energy difference of the two states in solvated

molecules is even bigger. The largest difference is in case of 4AB where it is 1.40 eV

while the smallest is for 3AB (1.24 eV). For 1AB and 2AB it is 1.27 eV and 1.36 eV

respectively.

Table 5.9: A comparison of the excitation energies (∆Eabs) in eV for the first excited
singlet and triplet states.

Gas Phase Ethanol
S1 T1 S1 T1

∆Eabs ∆Eabs ∆Eabs ∆Eabs

1AB 2.77 1.80 2.39 1.12
2AB 2.88 1.82 2.59 1.23
3AB 2.88 1.82 2.55 1.31
4AB 2.85 1.81 2.55 1.15

Although the S1 → T1 energy gaps in gas phase vertical calculations are significantly

large, those in the calculations with solvation model are even larger which shows that

the solvent tends to facilitate forbidding intersystem crossing, thus avoiding the non-

radiative loss of energy during absorption or emission. This again supports the idea that

the dyes under discussion are efficient in exhibiting fluorescence.

5.3 Conclusion

The current study is to investigate the photophysics involved in the fluorescence be-

haviour of selected 3-aminobenzanthrone dyes. We have optimised their ground state

geometries to explore the structural features of these dyes. We further compared the

changes happening upon their solvation in ethanol. It is evident from the values of

dihedral angles that solvent causes changes in the geometries of the molecules. As

expected from their structure with extended π conjugation, the process of electronic
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transitions in these dyes is the result of intramolecular charge transfer which flows from

the electron-donating N-substituents on position 3 of the benzanthrone framework to

the carbonyl group. However, this was only suspected previously and there was no evi-

dence for that. For the first time we have presented unambiguous results to prove that,

due to intramolecular charge transfer, these dyes can be potential candidates in manu-

facturing opto-electronic devices. The NTO analysis of vertical excitations shows how

the charge density flows from the substituent through the benzanthrone framework to

the carbonyl group. A polar solvent such as ethanol facilitates this whole process by

inducing changes in the polarity. This is evident from enhanced dipole moments in sol-

vated system calculations compared to the gas phase dyes at all the stages from ground

state to vertical excitations to the excited state minima.

The mechanism of intramolecular charge transfer was further elaborated by means of

NBO analysis including NBO charges and second order perturbation theory. It can be

witnessed that upon solvation the individual charges on the atoms change (although to

a small extent), which induce changes in polarity. Through FMO analysis, we were

able to calculate the HOMO-LUMO band gaps by measuring the change in SCF en-

ergy. Here again, an increase in polarity decreases the band gap which facilitates the

absorption and emission phenomena.

The computational results in the current study are in line with the experimental data

published elsewhere. In vertical excitations, there is maximum of 12% error from the

experimental results while in emission spectra it is maximally 5-6%. However, these

errors are in the range of the already reported error i.e. 23%. The possibility of in-

tersystem crossing was also estimated by comparing the vertical excitations of singlet

state molecules with their corresponding triplet states. Very large energy differences

suggest that this non-radiative loss is unlikely to occur. All these findings suggest that

the benzanthrone dyes under discussion fluoresce efficiently. This study imparts signifi-

cant insights from a future perspective. Detailed photophysics of the benzanthrone dyes

under discussion is expected to inform the physical chemistry community about the un-
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derlying mechanism involved in the fluorescence of these molecules. The calculated

charge accumulation and charge depletion regions over the benzanthrone framework,

as a result of electronic excitations and the subsequent NTO analysis, will also pave

the way for the synthetic perspective in search of new benzanthrone dyes by selecting

appropriate charge-donating substituents.
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Chapter 6

Summary and Outlook

The study deals with the computational investigation of structural features and some

other properties of selected donor-acceptor compounds. In the first part in addition to

the geometry optimization, thermodynamic properties have been studied to compare

the relative stability. of different coordination modes in metallic complexes with cy-

clophanes. The flexible structure of pCp allows it to form more stable complexes with

metals than comparatively more rigid Dp does. In fact, the former efficiently changes

its configuration according to the metallic environment to attain higher stability while

the latter can’t. Moreover, reactivity of main-group metal heterobimetallic compounds

has also been the subject of this study by investigating the nature of bonding.

To gain a deeper insight into the bonding interaction in η18 inclusion complexes, EDA

analysis was performed. There occurs a decrease in the overall interaction energy of

Group 14 and 15 pCp complexes compared to their Dp counterparts that can be at-

tributed to the expected vibrational changes in pCp complexes due to the flexible ge-

ometry. The calculation of interaction energy depends on two frozen fragments where

vibrational changes are not taken into account.

The bonding properties of some recently known heterobimetallic compounds were in-

vestigated by carrying out the NBO and Bader’s analyses. We showed that the In-Zn
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bond is of donor-acceptor nature which is the first ever known In-Zn bond. On the basis

of Bader’s analysis and, with the help of NBO charges, we suggested that indium in this

bond behaves as a donor while zinc as acceptor.

In the final part, we computationally investigated the structure of selected benzanthrone

dyes and the mechanism of fluorescence taking place in them. We compared the gas

phase and solvation phase results which show that solvent plays a significant role in the

fluorescence of dyes. These dyes were previously reported where ethanol solvent was

used. Hence, we also selected ethanol solvent in the computational solvation model.

These dyes possess extended π conjugation on the basis of which it was always sus-

pected that fluorescence shown by these dyes is due to the intramolecular charge transfer

from the electron-donating substituents to the electron-accepting benzanthrone frame-

work. It is now for the first time confirmed by computational chemistry that such a

charge transfer actually takes place. The NTO analysis clearly shows the charge deple-

tion from the donor parts and its accumulation on the acceptor sites.

An overall in-depth study was conducted involving vertical excitations and excited state

optimization. The ethanolated excitations show a marked increase in polarity which

means ethanol solvent assists in intramolecular charge transfer.

The study is expected to prove as a useful reference for synthetic and physical chemists.

The first project i.e. the coordination and bonding properties of metal-cyclophane com-

plexes can be helpful in search of new metal extractors to be used, for instance, in

waste-water treatment. They might also find other enhanced industrial applications in

future such as ion-selective electrodes based on the fact that pCp has already proved

to have this tendency toward Ag+. The selectivity and sensitivity of these π-prismands

can be further altered by using imidazolium instead of benzene rings, introducing the

coordinating substituents on the cyclophane cavity framework or by adjusting the size

of the cavity to effectively host other metal cations. As mentioned previously, there is

need to invest more efforts on the exploitation of such guest-host complexes. More-

over, this study can also assist the study of physical properties of metal-cyclophane
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donor-acceptor complexes, such as geometry and thermodynamic parameters.

The study involving the benzanthrone dyes provides an important insight into the photo-

physical properties of the selected luminophores. This shows that 3-aminobenzanthrone

derivatives can be potential candidates in light harvesting materials such as liquid crys-

tal display (LCD) devices and light emitting diodes (LEDs). Although there have been

efforts in the past to synthesize and characterize these dyes, their application on in-

dustrial scale is yet to be explored. The need for opto-electronic devices is increasing

day by day alongside the advancement in technology. These dyes with extended π-

conjugation are excellent candidates in the field of optronics. Moreover, the previous

findings show that 3-aminobenzanthrone dyes have proved efficient organic probes in

membrane studies. However, the extended use in this regard can be computationally

tested based on molecular modelling which has never been done to date to the best

of our knowledge which is, however, not feasible with quantum mechanics. It can be

concluded, based on the computational results presented here, particularly the NTO

analysis, that the charge-donor substituents facilitate the charge transfer from the sub-

stituents to the benzanthrone framework. Moreover, by comparing the gas phase and

ethanolated excited states, we propose that increasing polarity enhances intramolecular

charge transfer that in turn induces a red-shifted emission in these dyes.
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Appendix

The SCF energy and xyz coordinates of the optimized structures and some selected
figures for magnification purposes are provided in the CD attached. Alternatively, these
can be found at:

https://github.com/yasiraltaf00/phd-thesis-suppl-info/
releases/tag/v2.3.4
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