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’You have to think like a mountain climber.’ ’Oh, do I?’ ’Yes. Some people take
days, sweat buckets, endure pain and cold and risk injury and - in some cases
- permanent death to achieve the summit of a mountain only to discover there
a party of their peers freshly arrived by aircraft and enjoying a light picnic.’
’If I was one of those climbers I’d be pretty damned annoyed.’ ’Well, it is
considered rather impolite to land an aircraft on a summit which people are at
that moment struggling up to the hard way, but it can and does happen. Good
manners indicate that the picnic ought to be shared and that those who arrived
by aircraft express awe and respect for the accomplishment of the climbers.’
’The point, of course, is that the people who spent days and sweated buckets
could also have taken an aircraft to the summit if all they’d wanted was to
absorb the view. It is the struggle that they crave. The sense of achievement
is produced by the route to and from the peak, not by the peak itself. It is
just the fold between the pages.’ The avatar hesitated. It put its head a little to
one side and narrowed its eyes. ’How far do I have to take this analogy, Cr Ziller?’

Iain M. Banks
Look to Windward
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Abstract

Colloidal semiconductor nanocrystals (NCs) with bandgaps less than
1 eV allow the development of mid wave infrared (MIR) sensitive detec-
tors that exploit the benefits of colloidal materials, primarily bandgap se-
lection and solution deposition. Additionally, the electrical behaviour of
these films can be examined for characteristics that can increase the func-
tionality of NC based detectors.

The production of devices that are designed to be competitive as ultra-
low-cost, room temperature MIR detectors, operating with photonic,
rather than thermal detection is detailed. The evolution of the colloidal
synthesis, spray deposition methods, substrate materials and post depo-
sition treatments used here lead to highly robust and high performing
devices. These devices demonstrate a “colour” sensitivity down to 300
nm in the MIR (≈10 % of scale), with superior responsivities for this
class of device, up to 0.9 A W−1, and competitive specific detectivity up
to 8× 109 Jones at 200 Hz and 300 K. Furthermore, these devices utilise
a cheap and robust substrate material that allows operation after defor-
mation up to 45 ◦ without degradation over many cycles. These devices
offer a template for ultra-low-cost MIR detectors with performance that
rivals microbolometers but with better measurement speed and spectral
sensitivity. As such these devices showcase the key advantages of using
colloidal NCs in MIR applications.
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Planar and fully air processed thin film devices that demonstrate photo-
induced memristive behaviour and can be used as a transistors, photode-
tectors or memory devices are investigated. Following long term (60 h) air
exposure, unpackaged NC films develop reliable memristive characteris-
tics in tandem with temperature, gate and photoresponse. On/off ratios
of more than 50 are achieved and the devices show long term stability,
producing repeatable metrics over days of measurement. The on/off be-
haviour is shown to be dependent on previous charge flow and carrier
density, implying memristive rather than switching behaviour. These ob-
servations are described within a long term trap filling model. This work
represents an advance in the integration of NC films into electronic de-
vices, which may lead to the development of multi-functional electronic
components.

Building on the previous work the steps taken to move from a planar de-
vice, that works well in controlled conditions, to a multi-pixel sensor that
can demonstrate MIR video imaging at room temperature in a noisy envi-
ronment are shown. This is achieved with a 15 pixel detector that consists
only of a polymer substrate and solution patterned NC pixels. This device
can detect a 373 K object with the device at 298 K in a noisy environment.
This performance is enabled by photogain at 5 V bias that reaches a maxi-
mum External Quantum Efficiency (EQE) of 1940 ± 290 % for a pixel with
a 3.3 µm bandgap. Through the use of four separate bandgaps it is shown
that “multicolour” thermal imaging systems can deliver another layer of
information, on top of intensity, to the user. The behaviour of the system
is examined under use and it is shown that the photoconductive device
behaves as expected with regards to bias, and that trap enabled gain is
sensitive to total incident flux, more than the spectral energy distribution
of the target. Finally, it is shown that solution patterned QD fabrication
methods can deliver electrical reproducibility between pixels that is suffi-
cient to allow an imaging plane of multiple pixels.
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The somewhat neglected tin chalcogenide semiconductor nanocrystals
are investigated and inverse MIR detection at room temperature is demon-
strated with planar, solution and air-processed PbSnTe and SnTe QD de-
vices. The detection mechanism is shown to be mediated by an interac-
tion between MIR radiation and the vibrational stretches of adsorbed hy-
droxyl species at the oxdised NC surface. Devices are shown to possess
mA W−1 responsivity via a reduction in film conductance due to MIR ra-
diation and, unlike classic MIR photoconductors, are unaffected by visible
wavelengths. As such these devices offer the possibility of MIR thermal
imaging that has an intrinsic solution to the blinding caused by higher
energy light sources.

In summary, it is shown that semiconductor NCs with an all ambient
fully solution processed deposition and ligand exchange procedure can
be used to create simple, robust and cheap devices that are beginning
to demonstrate metrics on par with current commercial thermal detector
systems. It is also shown that these devices can under certain circum-
stances demonstrate novel behaviours that offer the prospects of enhanced
or novel functionality.
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Chapter 1

Introduction and Background

1.1 Introduction

Due to the high cost of commercial detectors the infrared (IR) portion
of the electromagnetic spectrum is underused. Because the military and
aerospace industries can afford the current technology there has been no
motivation to remove the underlying cost driver [1, 2]. Namely vacuum
insulated and/or cryogenically cooled detector elements. This high cost
has severely limited the wider uptake of the technology [3, 4]. There are
numerous known applications for IR imaging, including, but not limited
to, military field imaging at all scales, aerospace fault detection, stand-
off chemical detection, communications, passive observation and medical
imaging [5, 6]. Yet if the technology can undergo a large reduction in cost
or increase in miniaturisation then the potential number of applications is
large, a few examples being:

1. Compact chemical identification systems that miniaturise the princi-
ples of IR spectroscopy for use in sniffer and search devices [7].

2. Collision detection and imaging systems that are not affected by am-
bient particulate or light conditions [8, 9].

3. Industrial process control and tagging technology. [7].
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2 Chapter 1. Introduction and Background

4. Portable and discreet biometric identification [10].

5. Active and passive surveillance systems with increased functionality
[11].

6. Targeted environmental and heat loss monitoring to enhance energy
efficiency [12].

The wider uptake of MIR imaging technology is not dependent upon
finding uses for the technology, but on the current device architecture that
limits application due to its bulk, weight, cost, complexity, and limited
field of view [1, 2]. The problem that this thesis will address is, can
quantum dots (QDs) be used to make simple and cheap techniques to
produce devices that solve known problems with current technology?

Due to the highly multidisciplinary nature of this work the breadth
of background knowledge is large. The remainder of this Chapter aims
to provide the basic knowledge and literature review that is required to
understand the method and intent of the results Chapters. Any highly
specific background will be found in the Chapter in which it is required.

1.2 Fundamentals

Interest in the IR is driven by a motivation for a remote imaging method
that does not require an external energy source, in the case of thermal IR
utilising the blackbody emission of the target object. This ability to pas-
sively detect is the reason why the IR is commonly synonymous with
“night vision”. This work is concerned with thermal night vision, not
with image intensification night vision, the latter using low levels of re-
flected ambient radiation to image a target, not emitted radiation. Suc-
cessful imaging requires high transmittance through the medium existing
between the detector and the target, usually air, therefore detectors must

2



1.2. Fundamentals 3

be operated in an atmospheric spectral window. The IR spectrum is split
into regions that correspond to windows in atmospheric absorbance, this
is shown in Figure 1.1. The defined regimes of IR radiation are [14]:

Figure 1.1: Atmospheric transmittance windows and the molecular vibrations that cause
absorbance. Reproduced under Creative Commons-ShareAlike License [13].

• Near-IR (NIR) from 0.7 to 1 µm.

• Short-wave IR (SWIR) from 1 to 3 µm.

• Mid-wave IR (MIR) from 3 to 5 µm.

• Long-wave IR (LWIR) from 7 to 14 µm.

This work is concerned with the integration of nanomaterials that demon-
strate an onset of absorption somewhere between 2 and 5 µm, into pho-
todetectors.

1.2.1 Blackbody Radiation

The underlying physics of the electromagnetic radiation emitted by bodies
of a defined temperature was discovered and quantified by Max Planck in

3



4 Chapter 1. Introduction and Background

1914 [15]. The most common form of this is the equation showing spectral
distribution with wavelength (Bλ(λ, T )),

Bλ(λ, T ) =
2hc2

λ5
1

e
hc
λkT − 1

. (1.1)

Where h is the Planck constant, c is the speed of light, λ is the wavelength
and k is the Boltzmann constant. When considering infrared detection
the underlying blackbody emission is best depicted by spectral emission
curves that are defined by the temperature of the object that is the detec-
tion target. Figure 1.2 shows that we can easily identify possible temper-
ature detection regimes if we know the wavelengths of light that can be
detected by that specific detector/material. For example, a detector that
can detect light of 4 µm will never be able to see a body at 200 K, however
it could well see a body at 300 K if it is sufficiently sensitive.

4



1.2. Fundamentals 5

Figure 1.2: Planck curves showing idealised blackbody spectral radiance against wave-
length for three different temperatures. Note that for room temperature objects the total
flux is much greater at 8 µm than at 3µm, hence the common use of LWIR detectors. Note
also that the relative difference between 300 K and 400 K is greater in the MIR than the
LWIR.

The MIR region is conventionally defined as the region that spans the
peak emission for bodies with a temperature between ≈ 1500 K and 600
K (2–5 µm). The peak emission for a body at 300 K, body temperature,
occurs at 9.65 µm. Up until now it has been necessary to reduce the band
gap energy of the sensitiser material beyond 8 µm and into the Long Wave-
length IR (LWIR) in order to detect a 300 K body. This reasoning however,
is only correct when considering the wavelength of peak emission given
by Wien’s Displacement Law [16],

λpeakT = 2.898× 10−3 m K. (1.2)

5



6 Chapter 1. Introduction and Background

In reality (as shown in Figure 1.2) a body at 300 K emits non-negligible
radiation at wavelengths down to 3 µm. An alternate definition is that the
MIR contains the emission onset of objects that are at 300 K and above.
Figure 1.2 shows that the total photon flux for a body at 300 K is higher at
8 µm than at 5 µm. This makes it considerably easier to detect a 300 K body
with an 8 µm detector in the LWIR, than in the MIR. This however comes
at the cost of target temperature sensitivity. As a worked example, the ra-
tio in photon flux between a 300 K body and a 200 K body at 8 µm is on the
order of 10:1. At 5 µm it is much higher, on the order of 100:1. Considering
the implication of this for spectral selection at the detector, it is clear that to
see small differences in temperatures above 300 K one wants to use a de-
tector that has spectral onset of absorption in the MIR. It should be made
clear that to use this theoretical difference in ratio requires a sufficiently
sensitive MIR sensor as the MIR flux at these temperatures is considerably
lower than the LWIR flux. Currently, due to the use of single band gap
detectors this “colour” sensitivity remains a hypothetical problem rather
than a performance limiter. As single bandgap (single “colour”) detectors
only need function as intensity detectors. This is due to higher photon
emission in the LWIR region, and as such single colour detection in the
300 K target range is far easier in the LWIR than the MIR [14, 17].

1.2.2 Principles of Infrared Detection

The general model for a detector can be seen in Figure 1.3 [17]. In this
model the window provides isolation from the ambient environment and
as such it selects the environment (i.e. vacuum, nitrogen etc) and spectrum
of light that is ultimately incident on the transducer. The aperture selects
the field of view, becoming very important when considering multi pixel
sensors. The transducer is the sensor array that converts radiation into
electrical power and finally the readout electronics amplify and process
the transducer output into an electrical signal that is compatible with the

6



1.2. Fundamentals 7

Figure 1.3: A simple cartoon view showing the generic components of a detector system,
this work is focussed on the transducer.

intended use [17]. This thesis is concerned with the integration of nano-
materials into the transducer, which shall be referred to as “the detector”.
Chapter 5 will however touch on the purpose and use of transducer side
signal processing with regard to the signals received from these new detec-
tor prototypes. Aperture and window considerations will be used to test
the behaviour of the materials, but will not be discussed from a holistic
device engineering perspective.

There are three key input signal variables that define the behaviour of a
semiconductor based photon detector. They are [18]:

1. The intrinsic thermal carrier density (ni) [19]:

ni = NC NV e
−Eg
2kT , (1.3)

whereNC andNV are the effective density of states in the conduction
and valence bands respectively and Eg is the bandgap. The dark
current due to these thermal carriers is denoted as I0, which should
be constant for a given temperature. The noise in the dark signal is
denoted

√
I0 [18].

7



8 Chapter 1. Introduction and Background

2. The background photon flux incident on the detector, ΦB. This is
the total number of photons incident from everything that is not the
intended target. The current due to the background flux is denoted
as Ibkgd.

3. The signal flux, ΦS and the signal current Isignal.

The general conditions for detection can be expressed in terms of these
variables. If the dark current noise is greater than the background current
or signal current then the detector will produce only a noise signal. By
cooling the detector the number of thermal carriers, and hence also the
dark current, can be greatly reduced and this is the reason that current
photonic IR detectors are cooled [4, 20]. To see an object against a back-
ground (noting that the background flux is not solely the conventional
image background but also the incident photons from the device structure
itself) the signal current must be greater than the total background cur-
rent, and this difference must be greater than the dark current noise [21],
simply defined by

Isignal > Ibkgd +
√
I0. (1.4)

It can also be seen from equation 1.3 that there is an inverse relationship
between the bandgap and the noise signal at any given detector temper-
ature (T ). This is another reason why MIR detectors, which operate with
larger bandgap energies than LWIR detectors, are a more desirable option
for the development of uncooled devices.

1.2.3 Photodetection Concepts

There are many different types of IR detector. The first division in these is
between photonic/quantum detectors and thermal detectors [4, 20]. The
working principal of thermal detectors is exploiting the changing conduc-
tivity of the material with temperature [4,20]. Quantum detectors all share
the fact that photons are absorbed by the material and the absorption of

8
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above bandgap photons creates electron hole pairs (EHPs) within the ma-
terial. The last remaining key division is between photoconductive (PC)
and photovoltaic (PV) operation. PC detectors absorb photons generat-
ing free charge carriers and thus have an observably increased conduc-
tivity [20, 22]. They are operated under a non-zero bias voltage and the
changing resistance in the circuit with illumination allows an output sig-
nal to be observed. PC detectors do not require a built in field to operate
and as such are the simplest type of device design by far [17], shown in
Figure 1.4.

Figure 1.4: Diagram of a simple PC detector, the photogenerated carriers cause an in-
crease in total carrier density. Under a non zero applied bias this manifests as an increased
current or equally a reduction in measured resistance. In this simplified example the dark
current is determined by the intrinsic carrier density (ni).

9



10 Chapter 1. Introduction and Background

In PC devices it is possible to have an EQE greater than unity. This effect
is called gain and represents more than one electron flowing per absorbed
photon. For gain to occur both contacts to the material must not limit cur-
rent flow for either carrier, contacts that do not present an energetic barrier
to carriers entering or exiting the material are called ohmic contacts [22].
Assuming that the device has ohmic contacts then PC gain will occur if
the transit time for holes is different to electrons. If the hole transit time is
much slower than the electron transit time then in order for the material
to remain electrically neutral, multiple electrons will cycle through the cir-
cuit in the time it takes one hole to reach the negative electrode [22]. The
increased transit time for one of the carriers can be caused by such factors
as a difference in mobility or a differing trapping rate between the carriers.

PV operation is the generation of a short circuit current under no ap-
plied bias, the generation of EHPs within the material causing a detectable
current without the need for an external electric field [22]. PC detectors are
structurally far simpler than PV as there is no need for a suitable structure
that allows the generation of a built in field. The most common construc-
tion that generates a built in field is the PN junction, shown in Figure 1.5.
These are made by implanting electron acceptor ions (p-type) or electron
donor ions (n-type) into an intrinsic semiconductor. In the p-type material
holes are the majority carrier and in the n-type electrons are the majority
carrier. When these two materials are put in physical contact the holes dif-
fuse into the n-type material and recombine and as this also happens with
electron diffusion, a physical region that is depleted of carriers is formed.
The implanted ions however are physically fixed and therefore there is a
region of negative ions near the p-type material and a region of positive
ions near the n-type material. It is the field that this charge distribution
generates that is the built in field. When non implanted ions in this region
absorb a photon an EHP is generated and the electron and hole drift under
the influence of the field in different directions, generating a photocurrent.

10
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Commonly bulk PV photodetectors work in one of two modes, PV or pho-

Figure 1.5: Diagram of a PN junction detector, operated in either the PV or the photo-
diode mode. In the p-doped area holes are the majority carrier and in the n-doped area
electrons are the majority carrier, the depletion region where these regions meet is where
the built in field is created. In the photodiode mode the applied field increases the built in
field.

todiode. If there is no applied bias across the junction then the device is
working in the PV mode and the incident light will cause a photocurrent
Iph across the junction. The use of a load resistance will be required to give
a load line, which can be calibrated to incident light power. If the junction
is reverse biased it is operating as a photodiode and will still see a change
in current with incident radiation. The terminology for reverse bias here
means that the applied bias acts to increase the built in field. This reverse

11



12 Chapter 1. Introduction and Background

bias causes a greater accelerating field over the depletion layer, giving a
faster response time but the greater current in the device also causes an
increase in noise [20, 23]. For photodiodes in reverse bias the maximum
possible EQE is unity. Gain is not possible because one photon only gener-
ates one EHP and each of the carriers recombines when it reaches the edge
of the depletion region, independent of the other carrier.

Bulk semiconductor crystals for both PC and PV devices can be grown
by a variety of methods, with Molecular Beam Epitaxy (MBE) being the
route to the highest performing detectors at this time [24]. This method
delivers a high quality crystal over a large area with great control. This
method however, is expensive and limited to deposition of one compo-
sition of bulk crystal per layer [25], this highlights one of the key design
constraints with all IR detectors. One type of semiconductor crystal or PN
junction can only have one bandgap energy, therefore bulk crystals can
only function as single threshold detectors. To create a two colour detec-
tor, where the transducer, rather than the window gives spectral selectiv-
ity, requires the use of two unique material compositions. Both must have
different lattice constants and material parameters, doubling the cost and
severely increasing the complexity of device design [9].

1.2.4 Transistors

This section is not intended to be a thorough discussion of a large field,
merely sufficient to provide context to the work reported here. The
terminology and explanations used here are based on generic organic
(OFET)/Thin Film Transistors (TFT) rather than doped bulk semicon-
ductors [26], as these devices most closely identify with nanocrystal
transistors [27]. Field Effect Transistors (FETs) are 3-terminal devices
where the material under investigation is in electrical contact with the
source and drain terminals but is separated from the gate terminal by a
thin layer (<500 nm) of high resistance dielectric which prevents charge

12
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movement. The material to be investigated that fills the channel between
the electrodes has a drain to source electrode length (L) and the perpen-
dicular direction (top down) is called the width (W). Voltage is applied to
the drain (Vd) and gate (Vg) electrodes with the source electrode grounded
(Vs = 0). If this convention is kept then the drain to source voltage Vds is
interchangeable with Vd. If a positive charge is applied to the gate, with no
drain voltage applied, electrons will accumulate at the channel/dielectric
interface, creating a uniform channel of accumulated charges between
the drain and source. In a physically realistic system there will be some
distribution of trap states that must be filled before the free carriers
in the channel are mobile. The required gate voltage to overcome the
trap distribution in a device is called the threshold voltage (VTh). The
bias-stress effect that is observed in Chapter 4 can be interpreted as a
re-arrangement of these trap states in energy (or arguably, physically) as
a gate voltage is applied, creating a time dependent VTh. When a small Vd
is applied the uniform charge density in the channel changes to a linear
gradient of charge density as carriers are being injected at one electrode
and extracted at another. This is the linear regime so called because the
current is directly proportional to Vd, shown in Figure 1.6 b. At some Vd
= Vg - VTh the local potential at the source electrode is now less than the
threshold voltage and as such there is no longer an open channel; it has
been “pinched off” (Figure 1.6 c). The current that reaches the source is
now dependent upon carrier movement between the pinch off point and
the electrode, through a depletion region (i.e. depleted of free carriers).
If Vd continues to increase, the physical position of the pinch off will
move towards the drain, but the potential at that point remains Vg - VTh.
Therefore the field driving the conduction through the depletion region
remains approximately the same and a saturation of Id is observed (Figure
1.6 d). The carrier mobility (µ) can be extracted in the saturation regime
using [19, 26],

Id =
W

2L
µCg (Vg − VTh)2 . (1.5)

13



14 Chapter 1. Introduction and Background

Figure 1.6: A, Schematic structure of a field-effect transistor and applied voltages: L =
channel length; W = channel width; Vd = drain voltage; Vg = gate voltage; VTh = thresh-
old voltage; Id = drain current. Illustrations of operating regimes of field-effect transis-
tors: B, linear regime. C, start of saturation regime at pinch-off. D, saturation regime
and corresponding current-voltage characteristics. Reprinted unadapted with permission
from, Electron and Ambipolar Transport in Organic Field-Effect Transistors, Jana Zaum-
seil and and Henning Sirringhaus, Chemical Reviews 2007 107 (4), 1296-1323. DOI:
10.1021/cr0501543. Copyright 2018 American Chemical Society [26].

WhereCg is the capacitance per unit area of the gate dielectric. These linear
and saturation regimes are valid as long as there is only one mobile carrier

14
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in the device. Materials that show gateable behaviour of both electrons
and holes demonstrate additional characteristics. This is best envisaged
as there being both an electron channel and a hole channel within the de-
vice, extending from opposite electrodes. The extent of each channel is
determined by such factors as the ratio of the specific carrier mobility to
applied voltages, the trap filling in the channel for each carrier and the
carrier density. It is a complex system. These systems are best identified
by the existence of linear and saturation regimes for both p and n-type
behaviour, and, a third superlinear regime which occurs after the satura-
tion regime if Vd continues to be increased. In this regime the channels
are directly in contact so there is easy recombination between the carri-
ers causing an increasing Id with Vd. The saturation regime still exists in
both quadrants, because there is a range of Vd and Vg for which there is
a depletion region between the two channels. In this ambipolar case the
physical location of the “pinch-off” is not at an electrode but at some point
between the two channels [26]. The Author would highlight Figure 12 of
reference [26] as a good initial resource for further reading on this topic.

1.2.5 Memory

Chapter 4 investigates the use of pure QD films as memory elements. As
such a very brief summation of memory technology is included. Electrical
memory is defined as a material that has at least two metastable states. The
states must be predictably switchable by the application of some stimulus
such that they can be “written”, and crucially the states must give suf-
ficiently different electrical response that the state of the memory can be
discerned, the “read” [28]. The vast majority of volatile memory, defined
as that it does not store data without a power source, is constructed from
arrays of etched transistors on silicon, and as such suffers from the same
limitations as all CMOS technology [29, 30]. Memory can be judged on a
number of very simple metrics [28]. On/off ratio is the ratio between the
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16 Chapter 1. Introduction and Background

read signal for the on state and the off state. Larger is better but the re-
peatability of the value is also important. The read time, write time and
erase time are all values that allow comparison, and for which lower val-
ues are better. To compete with flash memory it is expected that these
times will need to be on the order of µs [28]. The retention time is the
length of time that the information is held. RAM requires a refresh every
few ms, DDR2 DRAM is refreshed every 64 ms [28]. The longer the re-
tention time the better as this will reduce the power requirement for the
device. Cycle endurance is the number of times that the memory element
can be rewritten. A typical hard disk drive can be rewritten at least 1012

times whereas flash can only be rewritten 106 times [28]. Any improve-
ment in any of these metrics, or fundamental research that shows a novel
material demonstrating memory behaviour is therefore of interest. To date
QDs have been used as a replacement for the bulk charge trapping layer
within a transistor structure, in part because they can offer more efficient
charge trapping [29], but there has been very limited research into QD
films acting as memory elements without a transistor structure. This idea
of a 2-terminal memory element, rather than 3-terminal element implies
a resistance that can be controlled by some parameter. If this resistance
change has some time dependence then it is has a memory of the control
parameter. This is the concept that is investigated at in Chapter 4.

1.2.6 Carrier Generation

Any discussion of an optical detector must, in addition to the conductive
behaviour, discuss the behaviour of photogenerated carriers. Here gen-
erated carriers are electron-hole pairs that have been created through the
absorption of a photon of higher energy than the band gap, or the intrinsic
thermally generated carrier population. There are three general ways in
which the excited carrier can lose energy, shown in Figure 1.7 [19, 22, 31].

1. Band to band recombination. The excited electron falls from the
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Figure 1.7: Graphical depiction of carrier recombination pathways in a QD with the first
three distinct energy levels shown.

conduction band into the vacant state in the valence band, where it
recombines with the hole it created when it was excited. This is a
radiative transition where the energy is released as a photon. Band
to band recombination can also be non-radiative, where the energy
is released as a phonon, more common in indirect bandgap semicon-
ductors.

2. Trap assisted recombination. If there are trap states within the
bandgap, for example from an unpassivated surface site, then the
excited electron can fall into the trap state. It can then fall again
from the intermediate energy trap state into the valence band.
Alternatively this can be described as the hole and the electron
recombining in the trap site. This could be either a radiative or
non-radiative transition.

3. Auger recombination. Electrons can decay by imparting their en-
ergy to another electron. This is the Auger effect. In a semiconductor
this manifests itself as a transition from a three carrier (two excited
electrons, one hole) system to a one carrier system where the remain-
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18 Chapter 1. Introduction and Background

ing electron has been promoted above the conduction band ground
state. This relies on there being a high density of excited carriers and
was expected to be suppressed in low degeneracy quantum dot (QD)
systems. However recent reports have shown that the high localisa-
tion of the electron and hole actually lead to increased Auger rates in
some systems [32].

The concept of trap assisted recombination is especially interesting in the
framework of QD solids, as unlike in a bulk lattice where the trap sites
would be generally distributed throughout as vacancy or interstitial sites,
the trap sites on a QD are likely to be more densely located on the sur-
face [32]. If the trap state lifetimes are long compared to the hopping
time for conduction band states, there will be a charge distribution that
could oppose transport, i.e. the trap state will create an area with a higher
charging energy. As such, trap states will negatively affect any device per-
formance by both holding carriers and reducing conduction. Hole traps
as well as electron traps are referred to in this work. Hole traps are the
donation of an electron to the valence band from a defect site causing a
spatially localised positive charge, located here at the surface of a QD. The
donated electron fills a hole, which could move, and leaves a localised pos-
itive charge, which cannot move and therefore there is a positive charge is
trapped at the site of the defect.

1.2.7 Density of States

As the result for the 0-D density of states (DOS) will be used below, it is
instructive to concisely explain the concept and show the solutions for the
3-D and 0-D situations. In order to calculate carrier concentrations in a ma-
terial it is vital to know the number of allowed energy levels (states) per
unit energy per unit volume in a band. In the most basic treatment of the
problem consider a solution where the dispersion relationship is isotropic,
i.e. k-space is spherical, and electrons at the bottom of the conduction
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band are treated as free (zero potential in the box) particles, with an effec-
tive mass, trapped (infinite potential outside) in a cube. The energy of a
trapped conduction band electron is given by [19]

(E − EC) =
~2k2

2m∗
, (1.6)

where EC is the energy of the conduction band minimum and m∗ is the
effective mass. When charged particles are moving through a periodic po-
tential, as found in a crystal lattice, the potential acts on the particle so that
its resistance to acceleration from an external field is not the same as when
the same charged particle is free in vacuum. In order to treat the particle
as being free in the crystal, the particle is assigned an effective mass, this
quantity encapsulates the different response to an external field imposed
by the crystal environment by using a different mass quantity [22]. Taking
the potential into account the wavevectors must satisfy, where n is some
integer,

k =
πn

L
(1.7)

in the x, y and z directions. If this is plotted in spherical k-space then
the separation between neighbouring k-states is π

L
in each direction. The

reciprocal of the volume of each k-state gives the density of k-states as

ρk =
L3

π3
=
V

π3
. (1.8)

For any given k-vector the number of available states is the volume of an
infinitely thin shell at radius k, which has a volume of 4πk2dk. To avoid
counting the same state more than once only the positive octant need be
counted and adding a factor of 2 from the spin degeneracy gives us a so-
lution for the number of states (g(k)dk) inside the shell as

g(k)dk = 2 · 1

8
· ρk · Vk =

V k2

π2
dk. (1.9)
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Differentiating once and rearranging equation 1.6 then substituting into
equation 1.9 and dividing by V gives the oft-quoted density of electron
states in the conduction band per unit volume for a bulk material [33]

g(E)3D = 4π

(
2m∗

h2

) 3
2

(E − EC)
1
2 . (1.10)

When considering confined materials, which have a dimension smaller
than the Bohr radius in some or all of the spatial dimensions, the carriers
are no longer free in some or all directions and as such the allowed k-space
volume is reduced in dimensionality. For 2-D and 1-D free materials, by
following the same method as above it can be shown that the DOS has a
different order with regards to E. In the 0-D case however, which is of
interest here, the electron is confined in all three spatial dimensions and
as such there is no k-space volume to be filled. The filling of each state is
solely defined by the Pauli principle and a Dirac delta function, that is, for
conduction band electrons [34]:

g(E)0D = 2δ(E − EC) (1.11)

For simplicity’s sake the concept of the effective density of states is used.
This makes the assumption that all of the band states are located directly
at the band edge, i.e they have been pinned at some E and in the 0-D case
gives the trivial solution for the number of states in the conduction band
(NC) as [34]:

N0D
C = 2 (1.12)

1.2.8 Conduction in QD Films

Traditional semiconductor transport is entirely based around the band
model of conduction. There is a large degeneracy of available states within
the conduction and valence bands and physical transport occurs as excited
carriers transition between these available states due to the energy pro-

20



1.2. Fundamentals 21

vided by an applied or built in field [19]. Explicitly, in a classical semicon-
ductor there is only conduction at non-zero temperatures where electrons
have been thermally promoted from the valence band, above the fermi en-
ergy, and into the conduction band. Colloidally suspended QDs (CQDs)
when deposited on some substrate in such a way that the solvent is re-
moved are called CQD solids (CQDS). These CQDS are 3-D materials that
contain only the QDs and the organic molecules on the exterior that de-
termine how they interact with their environment. As these are the active
materials used throughout this work it is highly instructive to discuss the
mechanism of conduction in these materials. As we have just seen the de-
generacy in a 0-D material is considerably lower than in a 3-D material
and thus there are only two states in the conduction band ground state
for each dot. Conduction in a film of QDs relies on hopping over the large
barriers that exist between each QD. The conventional band model of con-
duction is therefore not applicable either in a single QD or in an ensemble
of separated QDs. From a historical perspective the understanding of con-
duction in CQDS has built on the previous work on the insulating state
of granular metals and the conduction between impurity states in bulk
semiconductors [35]. Qualitatively this mechanism relies upon two basic
assumptions. Firstly that the electronic population of the CQDs must be
stable and have states available for conduction, secondly that the hopping
time between the states gives rise to a detectable conductivity [36]. There
are two general regimes that fulfil these criteria, tunnelling transport and
hopping transport. These are simply identified by the fact that tunnelling
is temperature independent whereas hopping is not [37].

Tunnelling Tunnelling transport is the problem of an attenuating wave-
function through a forbidden barrier. This is the well understood problem
of quantum tunnelling, shown in Figure 1.8 and the tunnelling rate (Γ) has
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the well known form [37, 38]

Γ ≈ exp

(
−2

(√
2mVB
~

)
l

)
= exp (−βl) . (1.13)

This rate is most strongly affected by l, therefore, if a system is conduct-

Figure 1.8: Graphical depiction of wavefunction attenuation through a forbidden barrier
of height VB and width l as seen in Equation 1.13.

ing through tunnelling transport then reducing the interdot separation is
the easiest way to increase the measurable conductivity [37]. The devices
studied in this work, however, all show temperature dependence of their
behaviour, so are best understood through a hopping model.

Hopping As this is the central mechanism for transport in the mate-
rials that will be looked at in this thesis, both a generalised theoretical
model will be given, as well as a more practical explanation of the differ-
ent regimes that are commonly observed in these materials. The simplest
treatment of this problem is achieved by modelling a single electron mov-
ing ballistically between two dots [36]. The energy barrier associated with
the electron moving between the two is the charging energy [38]

Ea =
e2

4πεr
=
e2

C
(1.14)
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where C is the capacitance of the QD derived from Gauss’s Law [38]. Tak-
ing the time constant (τ ) as RC, the lowest possible limit for the resistance
of the two dot system is [36]

Ea ≈
h

τ
≈ h

RC
∴ R ≈ h

e2
. (1.15)

Extending this to a solid i.e. assuming some periodic interdot spacing d

the maximum possible conductivity is [36]

σ ≈ e2

hd
. (1.16)

This very basic assumption is working on the principle that there is coher-
ent transport in 1-D between two QDs. The more generalised version of
this system is described by the Landauer formula. This describes trans-
port in a 1-D channel between two large reservoirs of charge. If the reser-
voirs have different filling there is potential difference between them and
a current will flow. Due to the dimensionality of the system the conduc-
tance/resistance quantises and the Landauer formula for the conductance
of an electron moving from some state on the left (i) to some state on the
right (j) is [38]

G =
2e2

h

∑
i,j

Tij (1.17)

where T is the channel conductance, this has been experimentally veri-
fied [39]. As has previously been shown, 0-D materials have a degeneracy
of 2 in the conduction band ground state. Therefore the overriding de-
terminant of film conductivity is not the number of channels, as it would
be for a metallic system, but the transmission T across the small number
of available channels. Within discussion of CQDS the term hopping con-
duction is used to differentiate from band like conduction, implying that
the electrons hop between QDs rather than existing in a band like contin-
uum throughout the entire CQDS. Experimental measurements of trans-
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port through CQDS where the QDs remain spatially distinct have shown a
temperature dependence [40] that suggests that hopping in CQDS may be
a thermally activated process and the Arrhenius relationship [41] is used
to describe the hopping rate in these systems. The prefactor can be taken
as the time constant (τ ) in equation 1.15 as this represents the absolute
maximum theoretical possible rate of hopping [36], this gives

τ−1hop = τ−1e−
Ea
kT , (1.18)

where τhop is the effective hopping time. Combining equations 1.15, 1.17
and 1.18 gives τhop as:

τ−1hop =
2Ea
h

Γe−
Ea
kT (1.19)

It is worth noting here that the Γ used above is the one derived for the
tunnelling case, now modified to include a temperature dependence. The
Einstein relation between the mobility and diffusion of charged particles in
three dimensions [19], if applied in the condition where the carrier lifetime
is taken as the hopping time and the diffusion length is set as the interdot
distance gives [42] [43]

µ =
ed2

6τhopkT
. (1.20)

In the single channel approximation with thermally activated hopping the
expression for the mobility of carriers in a CQDS is thus given by combin-
ing equations 1.13, 1.19 and 1.20 [36].

µ =
ed2Ea
3hkT

e−βl−
Ea
kT (1.21)

Experimental measurements have given the value of β for various alkane
ligands as 0.11 nm−1 [44]. More qualitatively this equation explains the
importance of ligand length on determining electronic conduction. It is
worth noting that there is unlikely to be only a single channel between
QDs due to level degeneracy so measured mobility could be expected to
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be up to four times higher for a two-fold degenerate system. It is also
essential to note here that this is an expression for the mobility of a carrier
in an idealised theoretical system. The actual conductivity of a system
will also be heavily influenced by, primarily, the number of carriers at any
temperature.

The general form of hopping over all length scales is shown schemat-
ically in Figure 1.9 which shows an electron hopping from the ith to the
jth QD in a low temperature system where that hop is more likely than a
closer hop due to the relative activation energies of the local dots. Using
the same notation as for the case above and with n = j − i and r = nd the
conductance can be approximated as [36]

Gi→j ≈ exp

(
−2r

ξ
− ∆Eij

kT

)
, (1.22)

where the solution has been formalised in such a way that ξ which has
the dimension of length, is called the localisation length and has the value

ξ =
2d

βl
[36, 45]. At temperatures above T ≈ Ea

k
the behaviour that is ob-

Figure 1.9: Graphical depiction of VRH in a system of spatially separated QDs with
differing activation energies. Carriers can hop to the sites that are not nearest neighbour
sites if the distribution of activation energies in the system creates a situation where a
larger hop is actually more likely than a shorter one.

served is that the total probability (Equation1.21) leads only to hopping
between nearest neighbour QDs, this is termed nearest neighbour hop-
ping (NNH). It has been suggested that the observed behaviour at high
temperatures that is commonly described with the Arrhenius relationship
is actually just the temperature domain where NNH is dominant [46]. As
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the temperature decreases below T ≈ Ea
k

the mechanism in a domain

where it is called variable range hopping (VRH). As an electron will look
to maximise hopping probability when in an electric field, in order reach
a minimum energy state. There will be some temperature below which
the activation energy of the nearest QD is actually higher than the acti-
vation energy of a QD further away and it will be more likely that the
electron hops to a QD that is not a nearest neighbour [45, 47], the lower
tunnelling probability is offest by the smaller difference in activation en-
ergy . This argument actually depends on a physically realistic system
where the charging energy of each dot is different rather than an ide-
alised system where each dot is identical. This was first formalised by
Mott and showed a exp(T−

1
4 ) dependence (M-VRH) [48]. However a large

number of systems instead showed a exp(T−
1
2 ) dependence termed Efros-

Shklovskii VRH (ES-VRH) [49]. The difference between the two theories
is how the coulomb interaction affects the density of states (DOS) at the
fermi level. ES-VRH takes the coulomb interaction of the carriers into ac-
count and suggests that a coulomb gap appears at the fermi level, thus the
hopping behaviour is dimensionally independent and only dependent on
the thermal kinetics of crossing this gap. The current understanding is that
both regimes exist with transitions between them. At the lowest tempera-
tures the CQDS show ES-VRH behaviour. Above this there is an M-VRH
regime and then a further transition to NNH [36, 45]. The ES-VRH to M-
VRH transition occurs at the point at which ∆Eij ≈ 2Ea, i.e. below the
temperature at which this occurs the coulomb gap cannot be thermally
crossed. These behaviours are restricted to semiconductor QDs as they
have a small and variable DOS around the fermi level. Metallic QDs, for
example would not show M-VRH as the DOS at the fermi level is very
large and therefore the narrowing of the band with temperature will still
present a large number of spatially close states for hopping.
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1.3 Current Detector Technology

There are a large number of competing materials and detector designs that
are, or have been used for IR detection [3, 50, 51]. Due to the focus of this
thesis on the metal chalcogenide semiconductors this section will discuss
Mercad Telluride (HgCdTe, MCT) alloys [52] when there is a choice of
materials that serve similar functions.

1.3.1 History

PC devices were the first to appear in the mid 1960s [52], closely followed
by the first PN photodiodes. The first scanning (i.e. suitable for imaging)
devices were developed from PC technology in the 1970s and although
further progress was seen until 2000 they have become largely obsolete.
The first multi pixel integrated displays based on photodiodes appeared
at the end of the 1970s [50]. With the increasing expertise in micro-scale
device manufacture following on from the rapid decrease in transistor
feature size, the first P+N and N+P photodiode designs appeared in the
1980s. These allowed a greater absorption in the depletion region, con-
verting a greater proportion of incident power into output signal [22]. The
1980s and 1990s saw an increase in complexity of device design and oper-
ating principles with avalanche photodiodes and quantum well and lay-
ered devices becoming more common. By the middle of the 1990s, Fo-
cal Plane Arrays (FPA - multi pixel devices) were edging towards one
megapixel [50, 53]. Since the year 2000 the Strained Layer Superlattice has
emerged as a leading contender for the future of devices in the MIR and
LWIR and the operating temperature of many devices has been increasing
upwards from 77 K [3, 52]. Quantum dot detectors (QDIPs) as opposed to
QD in a well detectors (DWELLs) have now become more common, the
current QDIP highpoint of MIR detector research being the background
limited devices produced by Philippe Guyot-Sionnest et al. [21, 54]. Aside
from the recent QDIP devices all of the best performing devices to date
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are still highly complex and expensive epitaxial layered devices. Little has
been done to rectify the major trade-offs in production cost and operation.

1.3.2 Thermal Detectors

Thermal detectors (bolometers) operate by means of detecting a change
in the temperature of the detector material by observing a change in an
electrical parameter, usually resistance [17, 51]. The change of tempera-
ture is dependent upon the energy of the incident radiation. Noting that
the transducer is wavelength indiscriminate as the material will absorb a
range of wavelengths and each will heat up the detector, any device spec-
tral sensitivity is achieved through the use of optical cut on filters and as
such they are not as sensitive to the incident spectra as quantum based de-
tectors. Bolometers are also inherently limited by background noise or by
thermal response time, as both are related to the thermal conductance of
the detector material, one proportionally and one inversely [4, 20]. Ther-
mal detectors can be scaled into an array suitable for imaging. These are
called micro bolometers and currently offer the only workable uncooled
IR imaging devices [55]. Bolometers remain difficult to produce as the de-
tector material must be thermally isolated from the environment and the
transducer must be in a local vacuum [4, 20].

1.3.3 Bulk Semiconductors

Bulk PN detectors are the most well established form of quantum IR detec-
tor. The two most common materials currently in use are MCT (MerCad
Telluride) [5] and InSb [52], bulk epitaxially grown crystals of which are
integrated into a circuit. The creation of array devices follows simply by
dividing the bulk crystal into individual sensors using various photolitho-
graphic methods with vertical electrical connections [24]. MCT is com-
monly used as varying the Hg/Cd ratio allows the bandgap to be tuned
from 0 eV where HgTe is a semi-metal, to 1.5 eV where MCT is a direct
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bandgap semiconductor, thus covering the entire IR regime.

In addition to this tunability, the characteristics of MCT are a direct
energy gap, high electron mobility, low dielectric constant and a relatively
constant lattice constant with changing cation composition [52, 56]. These
mean that MCT lends itself well to large scale manufacturing at various
detector wavelengths.

Advanced Bulk Quantum Detectors As an example of the development
of bulk detectors one of the most common designs of quantum detec-
tor, the Quantum Well Detector (QWID) will be briefly discussed. The
key feature of QWID designs is the use of two materials with different
bandgaps [57–59]. The structure consists of a quantum well layer between
two barrier layers. The conduction band ground state of the well layer is
at a lower energy than the barrier conduction band.

When incident photon energy is equal to or greater than the conduc-
tion band offset energy then an electron that absorbs that photon will be
in its first excited state at or above the ground state of the barrier layer
material. This electron is then free inside the material, analogous to the
excited electron of the EHP in a photodiode. It can then be accelerated by
an electric field over the device, contributing to the photocurrent in the
circuit [58]. In order for there to be sufficient electrons in the ground state
of the well layer it must be accurately doped, placing the first constraint
on material selection. The conduction band offset must also be tuned to
the desired energy. For shorter wavelengths this is difficult as very dif-
ferent materials will have larger lattice mismatches [59] so theoretically
suitable materials cannot be put together physically without major lattice
mismatch and hence large defects. Another major constraint is that due
to the polarisation selection rule, normally incident light can only induce
an intraband transition if the polarisation of the light is in the growth di-
rection [57]. The expectation for advanced quantum well detectors is that
they will outperform bulk MCT due to the suppression of Auger recom-
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bination [60] and tunnelling effects [61]. The first is an expected result
of the spatial electron/hole separation, whereby the holes localise in the
lower bandgap material and the electrons in the higher bandgap material.
The reduction in tunnelling is expected to arise due to the higher effective
mass of the carriers in the materials used when compared to MCT, leading
to a lower tunnelling probability out of the conduction band ground state,
which is a source of dark current.

1.3.4 Detector Characteristics

There are a small number of commonly used parameters that allow com-
parison between different detectors. The most commonly used are be-
low [18, 22, 62, 63]:

1. External Quantum Efficiency. The efficiency with which the device
collects incident photons and converts them into current at the out-
put electrodes [20, 62].

ηe =
number of collected electrons
number of incident photons

=

Iph
e
PO
hv

. (1.23)

2. Responsivity. The photocurrent generated per incident optical
power at a given wavelength of incident light. This provides a
spectral response so the peak value is usually quoted. This is a
measure of a detector’s ability to convert incident light into electrical
signal [20, 62]:

R =
Iph
PO

=
ηee

hv
. (1.24)

3. Noise Equivalent Power (NEP). This is the optical signal power re-
quired to generate a photocurrent that is equal to the total noise cur-
rent In at a given wavelength and 1 Hz input bandwidth (B). Some-
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times this is seen as the noise equivalent difference in temperature
(NEDT), which is a measure of the temperature difference in signal
required to overcome the detector noise. NEP is usually quoted in
watts or watts per square root of frequency. If the device is limited
by thermal noise the NEP can also be called the sensitivity, as it de-
fines how sensitive the detector is to optical signals [20, 62]:

NEP =
Vn
R
. (1.25)

4. Specific Detectivity. The reciprocal of the NEP is defined at the De-
tectivity (D) of a device. To normalise the quantity across device
structures the specific detectivity (D∗) is commonly used. It is a mea-
sure of the sensitivity of a device to total noise, accounting for the
electrical bandwidth of the input signal and the area of the active
device area. The unit is called a Jones (cm Hz

1
2 W−1) [20, 62]:

D∗ =

√
AB

NEP
. (1.26)

5. Background Limited Infrared Photodetection (BLIP) [63]. This is
a term used to describe operation of a photodetector when the to-
tal density of photogenerated carriers is greater than the density of
thermal carriers. The limiting noise of the detector is thus governed
by the background flux rather than other inherent detector noise. It
is important because it shows that the detector is performance lim-
ited by the nature of EM radiation rather than by any imperfections
that exist in its design. It can be calculated by using the NEP for the
specific BLIP case and the background flux:

NEPBLIP = hv

√
2ΦBB

ηe
. (1.27)

It can also be quantified by an evaluation of the following inequality
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[64]. If satisfied the detector is operating under the BLIP condition,
where τ is the carrier lifetime:

ηeΦBτ

sample thickness
> ni. (1.28)

1.3.5 Detector Noise

Any device that returns an electrical signal will have various types of noise
that degrade or mask the output signal. Noise being defined as an output
electrical signal that is not coherent with the input signal. It is worth not-
ing that the dark current is not noise as it is a quantifiable signal that is
predictable in the future, whereas true noise is not predictable at any fu-
ture point. The most relevant are listed below:

1. Photon Noise. There is an inherent noise due to any source of pho-
tons, whether the intended source or the background. This is a quan-
tum noise due to the discrete nature of EM radiation and the Poisson
distribution of independent random events. The noise can be calcu-
lated as the square root of the number of events. The finite value
of the noise then increases as the number of events increases, how-
ever the relative ratio, i.e. the signal to noise ratio, will be much
lower for a small number of events. The obvious fallout from pho-
ton noise is that testing should be done with the greatest intensity
that still accurately represents the desired test parameters. This noise
will always result in an irreducible minimum noise in the output sig-
nal [17, 22, 62].

2. Johnson/Thermal Noise. Thermal motion of charge carriers within
an electrical circuit above absolute zero will result in a random
movement of charge throughout any resistive device. The noise
caused by this thermal motion is the Johnson noise of the detector.
It is a white noise proportional to the absolute temperature of the

32



1.4. Quantum Dots 33

circuit which can be well quantified as [65]:

V 2
Johnson = 4kTRB, (1.29)

where T is the temperature of the device, R is the measured resis-
tance and B is the bandwidth.

3. Shot Noise [22]. As with photon noise there is a noise current that
arises from the random and independent movement of charge carri-
ers across any depletion layer, even if thermal motion is minimised.
This is commonly described as a shot noise current. It is used to
calculate the quantum noise limit of PN junction based detector sys-
tems.

4. 1/f Noise. This is a term that refers to noise with a power spectrum
that decreases inversely with frequency. Although not well under-
stood it is thought to relate to the structure of the material itself, in
particular trap states and grain boundaries. Recent work has well
characterised the behaviour of this noise for NC solids and outlined
methods to take to reduce it [66].

1.4 Quantum Dots

1.4.1 Theoretical

QDs and NCs are clusters of atoms that have sizes in all three spatial di-
mensions that are close to or less than the Bohr radius of the bulk material
so excitons in the NC are therefore completely confined and cannot move.
It is for this reason that they are called 0-D materials [67, 68]. The exci-
ton is a quasi-particle that exists in a semiconductor and consists of the
energetically promoted electron and the newly vacated hole; it can be con-
sidered as a hydrogen-like atom moving inside the material. In general
the exciton Bohr radius in a semiconductor is, due to the lighter effective
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mass and larger permittivity, considerably larger than the hydrogen Bohr
radius, for example HgTe has a Bohr radius of 40 nm [56]. Therefore con-
finement effects will be seen for HgTe NCs with dimensions less than 40
nm. The most striking confinement effect, and the one that has the most
application to this thesis, is the variation of bandgap (Eg) with NC size, a
brief theoretical explanation of which will be given below. Arguably the
most intuitive qualitative description follows from the Uncertainty Prin-
ciple [69]. The act of constructing a NC localises the particle so that the
uncertainty in the position can be modelled as the radius of the NC, thus
the uncertainty in the momentum varies inversely with the radius. It can
therefore be seen that the energy of a particle constrained in the dot will
have an energy that varies inversely with the square of the radius for a
given particle effective mass [67].

Semiconductor Nanocrystals For semiconductor NCs the confinement
effect is seen optically as an increase in bandgap energy with decreasing
NC size. The first observation of this size dependent optical behaviour
was in colloidal CdS QDs in 1983 [70] although it had been observed
prior to this in molecular beam deposited 1-D GaAs layers [71], although
these devices did not have a well controlled thickness so were not true
0-D materials [72]. Modelling the NC as bulk semiconductor lattice, i.e.
a system that is solved with a periodic Bloch wavefunction [73] that is
further modulated by a spatial envelope function that represents the QD
volume, shown in equation 1.30, allows this change in bandgap to be mod-
elled [73, 74].

ΨNC(x) = ψBloch(x)Φenv(x) (1.30)

The solution to which would be another solution to a ’particle in a 3-D box’
problem, however modelling the NC as a sphere, i.e. a spherical envelope
function that is a product of a spherical harmonic function and a Bessel
function (equation 1.31), allows for a solution that mirrors the solution for

34



1.4. Quantum Dots 35

the energy levels of the hydrogen atom.

Φenv(θ, φ, r) = Y m
l (θ, φ)RBessel(r) (1.31)

The potential that is experienced by the electron in this model is shown in
equation 1.32. D is the the diameter of the NC and the potential inside the
NC is modelled as a constant finite value, V0.

V (r) = −V0 for |r| < D

2
, V (r) = 0 for |r| > D/2. (1.32)

Solving the Schrödinger equation for the envelope function gives solutions
for the energy levels of a confined electron.

Econf
n,l =

2~2χ2
n,l

m∗D2
(1.33)

These energies are similar to the energy levels of an electron in a hydrogen
atom however due to the differing potential there is no longer a restriction
of l with n, e.g. NCs have 1P (n = 1, l = 1) and 1D (n = 1, l = 2) energy lev-
els. If the full wavefunction for the NC is solved the bandgap that appears
is modulated in energy by the confinement energy and becomes [74].

ENC
g = Ebulk

g +
2~2χ2

n,l

m∗eD
2

+
2~2χ2

n,l

m∗hD
2

(1.34)

The above is a restatement of the Brus equation [75]. It can therefore be
seen that the spatial confinement of the exciton will cause a shift in the
bandgap energy, which is shown in Figure 1.10. In terms of terminology,
if the QD is smaller than the exciton Bohr radius in the material the QD is
in the strong confinement regime. If the QD is larger than the Bohr radius
the system exists in a weak confinement regime [76]. Due to the large Bohr
radii of the materials used in this work, and the small QD size, this thesis
is concerned only with the strong confinement regime.
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Figure 1.10: Representative cartoon showing the energy levels due to confinement rela-
tive to those found in the bulk material for a semiconductor NC.

1.4.2 Colloidal QD Synthesis

Colloidal preparations currently offer the best methods to create electronic
grade QDs that can be used as the sensitising and charge carrier medium
in devices [32]. This method is characterised by the use of ligands to sep-
arate the QDs and allow them to disperse in solution [77]. The distinction
between colloid and solution here is not overly important. Technically
the solutions are colloids as the suspended particles are larger than sin-
gle molecules, however colloids are commonly “solution” processed and
the two terms are interchangeable. Chemically, the important point is that
these QD/solvent mixtures should not settle out due to sedimentation.
This is favourable as the QDs can be further processed directly from so-
lution. This opens up the use of thin film processing techniques such as
spin coating, printing and stamping as a means of depositing QDs onto
a wide variety of substrates. These methods are generally much lower in
cost and easier than physical vapour deposition methods, which facilitates

36



1.4. Quantum Dots 37

faster prototyping and testing of a wide variety of device structures with-
out large initial investment. Essentially, CQDs offer solution-depositable
semiconductors. The secondary benefit of the colloidal method is that the
surface of the QD is passivated by organic ligands which offer another
opportunity to alter the macro properties of NC assemblies [78].

History The first CQDs were synthesised via arrested precipitation [79].
This is a method that relies upon the very low solubility of binary semicon-
ductors in aqueous solutions. If two metal salt precursors are both super
saturated in the solution there exists an energetically favourable pathway
to precipitate the binary semiconductor. This method although successful
led to very little size control as the primary method was to alter the super
saturation point of the colloid via a change in pH, therefore limiting fur-
ther nucleation events and increasing QD size via addition from ions still
in solution. The unintended side effect of this method being the broaden-
ing of size distribution as some QDs were dissolved and others grew via
Ostwald ripening [72, 79]. The quest for greater size control led to tem-
plated growth methods, the most numerous and successful being the use
of biological micelles to provide a physical boundary for possible growth.
This method was effective at providing a finer degree of size control [80]
however the line broadening of emission and absorption were far larger
than the expected values [81]. This is now known to be due to a large dis-
tribution of un-passivated surface states that serve as trapping centres. As
the surface of a QD is a large fraction of the whole, the broad spectrum of
surface trap states completely obscured the sharp homogeneous absorp-
tion that was expected from a quantum confined system [72, 78]. It was
found that the addition of cations to QD solutions served to enhance pho-
toluminescence (PL) measurements, whereas anions quenched it [82]. It is
now understood that hole trap states localised at surface anions are passi-
vated by the addition of cations and this is responsible for the dramatically
improved absorption and PL line widths [83]. The now ubiquitous use of
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organic ligands as surface passivators underpins the generic method of
organometallic colloidal NC synthesis and this method, as used in this
thesis, was first pioneered in the preparation of CdX (X = S, Se, Te) [84]
and later PbSe QDs [85]. The growth of QDs in these colloidal synthe-
ses is based upon the LaMer model [86]. This states that monodisperse
nanoparticles in a colloidal suspension require a distinct nucleation event
that is followed by a period of growth when new particles are no longer
being created. It is found that this nucleation event is given by a threshold
concentration of precursors that while exceeded will nucleate new parti-
cles, see Figure 1.11. The most common method for achieving this is via
an injection of one precursor, most commonly a tertiary phosphine sta-
bilised chalcogenide, into a heated solution of the other (for a binary NC).
The heated solution will contain an ionic precursor for the cation, likely
in solution with a primary amine as these are now known to be the most
effective co-ordinating solvent [87]. The size of the NC is governed by
the length of time spent in the growth solution, at a certain temperature.
This allows the time and temperature to be tuned to achieve the desired
dispersion and NC dimensions.

Capping Ligands The growth endpoint is determined by the introduc-
tion of long chain aliphatic molecules to the growth solution. The head
group of these ligands covalently bond to each NC and separate individ-
ual NCs from each other. Growth is halted as the NCs no longer interact
with each other, or any remaining precursor in the growth solution. The
ligands chemically separate the NC from its environment and thus are a
major factor to consider when considering the structure or behaviour of
any NC assembly [23, 78, 88]. The general model for ligand bonding is
that a headgroup will covalently bond to the NC surface and the hydro-
carbon tail will point away from the surface. In this way the ligands can be
thought of as a self assembled monolayer (SAM) that covers the surface of
each NC, see Figure 1.12. The goal is an NC dispersion that is fully stable
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Figure 1.11: Graphical depiction of the Lamer NC growth method. The injection of one
of the precursors above the nucleation threshold concentration causes QDs to nucleate for
the period shown in red. Once below the nucleation threshold no new QDs are formed and
the number of QDs decreases whilst the average QD size increases.

Figure 1.12: Aliphatic ligands covalently bonding to NC surface the ligand most com-
monly used in this work for stabilised QDs is the thiol (-SH) group.

in solution, as this colloidal NC “ink” is what gives flexibility to NC de-
vice manufacture. Colloidal stability is governed by the interaction of the
visible NC surface bound hydrocarbon chains, with the chosen solvent.
Solvents that have a negative free energy of mixing with the hydrocar-
bon chains will be good solvents, as they create a repellent force between
individual NCs, preventing aggregation [89]. In the general metal chalco-

39



40 Chapter 1. Introduction and Background

genide case outlined above these good solvents will be non-polar. Con-
versely polar solvents will cause a positive free energy of mixing, forcing
NCs together and causing aggregation. These bad solvents are referred
to as anti-solvents and their use will be seen in the experimental Chap-
ters. As well as determining the solubility of the NCs, ligands can also
be swapped and tuned via surface chemistry to affect macro parameters
of NC assemblies such as conductivity [44] and inter-NC separation [90].
Ligand engineering affects the exciton lifetimes in the QD as ligand choice
can passivate surface states, minimising inter bandgap states that allow
absorption pathways that result in reduced responsivity, i.e. a band edge
that is not sharply defined (analogous to Non Radiative Recombination
(NRR) pathways in light emitting systems), shown in Figure 1.13 [23]. The
larger problem of why bandgaps do not show square wave like absorption
behaviour is due to the Urbach Rule [91]. In the case of NC absorption
edges the size dispersion of the sample adds another factor as differently
sized NCs will actually have different bandgaps. The band edge will be
ill-defined even before the conventional Urbach edge effects are applied.
When looking at absorption measurements the exponential decay of ab-
sorption at energies below the bandgap is called the Urbach tail. In NC
samples it is a good indicator of sample size dispersity, with small Ur-
bach tails indicating a small size dispersion. Since being introduced by
Kovalenko et al. in 2009, the use of inorganic ligands has also become pos-
sible. Short inorganic ligands allow very small inter QD spacing, resulting
in very high carrier mobilities [92, 93].

HgTe Nanocrystals MCT is an excellent material for bulk IR detectors
due to its bandgap tunability, and this same tuneability can be achieved
with HgTe NCs [5,94]. The bandgap of bulk HgTe is -0.141 eV at 300 K [95]
so it can be expected that the NC bandgap can be engineered to be small
enough to absorb MIR radiation. The concept of a negative bandgap is
related to the energy levels of different molecular orbitals (MO). In the
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Figure 1.13: Cartoon showing the effect of successful ligand passivation on the energy
levels of surface states. If the ligand passivated states are not in the bandgap then a suc-
cessfully passivated QD has a number of non radiative recombination pathways removed.

case of HgTe, at the wavevector where the direct bandgap occurs there
is an inversion of energy levels whereby a lower energy band occupies
a higher energy than another band that is conventionally above it [96].
It can be envisioned as the top of the filled valence band being 0.141 eV

above the bottom of the unfilled conduction band. Of particular interest
for this proposal are dots sized between 6 and 10 nm as these correspond
to bandgaps that bridge the MIR. The metal-organic NC route that is the
foundation for the current MIR QDIP sensitiser layers was first proposed
by Green et al. in 2003 [97], before being improved upon by Keuleyan et
al. [94, 98] and Lhuillier et al. [99, 100].

1.5 Quantum Dot Infrared Photo Detectors

(QDIPS)

Quantum dot infrared photodetectors use QDs as the light sensitive
medium, as opposed to layers of bulk semiconductor. The first MIR
devices of this kind were well suited to a similar construction method
as quantum well detectors, as one of the initial growth methods for the
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first QDs was epitaxial. This method was first achieved in 1993 [101].
However, due to the proliferation of aqueous [102, 103], and organically
passivated colloidal [32, 97], methods of HgTe QD synthesis, there has
been a marked increase in the variety of QDIP device structure [6, 23, 77].

1.5.1 Quantum Dot use in Detectors

Semiconductor NCs are an attractive material to use in detectors because
they can be thought of as a homogeneous film that acts as both the ab-
sorber and transport layer [23, 104]. This allows for structurally simple
device designs. Conceptually the desired mode of operation can be cho-
sen via the selection of contact materials, generally either an ohmic con-
tact, schottky barrier or ETL/HTL layer, and mode of operation, for exam-
ple the device bias and gating. Coupling simple device design with solu-
tion processable absorber layers makes QDIPs a very attractive proposi-
tion over complex MBE deposited QWIPs, both in terms of simplicity and
cost. Further adding to the practical benefits there are a number of theo-
retical reasons that QDIPs should easily outperform QWIPs and possibly
bulk detectors at higher temperatures [64], as outlined below:

1. High Temperature Operation. The operation of photonic detectors
without the need for cooling would represent the next step forward
in IR detector technology and the unique conduction mechanism of
QD solids allows one potential solution to this problem. Due to the
low density of states in 0-D materials it is highly improbable that
even at 300 K there will be a carrier thermally excited into the con-
duction band of an individual dot. Operation at room temperature
then requires only that excited carriers can be conducted out of the
dot before they recombine and that the population of photogener-
ated carriers exceeds that of thermal carriers, which due to the low
density of states applying individually to every dot in the ensemble
is predicted to result in a lower dark current than bulk materials of
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the same bandgap [5, 36].

2. Dark Current. As previously stated the dark current in a detector
is the key determinant of the detector generated noise current. The
dark current is the current flowing in the device when there is no
external signal current. For any given temperature, applied field and
mobility the dark current of a detector is dependent upon the carrier
density in the conduction band due to thermal generation (equation
1.3). It is predicted that the reduced density of states [67] will lead to
a dark current that is less than bulk HgCdTe for monodisperse QD
assemblies [64].

3. Bandgap Tuning. The other avenue for reduction in dark current
is via the use of bandgap tuning. Thermal generation is dependent
upon bandgap, so for a given temperature the thermal generation
will be reduced as the bandgap increases, another reason why MIR
detectors are preferable to LWIR detectors in terms of detector noise.
Therefore the bandgap of a detector should ideally be tuned to be at
the lowest required temperature to be observed. Any lower than this
and the detector dark current is needlessly higher than it has to be.
The bandgap tuning of QDs can itself be a method to reduce detector
dark current

4. Gain through Charge Trapping. If trap states, in place due to ei-
ther surface effects, impurities or doping, are energetically situated
such that one of the charge carriers types from each generated EHP
is likely to be physically trapped the system can see PC gain. For the
duration that the carrier is trapped, its partner can be multiply cycled
throughout the electrical circuit and therefore be registered as more
than one charge for that single photon [22, 23]. Figure 1.14 shows
this where the electron is trapped and the hole can recirculate. This
gain affects all generated EHPs, both photogenerated and thermally
generated so the dark current will see a corresponding gain effect,
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making this more useful in systems with an already minimised dark
current.

Figure 1.14: Cartoon showing the method of PC gain in a conductive solid that is trap-
ping an electron for a time sufficient for a hole to cycle through the circuit (E is electric
field).

5. Phonon Bottleneck. This idea suggests that if the discrete energy
states in the dot are separated such that they are larger than the
phonon energy in the material, then there is one less non-radiative
recombination pathway. This is termed the phonon bottleneck and if
it exists directly leads to longer carrier lifetime [105].

6. Suppression of Auger recombination. Due to the reduced free car-
rier density in QDs compared to the bulk it is expected that Auger
decay will be suppressed [54]. The far lower carrier density heavily
reduces the chance that there is a third carrier to facilitate this decay
pathway. This would cut off a non-radiative decay pathway and in-
crease the exciton lifetime, although at the expense of lower absolute
currents.

Possible downsides of QD use in devices include doping that is insufficient
to fill the valence band states and/or insufficient dot density within the
absorption length both leading to incident photons being wasted [106].
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Auger decay and recombination rates could also be increased due to the
physical localisation of the electron and hole following generation [32].

The key factors that will underpin the success of delivering on the theo-
retical potential are:

1. The preparation of highly monodisperse colloids. Any band smear-
ing due to size dispersion will reduce measured conduction as the
increased energy difference between adjacent sites will reduce hop-
ping rates. Additionally an ill defined bandgap renders bandgap
tuning for spectral sensitivity less effective [5].

2. Practical methods that create highly conductive QD solids while still
retaining physical separation of each QD.

3. Ligand exchange procedures that do not leave a partially passivated
surface. Partial or easily degraded passivation causes a large number
of trap states that inhibit photoresponse rise and fall times. This can
be extended to the issue of oxidation of surface cation sites that can
create a high carrier density that gives conductive but photo-inactive
solids.

Aside from the theoretical reasons outlined above that may allow higher
responsivity from QDIP devices there are also a number of practical rea-
sons why using colloidal QDs in QDIP devices will address the large cost
and large size aspects of current detectors. They are covered elsewhere in
the text but to highlight the key areas:

1. Colloidal QDs can be synthesised and processed in a normal wet
chemistry lab. The process does not require a cleanroom. This can
drastically reduce production costs.

2. The QDs can be applied to the device structure using solution
processing techniques. Well designed solution based processes are
highly scalable.
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3. Due to the quantum confinement effect QDs of different size offer
different spectral sensitivity but can be produced and processed with
similar techniques.

4. The very low volume of QD thin films and the flexbility of device
manufacture means that cooling, if required, will be easy to achieve.

1.5.2 Current QDIP Devices

The major milestones in the field of QD MIR detection are summarised
below, including tangential work that provided key insight into devices,
deposition or surface engineering. The basic planar device structure that
has proved highly effective as a simple test bed for CQD films is the inter
digitated electrode (IDE) array, simply put this is a collection of transistor
trenches that allows low conductivity materials to give measurable results
due to a very large effective trench width, essentially a very big transistor
but with an easily coverable surface area. This was popularised in 2006 by
Konstantatos et al. [107].

The first reported use of HgTe QDs was by Böberl et al. in 2007 [108],
an inkjet printer was used to print the dots onto Ti/Au IDEs. The de-
vices functioned at room temperature and had a maximum responsivity
of 65 mA W−1 for 10 V bias however this was for radiation with a wave-
length of 1.4 µm so SWIR rather than MIR [108]. Due to the very low
noise current the reported specific detectivity was 3× 1010 Jones, a very
impressive value considering the QDs were still surrounded by insulating
ligands.

In 2009 Kovalenko et al. showed that metal chalcogenide complexes
could easily replace long chain hydrocarbons as the capping ligands for
NCs and nanowires (NWs). Doing so led to large improvements in electri-
cal connectivity in NC solids but did not affect the quantum confined be-
haviour of the materials [92]. This was followed in 2010 by the definitive
work regarding the replacement of long chain hydrocarbon ligands with
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shorter chain organics for semiconductor QDs [44]. Both of these works
paved the way for the rapid development of high performance CQD de-
vices that followed.

The true utility of HgTe QDs was explored in 2011 and showed
bandgap tuning from 1.3 to 5 µm with clear excitonic peaks. The synthesis
was a two-step hot injection method using organometallic precursors and
allowed size tuning through the temperature of the reaction. The reported
QDs were highly monodisperse and even showed photoluminescence in
the MIR. The QDs were tetrahedral in shape due to the differing growth
rates on each facet of the zinc-blende crystal at the low temperatures
used [98].

The first MIR CQD photodetector was fabricated using drop cast solu-
tions of HgTe QDs. The devices showed room temperature detection up to
5 µm. At room temperature the reported specific detectivity was 10× 107

Jones in the MIR, with a responsivity of 20 mA W−1 [43]. Achieving room
temperature detection of 5 µm radiation with a planar device structure was
the major milestone in demonstrating the potential of CQD based devices.
The reported metrics are all the more impressive considering that the QDs
were shown to be aggregated even in solution in TEM images.

Using the same device structure and deposition method in 2013, the
next step was the replacement of the organic ligands with As2S3. This re-
sulted in a greatly enhanced mobility that is 100 times higher in the As2S3

treated films when compared to the best organic ligand, ethanedithiol
(EDT). The method used involved a fully air free device fabrication, as
when fabricated in air the devices had a lower responsivity than both the
previously reported aggregated devices and the air free devices. This was
thought to be due to the oxidation of unpassivated surface regions that
oxidise and then act as acceptor levels, causing an increased p-type be-
haviour that negatively affects performance. The devices function at room
temperature but the top reported metrics are given for operation at 230 K.
Responsivity is 100 mA W−1 and specific detectivity is 3.5× 1010 Jones at a
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wavelength of 3.5 µm [99].

In 2015 HgTe QDs were used in a sandwich style device and demon-
strated the first reported background limited MIR photodetection, i.e. the
device performance was constrained more by the inherent background
noise than by the process of detection. Due to the sandwich nature the
device showed photodiodic behaviour, generating photocurrent with zero
bias. The device structure was a NiCr ultrathin back electrode on a CaF2

substrate. This was dip coated to get the QD layer, then Ag2Te QDs are
used as a back layer before the back electrode is added with silver paint.
Operation at 5 µm occurs between 90 and 140 K. The best zero bias opera-
tion is at 90 K with a responsivity of 86 mA W−1 and a specific detectivity
of 4× 1010 Jones [54].

Currently the field can be broken down into four areas. The first is the
pursuit of MIR performance that exceeds all known bulk material devices.
In 2017 a phototransistor was demonstrated that reported a responsivity
of 105 A W−1 at 2 µm. This leap forward was achieved by using the HgTe
QDs as a sensitising top gate layer on a MoS2 transistor. When charges are
generated in the QDs the hole remains trapped but the electron is able to
enter the gate material, and due to the high mobility of MoS2 the electron
can cycle multiply though the system causing a very high PC gain. These
devices are fabricated through laser and e-beam lithography on randomly
exfoliated MoS2 [109] and it is unclear whether they can be reliably fabri-
cated. Although these devices perform exceptionally they are not indus-
trially feasible until 2-D materials can be fabricated and contacted more
predictably and as such remove one of the key benefits of QD technology.

The second avenue of development is using QDs as the active layer in
a transistor structure to increase the performance of air processed planar
structures. Chen et al. demonstrated a silicon/silicon dioxide bottom gate
transistor with spraycoated aqueous HgTe QDs as the active layer. With -
12 V gate bias these devices demonstrate 0.3 A W−1 responsivity at 2.2 µm,
and specific detectivity of 5× 1010 Jones at 2 kHz. This device shows that
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Title Date Fabrication
Method

Highest
Operating
Temp

Wavelength
Range (µm)

Responsivity
in MIR

Spec De-
tectivity
(Jones)

Mid-infrared HgTe Colloidal
Quantum Dot Photodetec-
tors [43]

2011 Drop cast Room
temper-
ature
(RT)

1 to 3 and 1 to 5 3 µm: 0.15
A W−1 5 µm:
0.25 A W−1 @ 10
V

< 108

Mercury Telluride Colloidal
Quantum Dots: Electronic
Structure, Size-Dependent Spec-
tra, and Photocurrent Detection
up to 12 µm [94]

2014 Drop cast 80 K MIR to 12 1.8 mA W−1

@10 V
109

Mid-Infrared HgTe/As2S3 Field
Effect Transistors and Photo De-
tectors [99]

2012 Drop cast RT 1.7 to 3 0.22 A W−1 @ 7
V

109

Background Limited Mid-
Infrared Photo Detection with
Photovoltaic HgTe CQDs [54]

2015 Sandwich
structure,
Ag2Te
NC top
electrode

140 K 3 to 5.25 86 mA W−1 1010

Mercury Telluride Quantum
Dot Based Phototransistor En-
abling High-Sensitivity Room-
Temperature Photo detection at
2000 nm [110]

2017 Spray
coat,
aqueous
NCs

RT Vis to 2.4 0.3 A W−1 @ 12
V

1010

MoS2–HgTe Quantum Dot
Hybrid Photodetectors beyond
2 µm [109]

2017 MoS2 tran-
sistor then
spin coat-
ing

300 K Vis to 2.1 105 A W−1 @ 15
V

1012

Scalable Fabrication of Infrared
Detectors with Multispectral
Photoresponse Based on Pat-
terned Colloidal Quantum Dot
Films [111]

2016 PDMS
stamp

RT 2 to 7 0.08 A W−1 @ 9
V

108

Table 1.1: Table showing the best performing devices in the literature.

air processing is not necessarily an impediment to fast operation. Running
this device in accumulation mode is thought to fill the hole traps near to
the gate, providing a trap free region that offers unimpeded charge sepa-
ration and fast device operation [110].

The third direction that CQD devices are taking is the development of
multispectral detectors, using the easy bandgap tunability of QDs to fab-
ricate detectors that offer spectral selectivity within IR spectral bands. The
best demonstration of this to date was by Tang et al. who demonstrated
devices that showed spectral selectivity down to less than 1 µm between 2
and 9 µm. They also demonstrated small feature patterning with the use
of PDMS transfer stamping [111].
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Finally there is the integration of CQDs with current technology, best
illustrated by the demonstration of a functioning FPA by Ciani et al [21].
This uses a spin coated HgTe film on a custom engineered read out inte-
grated circuit (ROIC) with 30 µm pitch pixels. At 95 K this device was
able to image scenes in daylight, with an NEDT of 2.32 K. This is another
step forward and for the first time demonstrates that NC thin films can
integrate with current technology to produce available commercial IR de-
vices.

The other promising QD material within the MIR is HgSe, whereas
HgTe works with interband promotion HgSe has shows both interband
and intraband absorption. In the intraband case there is promotion from
the 1Se to the 1Pe levels of the confined system. The key potential of this is
that the material generates a narrowband absorption at some energy lower
than the bandgap and as such only incident photons that are resonant with
the intraband feature are absorbed, in contrast to interband features that
absorb at all energies above the bandgap. The downside is that the doping
of each dot, i.e. the population of the 1Se must be close to its degeneracy,
2 in the case of the 1Se level. Populations higher or lower than the level
degeneracy will result in dark current between unfilled 1Sp and 1Se states
respectively that will obscure any photocurrent. This was first demon-
strated by Deng et al. in 2014 [112], and has since been extended to the
LWIR with a room temperature responsivity of 0.8 A W−1 reported [113].
Most recently HgSe has been used on a plasmonically activated substrate
with resonance peaks matched to the centre of the narrowband emission
curves. This reduced the absorption peak widths and as such increases the
potential colour sensitivity of the device [114].

1.6 Summary

The aim of this work is to lever the solution processability, and the inher-
ent quick prototyping this allows, to fabricate PC QD devices that display
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metrics that are competitive with the current state of the art QD devices.
Throughout, the focus will be on maximising simplicity and exploring ma-
terials, deposition methods and substrate materials in order to create a low
cost template for QD device design. The data Chapters cover the following
areas:

• Chapter 2 gives background information on the equipment and pro-
cesses used to synthesise the QDs, fabricate the devices and charac-
terise both the QDs and the devices. Particular focus is placed on the
experimental set ups that were built for this work and which give
the majority of device data presented in the data chapters.

• Chapter 3 details the steps along the way to, and the production of,
a flexible detector that uses all air processed QDs to deliver a very
competitive responsivity whilst also demonstrating that the band
edge of the CQDs are preserved in the electrical response of the de-
vice.

• Chapter 4 explores, in depth, the electrical hysteresis that develops
in air exposed devices. It examines the reason for the observed be-
haviour and goes on to demonstrate that an electrically symmetrical
QD device can display memory characteristics through charge trap-
ping.

• Chapter 5 takes the premise of Chapter 3 and pushes it to the limit
with the equipment available. It is shown that an array of 15 sub mm

pixels can be reliably fabricated with spray coating and that they can
offer spatial image information without a lens system or shielding.
More importantly it is demonstrated that charge trapping enables
photogain in these pixels and that this allows detection of targets
that are only 75 ◦C hotter than the device itself. The EQE for the
best performing devices is calculated to be > 20 which is currently
an order of magnitude greater than any other reports.
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52 Chapter 1. Introduction and Background

• Chapter 6 explores the novel electrical behaviour observed in tin
chalcogenide NCs when measured under IR illumination. The de-
vices do not operate in a conventional PC mode but instead show
hopping conduction that is mediated by a surface species that inter-
acts with MIR radiation.
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Chapter 2

Methods

The methods used in the completion of this work can be broadly broken
down into methods of fabrication, methods used to characterise the QDs
and methods used to determine the electrical performance of the devices.
Where required some data is used here to illustrate certain design meth-
ods.

In this Chapter pre-existing techniques and equipment will only be dis-
cussed briefly. More explanation is given for the processes and experi-
mental set ups that were designed and assembled by the author solely to
facilitate this work.

2.1 Fabrication

2.1.1 QD Synthesis

Variations of the injection method were used for all QD syntheses in this
work [84]. Three neck round bottom flasks were held above a magnetic
stirrer and a temperature controlled mantle was raised until in contact
with the flask. One neck held a glass temperature probe holder, and into
this a temperature probe was placed and this gave a reading to the temper-
ature controller. One neck was attached to the Schlenk line and the third
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neck was capped with a rubber septa to allow injection. This general set
up is shown in Figure 2.1.

Figure 2.1: The generic setup used for QD synthesis. The initial precursor is placed into
the flask with a (generally) coordinating solvent, heated to the required temperature and
gently spun for uniform mixing. The Schlenk line allows the solution to be degassed and
then held under vacuum, removing oxygen and water from the reaction.

Schlenk Line The round bottom flask was attached to a Schlenk line that
contained a vacuum line and a nitrogen line. The vacuum line was oper-
ated at a pressure of 0.02 mbar as measured by a pirani gauge mounted on
the line. The vacuum was provided by a rotary vacuum pump that passed
through a liquid nitrogen cold trap before entering the main vacuum line.
The nitrogen was the house supply and was flow rate controlled by two in
line controllable valves. The flow rate was held at 0.02 l min−1. Air ingress
at negative pressure was prevented by a silicon oil bubbler.

Glovebox Dangerous, air and water sensitive compounds were handled
and prepared in a chemical glovebox with solvent still. The glovebox held
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an analytical balance for sample prep along with a micro pipette and other
basic measurement equipment.

Centrifugation Sedimentary centrifugation was required for a number
of the chemical preparations and was done on either a large (up to 50 ml

tube volume) machine with a maximum rpm of 10000 or an eppendorf ma-
chine for smaller samples with a maximum RPM of 14400, both machines
were in air.

2.1.2 Photolithography

All devices used in this work were fabricated on site by the author. Optical
UV photolithography as detailed below is a very common and relatively
simple process used for fabrication of features on the micron scale [115].
The process used here involves the use a positive resist. This class of re-
sists remain insoluble to a developer unless they have been exposed to
UV light. Following UV light exposure the exposed areas become soluble
and can be easily removed from the substrate. This allows the transfer of
patterns on optical stencils (masks) to a substrate that then has another
material deposited onto the exposed areas of the surface. Remaining un-
exposed resist is then removed by organic solvents. The one step method
uses a mask that directly exposes the resist to a positive image of the re-
quired device.

1. The initial step is to clean the substrate and then spin coat on the
liquid photoresist. Following this the resist is heated on a hot plate
in order to drive out any solvent and form a solid, homogeneous
layer, Figure 2.2 A.

2. The resist coated substrate is placed underneath, and just in contact
with the mask. The featured side of the mask must be closest to the
resist layer so as to reduce any diffractive effects that may cause the
exposed area to differ from the equivalent area on the mask. Once
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Figure 2.2: The main steps of the photolithographic process, detailed in the text

in place the mask is illuminated with UV light. The exact exposure
time required is determined by the resist composition and thickness,
Figure 2.2 B.

3. Once exposed the substrate is placed in the developer solution until
the exposed areas are fully removed. At this point the device can be
examined with an optical microscope to determine if the exposure
and development was successful. The substrate should now only
have resist left on the areas that are not the final device structure,
Figure 2.2 C.

4. The substrate has a Cr/Au layer evaporated, which covers both the
remaining resist and the exposed areas, Figure 2.2 D.

5. The substrate is submersed in an organic solvent which breaks down
the remaining resist. Removing the Au from all areas that were not
bare substrate, this leaves the desired device pattern in Cr/Au on the
substrate, Figure 2.2 E.
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Mask Design The masks used to fabricate the devices used in this work
were designed in Layout Editor and then commercially fabricated off site.
The device design requirements and details will be covered in the experi-
mental Chapters.

2.1.3 Device Solution Processing

There were a number of solution deposition methods available to pattern
the QD solutions onto the device substrates.

Spin Coating Spin coating involves a rotating chuck that uses vacuum
suction to hold onto a substrate. The solution is then dropped onto the
substrate either before or during the spin period [115]. There are a large
number of parameters available, such as acceleration of the chuck, how-
ever the two most commonly varied are final spin speed and duration.
The basic principle is that the faster the spin speed the thinner the final
layer of the solution. Duration is generally set somewhere between 30
and 60 s however factors such as the viscosity of the solution and solvent
evaporation should be taken into account when trialling speed and dura-
tion settings. Clearly this is a useful technique when the desired outcome
is the complete coverage of a substrate with a uniform homogeneous layer
of a single solution, such as coating photoresist.

Spray Coating Spray coating is the deposition of any material via an
aerosol method. A solution is mixed with a stream of gas and then ejected
from the device within the gas stream. The major benefit is that the aerosol
can be accurately targeted and as such allows for accurate spatial depo-
sition. For solutions there is the added complication that spray coating
allows a choice of how much of the solvent is transferred to the target.
For a given solvent, reducing the range will increase the concentration on
the target and increasing the range will reduce the concentration. For low
boiling point solvents there will be a range at which all of the solvent has
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evaporated during travel and only the suspended particles will hit the tar-
get. Due to the exposure of the particles to the flow gas it is best to use
inert gasses in these systems.

Drop Casting The simplest method by which to transfer a solution is to
drop it. The benefits of this method are that it allows a known volume
of solution to be repeatedly used and also allows spatial control. Inkjet
printing is low volume drop casting with a high accuracy printhead. The
downside to this method arises from the evaporation of the solvent from
the drop. For larger drops (> µl) as the solvent dries it does so from the
outside of the drop and causes a “coffee stain” effect of deposited parti-
cles. This enhances particle aggregation and reduces homogeneity. It also
reduces spatial control of the drop. For smaller volumes of solution this
effect is less pronounced. Drop casting can be optimised via solvent choice
that aims to give a controlled drying rate, although the application of this
can be offset by lower stability of the NCs in the new solvent blend.

2.2 Characterisation

2.2.1 IR Absorbance Measurements

Arguably the most important instrument in this work was the Bruker Ten-
sor T-27 Fourier Transform Infrared (FTIR) spectrometer as this allows
the absorption of materials throughout the MIR and LWIR to be exam-
ined. FTIR spectroscopy differs from dispersive spectroscopy, that uses
a monochromatic light source, by the use of an IR blackbody (BB) source
that is spectrally broad. This light is then modulated in an interferome-
ter generating a number of unique spectral distributions that serve as the
light probes to the sample [116]. The absorption of each spectrum is then
recorded at the detector. To return the final absorption or transmission
spectrum, the absorption recorded for each known spectral selection is
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used along with the known wavelength composition. This is a mathemat-
ical process that is achieved using a Fourier transform, hence the name.
When looking at colloids or liquids the work presented here used an at-
tenuated total reflectance (ATR) attachment. This uses the nature of the
evanescent wave at the point of total internal reflection within a medium,
to probe samples without requiring a path length through the material.
As such this allows rapid and simple characterisation of samples. When
absolute values or solid materials (such as deposited films) need to be ex-
amined a transmission holder was used in place of the ATR attachment.
This method is complicated by the transparency of any substrate over the
IR region being examined. Measurement of the absorption in the NIR and
SWIR (1.0–2.5 µm) is not possible with either a typical FTIR or UV-VIS
spectrometer and requires a specific NIR instrument. There was a Bruker
Vertex 80V VIS-NIR-MIR available for this work and this allowed a mea-
surement from the LWIR into the visible region. It could only function
with a transmission holder, however it did have the ability to pump down
the sample chamber and measure the sample in vacuum, thus removing
atmospheric noise from sample measurements.

2.2.2 Transmission Electron Microscopy

Transmission Electron Microscopy (TEM) is similar to all electron mi-
croscopy in that it utilises the lower de Broglie wavelength of electrons
to image features that are smaller than that achievable with an optical
microscope [117]. This is due to the Abbe diffraction limit which states
that the angular resolution of a system has a fundamental limit that is
proportional to the wavelength being observed. As an example the de
Broglie wavelength for a 1.5 eV photon is 827 nm. This is compared to
an electron accelerated by a 200 keV accelerating voltage which has a
wavelength of 2.74 pm. This difference in the smallest possible feature size
is the reason that electron microscopes can directly image at the nanoscale.

59



60 Chapter 2. Methods

TEM, specifically, involves the electron beam passing through the sample
and then being focussed onto an image plane, that is now commonly a
digital camera. Thus the key constraint with TEM work is that the beam
must pass through the sample and substrate, placing a restriction on the
in plane depth of the sample. This makes TEM highly suitable for imaging
nano materials as they are “thin” enough that there is no issue with beam
transmission through the material. The greyscale contrast of the obtained
images is dictated by the sample thickness and elements being studied.
Generally this means that lighter elements are difficult to image and
heavier elements show up clearly. Due to these fundamentals TEM is an
excellent method for the the study of semiconductor nanomaterials. This
direct imaging can give information not only about the in plane shape and
size but also about the structure of the material, for example the lattice
planes of crystalline samples can be directly imaged. If more accurate
information about the crystallinity of the sample is required the TEM can
be operated in the selected area electron diffraction (SAED) mode. In this
mode the low wavelength of the electron beam compared to the lattice
spacing results in the electron beam being diffracted, which creates a
diffraction pattern at the image plane. For a single orientation of a highly
ordered crystal this will create a series of dots, with the spacing between
them relating to the inter plane spacing of various lattices vectors. For
a disordered collection of crystalline samples, such as a distribution of
semiconductor QDs then the image will consist of ring patterns [117]. The
TEMs used in this work were a JEOL 2100 and a JEOL 2010.

Energy Dispersive X-Ray Spectroscopy Energy Dispersive X-Ray Spec-
troscopy (EDS) is a means of conducting elemental analysis of a sam-
ple [16]. The underlying principle is based on the fact that every element
has a unique set of energy levels, and that the relative energy of the filled
levels close to the nucleus are unperturbed by local bonding. High energy
particles or X-rays will excite electrons from the inner levels of an atom

60



2.2. Characterisation 61

leaving unfilled holes. This hole will be filled by an electron from a higher
level looking to lower its energy. The energy difference between the level
of the filling electron and the hole is emitted as a photon in the X-ray re-
gion. As this energy is the difference between two normally filled levels
of the atom it will be characteristic of that element and as such the detec-
tion of the energy and number of these emitted characteristic X-rays gives
information about the elemental composition of the sample. This func-
tionality is added to a TEM by the addition of an X-ray detector within
the column, the high energy particles being provided by the image beam.
Operating the TEM in the conventional focus mode, with a wide beam fo-
cused through the sample area onto the image plane, allows the EDS spec-
trum of the entire area being imaged to be obtained. However no spatial
information about the elemental composition is contained in this data.

Scanning Transmission Electron Microscopy Scanning TEM (STEM)
uses the same basic principles of operation as a TEM however the spot
size of the electron beam is now small compared to the sample being im-
aged [117]. This small spot is rastered across the sample area that is being
imaged. The major advantage of STEM imaging is that there is direct
spatial correlation between areas of the sample and the beam. Therefore
any interaction with the beam and the sample can be spatially mapped.
This is most commonly used with an EDS detector as the combination of
these allows high resolution elemental maps to be obtained. This allows
the location of individual elements within the sample area to be obtained.
The map can then be compared to the STEM image to give a large amount
of information about a sample.

TEM Sample Preparation TEM samples are prepared on very thin
polymer (Formvar) films on an underlying supportive copper grid,
the polymer side of which is carbon coated. The thickness of these
two layers that are imaged through is in the region of 20–50 nm. This
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carbon/polymer layer provides the physical support and homogeneous
contrast image background for the samples to be dispersed upon. Low
concentration colloids must then be prepared in solvents that will not
weaken the polymer substrate. A small amount (≈ µl) is dropped onto
the grid and allowed to dry. For best results this grid can be stored in
vacuum. Oxygen plasma cleaning immediately prior to use can assist in
removing any organic material that would otherwise negatively affect
imaging.

2.2.3 Scanning Electron Microscopy

Scanning Electron Microscopy (SEM) refers to an imaging methodology
that does not require transmission through the sample, and as such can
provide information about any type or preparation of material. Instead
of imaging the transmitted electron beam the SEM scans a focussed beam
across the sample [16]. The interaction between the beam and the sam-
ple causes the emission/scattering of various electron energies that can be
picked up by specific detectors. The detected particle characteristics are
then attributed to the beam focus point and images are created. The most
common imaging mode for SEMs is the detection of secondary electrons,
these are electrons from the material that are ejected from the innermost
shell of the atoms on the surface due to inelastic scattering with beam elec-
trons. They have a relatively low energy and as such the only electrons in
this energy range that can be detected are those from atoms within a few
nm of the sample surface. Consequentially they provide excellent topo-
graphical information about the surface being imaged. Imaging is also
frequently done with backscattered electrons. Which are beam electrons
that have been elastically scattered by the sample. They do not provide as
accurate topographical information as they can be detected from a larger
depth within the sample. However as the elastic scattering intensity is
dependent upon atomic mass these electrons provide a contrast depen-
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dent upon atomic weight and as such offer spatial information about the
composition and density of the sample. The use of characteristic X-ray de-
tection for EDS within SEMs is methodologically identical to EDS within
TEMs however due to the scanning nature of the beam they will return
compositional maps of the sample under all operating conditions. The
SEM used in this work was a JEOL 6500F.

SEM Sample Preparation As it is far easier to get a sample into an SEM
than a TEM more care must be taken to ensure that the sample is properly
prepared. The major issues are for samples that are not highly conduc-
tive. In this case the electron beam causes charging in areas that cannot
dissipate the electrons from the beam. Charged areas strongly perturb
the beam behaviour and cause defects with the image. To prevent this,
samples are mounted to aluminium studs with conductive carbon tape.
The tape should be placed as close to the intended image area as possible
without affecting the sample. If this is not sufficient samples can be com-
pletely coated with either carbon or platinum, very thin layers of which
cover the surface of the sample and allow beam electrons to ground to the
stud without affecting the topographical or compositional information of
the sample. Following these steps the samples are left in a vacuum desic-
cator for at least 12 h, which prevents the samples and carbon tape from
out-gassing inside the machine.

2.2.4 X-ray Diffraction

X-ray Diffraction (XRD) refers to a technique whereby a diffraction pat-
tern is generated by reflection from the lattice planes of a crystalline sam-
ple [16]. The key determinant here is that the wavelength of the incident
wave is similar to the periodic spacing of the material that generates the
pattern. X-rays have a wavelength that is similar to the lattice spacing of
crystalline samples (Angstroms) and this is why they are used in this ap-
plication. Bragg’s Law states the relationship between the crystal spacing,
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the incidence angle and the wavelength of the incident light. Constructive
interference will occur when the path difference is an integer number of
wavelengths. As the wavelength and the angle is known the lattice spac-
ing can be found. Most commonly the sample is a powder or some other
randomly orientated collection of the material. Thus the output data will
consist of an intensity of measured radiation and an angle that, averaged
over numerous runs will provide a unique result for a material. Due to
the powder nature of the sample it is assumed that all lattice spacings will
be detected and measured. The XRD machine operates by first collimat-
ing a monochromated X-ray source and then measuring the reflection of
this beam from a powder sample that is usually rotating. The data is then
compared against a library of spectra to obtain information about the com-
position and lattice parameters of the sample. The XRD equipment used
for this work was a Panalytical XRD using Cu Kα radiation.

2.2.5 Parameter Analyser

For electrical measurements a Keithley SCS-4200 Parameter Analyser (PA)
was used. This is an integrated system that comprises two source mea-
surement units (SMUs) that can be independently tasked using the inbuilt
software. Connections between the SMUs and the device under test (DUT)
were custom made and co-axially cabled. In this configuration the PA
could accurately measure signals down to 500 pA. Using the PA software
the SMUs could easily be programmed to operate in either a sweeping
mode where a voltage source is swept between two values and the resul-
tant current through the device is recorded, or in a sampling mode where
a constant voltage source is applied and the resultant current is recorded
over time. The minimum effective sampling time in this mode was found
to be on the order of 15 ms. As such if higher frequency resolution was
needed an oscilloscope would be required. For both of these operating
modes the SMUs can also drive at a set current and measure the voltage
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response.

2.2.6 Opto-Electrical Measurements

As part of this research project the equipment required for electro-optical
measurements in the MIR had to be selected, purchased and assembled.
The final measurement set up consisted of a blackbody (BB) source, a se-
ries of IR longpass filters, a power meter (PM) for calibration, an optical
chopper and an optical cryostat with electrical connections to the PA. This
is shown in Figure 2.3.

Figure 2.3: Cartoon showing the standard optical path used in MIR device testing. The
filter and chopper are in air and the sapphire windows are part of the cryostat.

Blackbody Source The only viable source for generating wavelengths in
the MIR was an Omega BB-4A blackbody source. These are optical sources
that are constructed so as to have a spectral emission that is defined by the
Planck function with a high emissivity value [17]. It operates by holding a
cavity at some uniform temperature where the radiation inside the cavity
depends only upon this temperature. An ideal BB cavity must have walls
that have emission of radiation in equilibrium with the radiation absorbed
by the walls. In practice the need for an opening means that the source
cannot be perfect, however modern designs are excellent and the BB used
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in this work has an emissivity of 0.99 over the temperature range 100–900
◦C (373–1173 K). The diameter of the cavity opening was 21.56 mm.

Longpass Filters Unlike the visible and NIR regions where monochro-
mated sources are commonplace, the MIR region has fewer options for
spectrally selecting incident signals. The method chosen for this project
was the use of optical longpass filters to cut out higher energy radiation
and give MIR only signals. The filters used cut-on at 1.65 µm, 2.4 µm, 3
µm and 4.08 µm. The spectral transmission of each of these filters as pro-
vided by the manufacturer is given in Figure 2.4. The validity of this data
was confirmed by measuring the filters in the FTIR in path mode. Each
filter was mounted in a 25.4 mm optical lens holder and this was placed
directly in front of the BB cavity opening. The path between the filter was
covered to reduce noise from external sources. The filters are not lenses
and as such do not affect the radiometric quantisation of the system.

Cryostat In order to look at device performance below room tempera-
ture a Janis VNF-100 liquid nitrogen optical cryostat was used. Temper-
ature was controlled by liquid nitrogen flowing through a needle valve
and two heating elements/thermocouples, one in the sample mount and
the other positioned immediately after the needle valve. The optical path
between the exterior of the cryostat and the sample chamber consisted of
two sapphire windows and 10 mm of shroud vacuum. For electrical mea-
surements a bespoke three terminal sample mount was constructed on top
of the the thermally monitored sample mount. Sample connections were
wired to BNC feedthroughs that allowed the PA to be directly connected
to the sample mount. The temperature outputs went to a temperature
controller that was precise to 1 mK.

Radiant Power Calculation The radiant flux that is ultimately incident
on the sample (Φd having a unit of watts) is vital in assessing the perfor-
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Figure 2.4: Transmission of the longpass filters used in this work, these are plotted using
data points provided by the manufacturer. Each filter was tested using an FTIR to confirm
the manufacturers data and the transmission spectra collected experimentally were used
for calculations.

mance of any detector. The setup used here is described as an extended
lambertian source and extended detector with no tilt problem within ra-
diometry. That is to say that the BB cavity opening is treated as a non-point
object, having a constant radiance that is independent of viewing angle,
the detector cannot be treated as a point and the centre line of the system
is perpendicular to both surfaces [4, 17, 118]. The geometric solution that
gives Φd in these systems is given in equation 2.1 and is shown in Figure
2.5 [4]:

Φd = LΩsAd, (2.1)

where L is the total source radiance with units of W sr−1 m−2, Ωs is the
solid angle of the source as seen by the detector with units of steradians
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Figure 2.5: Optical path as described in the text. It is important to note that as the filter
has a larger diameter than the source it does not change the optics of the system, only the
transmission characteristics. The same is true for the cryostat windows.

(sr) and Ad is the area of the detector. The source radiance (L) can be ob-
tained by integrating the Planck Law over the range of wavelengths that
are incident on the sample and the transmission of the path. The total
absorbed incident radiant flux is thus obtained with equation 2.2 [4, 17],

Φd = ΩsAd

∫ λb

λa

T (λ)
2πhc2

λ5
1

e
hc
λkT − 1

dλ (2.2)

where the limits of integration are defined by the system. The lower limit
is 200 nm as this is the highest energy to which the transmission functions
of the equipment used are defined. The use of 200 nm as the lower limit
is valid as BB spectra at low temperature have negligible emission in this
spectral region, this is not temperature dependent. The cut on behaviour
of any filters is included in their spectral transmission, not by using some
arbitrary value as the the lower limit in the integration. The upper limit is
the experimentally determined bandedge of the device. T (λ) is the trans-
mission of the path between the source and the detector as a function of
the wavelength. For this work this will be calculated numerically per nm,
which is a valid solution so long as the source spectral radiance is given
in the units of W sr−1 m−2 nm−1. This methodology is shown pictorially in
Figure 2.6. Using this method the only remaining variable is Ωs, which can
be experimentally calculated by using a PM at the same position as the de-
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Figure 2.6: Pictoral representation of the spectral transmission through the optical sys-
tem (T (λ)) as used in Equations 2.2 and 2.4.

vice will occupy. Note that the PM will also have a wavelength dependent
absorbance profile and this is factored into the analysis. As the radiance
and PM area are known, using a variety of longpass filters (thus varying
L) allows an experimentally determined Ωs. Ωs can also be geometrically
calculated from the definition that a full spherical surface subtends 4π sr

of solid angle from a point inside the sphere. The solid angle of a source
with area As as seen by a detector at distance r is then given by Equation
2.3 [4]:

Ωs = 4π
As

Asphere
= 4π

As
4πr2

=
As
r2

(2.3)

Responsivity Once the incident power is known then the responsivity
can be calculated by finding the current change that occurs when the de-
vice is illuminated by that incident power. As all the devices in this work
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are PC this involves measuring the change in current from some non-zero
dark current within some specified time interval. This differs from the PV
approach which would use the short circuit current under illumination.

2.2.7 Multi Channel Measurement System

The later work in this thesis used an electrical test suite that could measure
multiple voltages simultaneously. The physical construction of this mea-
surement system that facilitates 16 connections to a small chip at the same
time as changing the incident optical power was very involved, and will
only be covered briefly here. The device side will be covered in Chapter 5.
This system was designed around a National Instruments (NI) PXIe 4138
SMU to provide a driving voltage and an NI PXIe 4303 multi-channel DAQ
to collect voltage information. As a starting point the system was designed
around spring loaded pins with a 0.05 mm head diameter that would con-
tact the device. To allow some small degree of misalignment the device
pad size was chosen to be 2 mm square. This was the initial starting point
for the device design that is shown in Chapter 5. In order to allow a small
optical path length the connection system was chosen to connect top down
but then re-connect to the measurement board, thus minimising the stand
off above the device. This was achieved using a 3-D printed block for pin
alignment and a custom printed circuit board (PCB) that connected the
device step up pins to the board step down pins, as shown in Figure 2.7
A. The NIX PXIe 4303 is a multi-channel voltage probe, therefore the con-
nections for each line needed to provide a voltage to measure over, rather
than an inline current measurement. The simplest way to achieve this
is to provide a known resistance to measure the voltage over. The mea-
surement board and device combined then form 15 individual potential
dividers with a light dependent top resistance. The net diagram for this
is shown in Figure 2.8 and the PCB is shown in Figure 2.7 B. The validity
of this electrical set up for photoconductive detectors is best shown as a
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Figure 2.7: A. The PCB design for the bottom board of the 16 channel measurement
equipmeny. B. The PCB design for the top board. C. The fabricated and soldered boards
in the bespoke mount.

Figure 2.8: Net diagram for the bottom board. An example of one pixel and its associated
voltage probe are shown in blue.

Thorlabs tutorial found at Reference [119].
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Optical Path The optical background for this device was inherently
more noisy than the previous setup due to the lack of shielding that
the cryostat provided. In order to maximise the number of incident
photons the path length was modified with the addition of a 25.4 mm

diameter CaF2 plano-convex lens that approximately collimates some
of the extended source from the BB. This serves to virtually move the
detector closer to the source when considering the effective solid angle
that is observed by the detector. This is shown in Figure 2.9. The addition

Figure 2.9: Effect of a plano-convex lens in the optical system. The approximate colli-
mation of a proportion of the extended BB source creates a higher incident power on the
detector. The solid angle as seen by the detector should then be calculated from the focal
length of the lens, not the actual distance of the detector from the source. This figure is
not to scale.

of this lens increases the intensity at the detector by increasing the value of
Ωs used in Equation 2.2 relative to the case without the lens. To illustrate
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this we use Equation 2.1 with a calibrated thermal PM reading out units
of mW cm−2. We note that the area of the PM is larger than the area of the
detector so it is a fair assumption that if this approximation is valid for
the PM it will also be valid for the detector. Note also that the diameter
of the lens is greater than the diameter of the BB source cavity opening.
Integrating the Planck power law over the path, i.e, taking into account
the spectral transmission of the lens and the spectral absorption of the
PM, with limits of 0.2 µm and 12 µm, the incident power irradiance is
1.3469 W sr−1 cm−2 for a 973 K BB source temperature. The transmission
of CaF2 drops to zero beyond 11 µm so these limits do accurately model
the system. Using Equation 2.3 with r as the focal length of 10 cm and As

as 3.65 cm2 gives an Ωs of 0.0365, which when combined with the incident
power radiance above gives Φd = 49.2 mW. The measured value is
50± 0.5 mW. Without the lens in place the measured value is 37± 0.5 mW

so the lens system is functioning as intended. When calculating flux
the solid angle used will be the experimentally determined value from
the power calibration, Ωs = 0.0371 ± 1 %. In general it is better to over
estimate the flux and therefore underestimate responsivity and other
important values, than underestimate flux and provide inflated metrics.
Chapter 5 also deals with the concept of EQE instead of responsivity. The
same methodology regarding path transmission as illustrated above is
valid but instead of using Equation 2.2, giving radiant flux in watts at the
detector you must instead use the expression for spectral photon radiance
with wavelength LPλ . This is shown at Equation 2.4, giving the photons
per second at the detector [17, 43]:

ΦP
d = ΩsAd

∫ λb

λa

T (λ)
2c

λ4
1

e
hc
λkT − 1

dλ (2.4)

It is worth noting that due to the different wavelength dependence in
Equations 2.2 and 2.4 the wavelength of peak emission in watts is at a
different wavelength to the peak emission in photons, although the total

73



74 Chapter 2. Methods

energy radiated at each wavelength is constant.

The results in this thesis rely on a large number of analytically per-
formed integrations to give total flux, either in power or photons per
second, over a specific spectral transmission range. If the reader wishes to
get a feel for these calculations please see Reference [120].
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Chapter 3

HgTe Synthesis and MIR
Detection

Parts of this work are published in:

300 nm Spectral Resolution in the Mid-Infrared with Robust, High
Responsivity Flexible Colloidal Quantum Dot Devices at Room Temper-
ature, Cryer, M. E.; Halpert, J. E. ACS Photonics, 2018.

3.1 Motivation

Although recent progress in colloidal nanocrystal (NC) photodetectors has
seen performance that has begun to compete with commercially available
MIR and LWIR detectors the work reported in this Chapter focuses not on
outperforming high-cost cooled detectors, and instead levers the unique
solution processability and size selection afforded by colloidal QDs to fo-
cus on devices that can outperform the current crop of low cost, thermal
detectors. This is arguably an effort to which colloidal QDs are more
suited. Currently, commercial demand for cheap detectors is almost en-
tirely met by microbolometers, which thermally detect in the LWIR and
meet the demand from a growing market that is estimated to be worth
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$1.6B by 2022 [1, 2]. This growth is expected to come from an increased
demand from industries such as autonomous transport, firefighting, se-
curity screening, environmental monitoring and a larger general civil up-
take [8,11,12,121]. The unit cost for a sensor to be competitive is expected
to be less than $10 [1, 2] and although MIR detectors fabricated using
epitaxial growth techniques can outperform microbolometers in imaging
metrics, they are very expensive and are very unlikely to ever compete
with them on price [2, 122–124]. As such there is a real demand for low
cost, MIR detectors that can operate at room temperature with superior
performance to microbolometers.

3.2 Background

Colloidal NCs in the form of HgTe quantum dots (QDs) have been used
for room temperature MIR detection since 2011 [43]. Sandwich-style de-
vice architectures using these materials have achieved background limited
performance [54], an important milestone as this shows that the domi-
nant device noise is caused by the variation in background signal rather
than any inherent device behaviour. Inorganic ligand exchange has been
used to drastically increase performance at room temperature [99]. Photo-
transistors have demonstrated gate tunable, high speed performance [110]
and HgTe QDs have been used to sensitise transistor structures [109, 125].
Together these show that colloidal HgTe NC devices can now offer room
temperature detection with metrics that are competitive with cryogeni-
cally cooled epitaxial materials [54, 99, 109, 110, 125, 126].

There are two key benefits to using colloidal NCs for photodetection.
The first of these is bandgap tunability via size tuning. Chemical control
of HgTe NC synthesis permits tuning the bandgaps that span the entire
infrared through size tuning [94, 97, 98, 127, 128]. This allows spectrally
selective pixels that can operate in the visible [129], near- [130] mid- and
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long wave IR, including multi-spectral devices [111], and can therefore re-
place the complex colour filters used in commercial devices [4, 131]. The
second advantage of colloidal NCs is in the device fabrication process.
NC inks have been used to fabricate MIR detectors via inkjet printing of
fine features [108], PDMS stamping [111], and spray coating of aqueous
NCs [110]. These techniques are advantageous for producing single step
patterned devices and ideal for devices employing planar structures with
simple symmetrical electrodes [132]. As points of comparison we will be
aiming to show imaging potential for an uncooled device at room temper-
ature, with a refresh rate above 30 Hz [133] and with a specific detectivity
between 1× 109 and 1× 1010 Jones [134].

3.3 Experimental

3.3.1 CQD Synthesis

This section details the complete finalised process for the synthesis of the
most monodisperse HgTe CQDs produced in this work.

Chemicals Used Tellurium powder (Sigma Aldrich, 200 mesh, 99.8 %),
trioctylphosphine ((TOP) Sigma Aldrich, 97 %), mercury chloride (M
and B, > 99.5 %), dodecanethiol ((DDT) Sigma Aldrich), octadecylamine
((ODA) Sigma Aldrich, 90 %), oleylamine ((OLA) Sigma Aldrich, 70 %),
tetrachloroethylene ((TCE) Sigma Aldrich, > 99.5 %), methanol ((MeOH)
Fisher, > 99.9 %), chloroform (Merck, > 99.99 %), ethanol ((EtOH) Fisher,
> 99.99 %), propylamine ((PPA) Sigma Aldrich, 98 %), arsenic(III) sulfide
(Strem), ethanedithiol ((EDT) Sigma Aldrich), octadecanethiol ((ODT)
Sigma Aldrich).

To start, 72 mg of HgCl2 and 6g of ODA are placed in a 50 ml three
neck flask with a 20 mm oval stir bar. Both materials are solid at room
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temperature. The flask is put on the schlenk line and placed under
nitrogen, with the heating mantle set at 120 ◦C. The initial melting process
can be sped up by using a heat gun on the flask and once the ODA has
melted and the stirring is even the flask can be placed under vacuum. It
is then left for at least 1 h to degas. Once completely degassed it is placed
under nitrogen and cooled to 60 ◦ C. TOP:Te (1M) is made by dissolving
1.276 g Te powder in 10 ml TOP in a glovebox. This is stirred for 24
h at 40 ◦C and forms a clear yellow solution. Prior to use it is filtered
through a 0.22 µm syringe filter with no visible solids left in the filter. The
tellurium precursor injection is prepared by placing 10 ml OLA in a septa
vial, placing under vacuum and heating with a heat gun. This should be
done until there are no longer any bubbles forming in the vial and then
the atmosphere is changed to nitrogen. 0.2 ml TOP:Te is removed from
the glovebox and instantly injected into the OLA. The TOP:Te/OLA vial
is put through another heating, vacuum, nitrogen cycle and the contents
are transferred into a 12 ml syringe with a 19 G needle which is quickly
placed into the septa on the flask. This should be left for at least two
minutes before injection so that any oxygen that was transferred in the
needle can disperse in the nitrogen atmosphere. The mixture should still
be warm to the touch. To ensure minimal heating ramp time the flask
temperature should be reduced to 58 ◦C and the desired cook temperature
should be entered into the temperature controller. For this preparation
this will be between 80 and 120 ◦C. When the flask temperature recovers
to 60 ◦C the TOP:Te/OLA is injected. The flask temperature may drop but
the steps above should limit this. There will be no immediate nucleation.
At 65 ◦C the nucleation temperature is reached and the mixture will begin
to darken and by 70 ◦ C it should be completely black. When the desired
cook temperature is reached the mixture should be left for 5 min. Factors
such as the ramp time and evenness of cooking temperature do affect the
final size dispersion, so should be optimised. The reaction is quenched by
the removal of the heating mantle and the addition of 31.5 ml TCE and 3.5
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ml DDT at room temperature. Following this the reaction should quickly
cool to below 50 ◦C. If the entire batch is intended for TEM imaging the
DDT can be replaced with ODT, which is solid at room temperature so
must be melted before being added to the TCE quench solution.

3.3.2 CQD Purification

The quenched growth solution should be equally divided between three
50 ml centrifuge tubes and 20 ml of MeOH is added to each tube. These are
then centrifuged at 8000 rpm for 5 min. The supernatant should be per-
fectly clear and is discarded, the precipitate is dried under vacuum for 2
min and then re-dispersed in 3 ml TCE. There will be excess organics dried
in the tubes so the black QD solutions should be removed via pipette and
placed together in a clean tube (which can be weighed when empty if cal-
culating the yield). To the 9 ml of QD solution add 18 ml of MeOH and
centrifuge at 10000 rpm for 5 min. Discard the supernatant and vacuum
dry for 2 min. The yield to this point should be 70–90 mg of QDs. For de-
vice fabrication and film characterisation the QDs should be re-dispersed
in chloroform. For TEM imaging the QDs should be crashed/re-dispersed
twice more, ending in hexane. Following purification the QDs formed op-
tically clear solutions, shown in Figure 3.1.

3.3.3 Device Design and Fabrication

The device template used here was chosen to be a 10mm x 10mm design
with 4 inter-digitated electrode (IDE) structures per chip, essentially a sim-
ple transistor structure with a very large width. The trench length was
variable between 5 and 80 µm. The same masks could then be used for
any substrate material. The photolithographic masks used were designed
in Layout Editor.
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Figure 3.1: A, example of an HgTe QD colloidal solution. B, same as in A, but showing
the lack of scattering through, indicating that the QDs are not aggregating in the solution.

Chemicals Used (3-Aminopropyl)trimethoxysilane (APTMS) Sigma
Aldrich, 97 %), toluene (Sigma Aldrich, anhydrous, 99.8 %), hexane
(Sigma Aldrich, mixture of isomers, anhydrous, > 99 %), 300 nm SiO2

on Si wafers, Kapton sheets, polyethylene terephthalate sheets (PET),
isopropyl alchohol (IPA), AZ1518 (Microchemicals), AZ326 (Microchemi-
cals).

Silicon Substrates Si wafers with 300 nm SiO2 layers were cleaved into
11 mm x 11 mm squares. Patterning was achieved with an AZ1518 resist
and diluted (3:1, developer:DI water) AZ326 developer. The resist was
spun on at 4000 rpm for 40 s and heated at 90 ◦C for 3 min, development
was 45 s in the developer and then two rinses in DI water. Post Cr/Au
deposition the lift off was achieved with acetone for silicon and Kapton
and ethanol for PET.

Surface Functionalisation Initial attempts at photolithography, particu-
larly when developing long (mm) and thin (µm) features did not work on
silicon. An extreme example of photoresist (PR) delamination is shown in
Figure 3.2 A. To solve this a surface functionalisation step was introduced.
Once clean, the substrates were moved into a glovebox where they were
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placed into a solution of 10 µl APTMS in 10 ml toluene for 30 min. After
this they were rinsed in toluene and hexane. With the surface hydropho-
bically functionalised there were no further problems (Figure 3.2 B) with
photolithography down to 10 µm.

Figure 3.2: A, example of the photoresist (PR) delaminating after the development step,
the PR is yellow with the exposed silicon in black. The square feature should be at the lo-
cation indicated in red but it has delaminated from the silicon. B, an example of successful
long and thin IDE feature development with a silane functionalised substrate.

Flexible Substrates Kapton substrates were lithographically patterned
with Cr/Au using a very similar process as for silicon, the only difference
being that the substrates were heated for 10 min at 90 ◦C following the
initial photoresist deposition. PET substrates were more difficult to pat-
tern as they have a higher macro surface roughness and are not resistant to
many organic solvents, in particular acetone. It was found that best results
were achieved with a number of subtle changes to the photolithographic
process. These were:

1. Very brief rinses in IPA followed by nitrogen drying as the only
cleaning step.

2. Increased photoresist bake times as for Kapton.
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3. Lower exerted mask pressure on the mask aligner to prevent defor-
mation.

4. Very secure mounting in the evaporator to prevent the substrate de-
forming under heating.

5. The use of EtOH for the lift off step. It was found that 10 min sonicat-
ing in EtOH completely removed the remaining photoresist, leaving
the correct features without damaging the substrate.

With these changes it was possible to reliably fabricate 10 µm trench length
IDE structures. However features smaller than this were not achieved de-
spite numerous attempts.

3.3.4 Film Deposition Methods

Spin Coating Various parameters were trialled and it was found that the
best films were formed from QDs in chloroform solutions of a concentra-
tion in the range of 15–25 mg ml−1. Dynamic dispensing gave clearer films
than static dispensing and a spin speed of 1000 rpm for 40 s with three 20
µl drops in the first 10 s was the most reliable parameter set. Figure 3.3
gives a basic optical impression of film quality.

Spray Coating Spray coating was optimised for a similar concentration
range and a distance of ≈ 10 cm between the nozzle and the device. The
driving gas was nitrogen. When using chloroform solutions one must be
careful to thoroughly clean the spray gun internals by flushing with EtOH
immediately after use.

Ligand Exchange For organic ligand exchange post deposition, each
layer was treated in an EDT/HCl in EtOH (1:1(3.0 M):20) solution to
exchange the DDT capping ligands, before being rinsed in EtOH and
dried with nitrogen. For inorganic ligand exchange each layer was treated
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Figure 3.3: An initial understanding of whether the QDs had aggregated in the film
could be given by observing the optical quality with a bottom illumination optical micro-
scope, this was used to inform the development of the processing and device fabrication
steps. The blue circles are imperfections in the microscope lens system, not film features.

in a 1.5 mg As2S3 in 5 ml PPA / 5 ml EtOH solution for 30 s and then
rinsed in EtOH before drying with nitrogen. For individual devices this
process was done by hand, the rinse step was done immediately after
the ligand step in order to control the length of time that the ligand
solution could interact with the QD film. Following rinsing the device
was placed at an angle and then dried with a nitrogen gun, at the drying
stage the success of the deposition could be decided. Where unsuccessful
the nitrogen stream would cause the films to flake off the substrate.
Due to the highly toxic nature of the materials being used this process
required careful planning and a designated area. For devices in stencil
mounts the exchange process was simplified by placing the entire mount
in the required solution, then carefully drying the mount to ensure no
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liquids remained in contact with the substrates. One further practical
consideration was the use of bespoke containers matched to the sample
mount size so that the smallest quantities of ligand exchange solution
could be used, both a financial and safety consideration.

3.3.5 Characterisation

Electrical Measurements Electrical measurements were conducted on a
Keithley SCS-4200 parameter analyser (PA) with co-axial cabling. The de-
vice was mounted in the optical chamber of a Janis VNF-100 on a tem-
perature controlled mount and electrical connections ran from the mount
to the PA. The mount was held at 293 K (heated to just above ambient
temperature) for all measurements. A Signal Recovery 7265 digital lock
in was used for the noise measurements and these were conducted using
a constant 10 V source connected through the device to the current in-
put of the lock in. The amplifier was then operated in the self-reference
mode [107, 110]. As the system was not perfectly isolated from power line
noise the chosen measurement frequencies were not multiples of 50 Hz, i.e.
101 Hz not 100 Hz. High speed real-time measurements were taken using
a Tektronix TBS1000B oscilloscope.

Optical Path The optical path remained as described in Chapter 2, the
aperture of an Omega BB-4A blackbody, the longpass filter, 12 cm of air
shielded from ambient light, an optical chopper and the two sapphire win-
dows of the cryostat. The 3K LP and 4K LP filters were purchased from
Spectrogon and the 1.65K LP and 2.4K LP filters were purchased from Ed-
mund Optics. The incident power on the device was calculated by in-
tegrating the spectral Planck blackbody power radiance equation for each
optical wavelength (per nm) over the known transmission of the path. The
solid angle of the source/filter path as seen by the device was calculated
by calibrating with a Thorlabs PM1000D power meter with S401C detec-
tor. Knowing the radiance at the device distance, the detected thermal
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power and the known area of the detector allows the effective solid angle
of the source/filter to be calculated. This methodology is covered in detail
in Chapter 2.

Absorbance Attenuated Total Reflectance (ATR) and path absorbance
measurements were both taken on a Bruker Tensor T27 FTIR with the ATR
and disc attachments respectively. ATR measurements were taken with
the NC film dried onto the crystal and transmission measurements used
an NC film cast onto 1 mm thick CaF2 substrates purchased from Eskma
Optics. In both cases these films were optically clear and not a powder.
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3.4 Results

3.4.1 QD Characterisation

The synthesis method above produces tetrapodal HgTe QDs that show
tunable bandgaps throughout the MIR by changing the cook temperature.
This is shown by the absorbance of the colloids when dried onto the crys-
tal of an FTIR ATR attachment in Figure 3.4 and by the size increase of
the QDs in TEM images (Figure 3.5). The use of ODT ligands for im-

Figure 3.4: The bandgap of the QD films can be tuned through the cook temperature
of the synthesis. Higher cooking temperature results in lower energy bandgaps. These
results are for a variety of QD preparations synthesised when developing the process.

proved inter-QD separation is shown in Figure 3.6. This is useful when
preparing QDs for imaging, however the experimental difficulty of using
a ligand that is solid at room temperature means this should only be done

86



3.4. Results 87

Figure 3.5: The bandgap of the QD films can be tuned through the cook temperature of
the synthesis. Higher temperature results in larger QDs. The temperatures shown relate
to Figure 3.4.

when normal ligands are not facilitating good imaging. The HgTe crys-

Figure 3.6: Same QD sample but capped with the ligand indicated following synthesis,
the ODT capped QDs are visibly more disperse as the longer ODT ligands cause a greater
physical separation between QDs in the solution and on the TEM grids.

tal structure is confirmed by XRD, TEM diffraction and TEM crystal plane
spacing, shown in Figure 3.7. These results are not novel but importantly
confirm that the QDs are definitely HgTe as they match the data given in
PDF 00-032-0665.
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Figure 3.7: A, SAED of a large number of QDs, as the ensemble is polycrystalline rings
are observed instead of points. The rings match the lattice spacing for the planes indicated,
and relative intensities match the XRD. B, TEM showing very clear 100 plane spacing. C,
TEM showing 100 and 220 lattice spacing (indicated). D, XRD of film with the reference
file and the three major planes indicated. E, HRTEM of single crystalline area, 220 is
dominant. F, single crystal diffraction of same area, points visible as monocrystalline
sample, brightest point corresponds to 220, as expected from E.

3.4.2 Organic Ligands on Silicon Substrates

The DDT ligands that are initially passivating the surface are long chain
aliphatic molecules. These account for the C-H stretch regularly seen in
this work around 3000 cm−1 in the absorbance plots (Figure 3.4). Electron-
ically these ligands serve to insulate the QDs from each other and as such
it would be expected that there is a very high resistance in the films. As an
example it can be seen that three spin coated layers of DDT capped QDs
on an IDE with 20 µm length electrodes with a total width of 78mm, gives
a current of 4 nA at 10V bias (Figure 3.8). If PC behaviour is to be eas-
ily observed then the film resistance will have to be reduced. If this was
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Figure 3.8: IV plot for a three layer film of DDT capped QDs, spin coated onto a func-
tionalised silicon device without any post deposition ligand treatment. Without ligand
treatment the measured current was in the nA range. Features such as the hysteresis are
discussed in Chapter 4.

the only objective then the simplest solution to this would be to sinter the
films. This would cause agglomeration and the film conductance would
go up as conduction would now be through the bulk aggregated mate-
rial. However, this would detrimentally affect the optical band edge and
remove the band edge selection achieved through size tuning. In order
to increase the conduction but maintain the band edge the most obvious
solution is to reduce the inter-particle separation by replacing the DDT
ligands with a shorter molecule that will passivate the QD surface equally
well. Currently the most popular solution is to use EDT in EtOH in a post
deposition ligand exchange [54]. Conducting the exchange on the already
formed film will never result in a complete exchange as some DDT will
always be geometrically trapped. This method would also be expected to
generate visible cracking as the film volume reduces, which is not ideal
from a conduction perspective. However it is simple to achieve, easy to
reproduce and is easily testable with a multimeter. Two example films are
shown in Figure 3.9 A. Casting the film, measuring in air and then con-
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ducting the EDT exchange still results in a clear conductivity increase. It
can be seen from Table 3.1 that this exchange process works well and con-
sistently reduces the measured resistance by 4 or 5 orders of magnitude
(relative to a test device in line one). The actual measured mean height of
the Cr/Au features in these devices was 3/30 nm above the substrate. The
height of three layers of EDT treated film is 30 nm (see Chapter 4) there-
fore conductivity was calculated with a height of 10 nm per layer. This
explains why the increasing height of four layers gave little benefit and
was the reason that three spin coated layers was the default device fab-
rication method. Figure 3.9 B shows that the C-H stretch of the films is
heavily reduced by the replacement of a 12 carbon chain molecule (DDT)
with a two carbon chain molecule (EDT).

Figure 3.9: A, logI-V plot for two films on 20 µm silicon IDEs, the PA had a compliance
of 2.0 µA hence the EDT treated samples flat line. Plotted as such to show the three decade
increase in measured current, for the same film, caused by the EDT ligand treatment. B,
the absorbance change due to EDT treatment, note the reduction in the C-H stretch. This
shows that the ligand exchange removes C-H bonds from the material, this could be due
to a complete removal of all ligands in the film and thus the aggregation of the QDs. The
evidence that this is not the case and that the QDs remain separated is the preservation of
the bandgap in the film, which is not the same as the bulk bandgap. This preservation of
bandgap can also be seen here.
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Layers IDE Spac-
ing (µm)

Channel
length (m)

Channel
Width (m)

Area (m2) Measured R (Ω ) ρ (Ω m )

3 20.0 2× 10−5 0.124 3.72× 10−9 2.0× 109 3.7× 105 *
2 60.0 6× 10−5 5.6× 10−2 1.12× 10−9 9.1× 105 17
3 60.0 6× 10−5 5.6× 10−2 1.68× 10−9 5.0× 105 14
4 60.0 6× 10−5 5.6× 10−2 Over feature height 4.8× 105

2 40.0 4× 10−5 7.8× 10−2 1.56× 10−9 4.1× 105 16
3 40.0 4× 10−5 7.8× 10−2 2.34× 10−9 1.0× 105 5.9
4 40.0 4× 10−5 7.8× 10−2 Over feature height 8.9× 104

2 20.0 2× 10−5 0.124 2.48× 10−9 1.0× 105 12
3 20.0 2× 10−5 0.124 3.72× 10−9 1.0× 104 1.9
4 20.0 2× 10−5 0.124 Over feature height 9.2× 103

Table 3.1: Table showing the resistivity of initial film measurements, * this control sample
had no ligand exchange. Over feature height means that the height of the film is greater
than the height of the electrodes therefore resistance cannot be accurately converted into
resistivity. The resistance value is only given to 2 s.f. as all these devices, when measured
in normal lighting conditions, have a fluctuating resistance, hence the resistivity value is
also only given to 2 s.f., this is accuracy suffices here as it is merely required to show a
trend in behaviour.

Temperature Dependence The dark temperature dependent conductiv-
ity of a typical EDT treated film is shown in Figure 3.10, it shows a clear
peak around 200 K. This is in agreement with other published temperature
dependence of EDT treated films [54,99]. Simple temperature dependence
measurements are not novel, Chapter 4 goes into more detail about how
temperature affects the conduction in these films with reference to a novel
behaviour. As a brief discussion of these results it is curious that there
is a peak of conductivity and then a drop with increasing temperature.
The conductivity in these films is dependent on the hopping mechanism
and the carrier concentration. The carrier concentration will increase with
temperature, as should the hopping rate (NNH). Therefore properly ex-
plaining the drop in conductivity is a clear area for future work, building
on the work in Chapters 4 and 5 it appears that trap population in these
air exposed films increases with temperature, and may be responsible for
the observed reduction.
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Figure 3.10: Dark conductivity with temperature plot, the conductivity values were cal-
culated by taking low bias measurements and calculating the gradient through the origin,
i.e. it is a measure of the conductivity in the zero bias condition, not field driven conduc-
tivity.
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3.4.3 MIR Photodetection with Silicon Substrates

At the time this work was completed MIR detection with cooled films on
silicon had already been achieved [43,99] however reproducing this repre-
sented a significant and necessary milestone in developing the materials,
devices and testing procedures from the ground up, as was done in this
work. It can be seen in Figure 3.11 that these early, cooled devices did
function, having a full scale responsivity that is > 0.1 A W−1. However as
the time response is poor the 1 Hz responsivity is only a small proportion
of the full change. There is also a current drift that is a large proportion
of on/off signal. As such the performances shown briefly here were an
encouraging first step but in no way represented progression in the wider
literature. They also give context for the results presented at the end of
this Chapter, and most importantly acted as a proof of concept for the
measurement set up.

With incremental improvements in device fabrication it was possible to
fabricate EDT based detectors that demonstrated MIR detection reliably
at temperatures up to 240 K. As expected these devices had a maximum
responsivity that corresponded with the maximum conductivity, at 200 K.
This is shown for a 773 K BB in Figure 3.12 A and for a 773 K BB with 3K
LP filter in place in Figure 3.12 B. The latter is an important measurement
as due to the longpass filter we know that any electrical response is caused
entirely by photons that have an energy lower than 413 meV.

Along with the improved responsivity, the time response of these opti-
mised films was also considerably increased. It can be seen from Figure
3.13 A that there are now clear fast and slow components to both the lead-
ing and trailing edge response to an optical signal. However Figure 3.13
B shows that the fast component is still only a small fraction of the rising
edge even when using moderately slow signals. The device still shows the
full on signal because it does not clear all generated charges in one time
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Figure 3.11: A variety of current time plots with the parameters shown in each plot. In
all these devices and conditions the 1 Hz response is only a small proportion of the total
current change due to exposure, i.e. the photoresponse is slow. Some devices also showed a
current trend over time when held at a specific temperature. The filter refers to the optical
filters initially discussed in Chapter 2.

period. The boxed area in the figures draws the eye to the true response
to the pulsed optical signal, i.e. what current change is observed in (1/f )
s. Here, even the the fast component of the rise time at 20 Hz is only ≈ 10
% of the full response shown in Figure 3.13 A. In short, the rise time of
these devices is too slow to be competitive in imaging metrics. From here
the next performance goal of these detectors was to improve both the time
response and the maximum temperature of operation.

3.4.4 Post Deposition Inorganic Ligand Exchange

Lhuillier et al. demonstrated that a post deposition ligand exchange with
As2S3 in air-free conditions resulted in higher temperature photoresponse
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Figure 3.12: A, responsivity contour plot for varying temperature and bias. The optical
signal is an unfiltered 773 K BB. Here the peak of responsivity occurs at ≈ 200 K as
would be predicted from Figure 3.10. B, in this case the optical signal is a 3K LP filtered
773 K BB. It is not known why this device showed a different temperature response to
that seen in A.

Figure 3.13: A, current–time plot showing photoresponse to a 670 nm LD with single on
pulse, at 200 K. B, current–time plots for a 670 nm LD being turned on with an optical
chopper at the indicated frequency. The rectangles are a guide for the eye, by looking at
the areas highlighted it can be seen qualitatively that as the modulation frequency of the
incident light increases the on/off current response reduces, all measured at 200 K.

[99]. As previously stated, the aim here was to develop a low cost room
temperature detector, so the As2S3 exchange was adapted for use in air. It
was found that lower concentrations of As2S3 in the propylamine/ethanol
solution gave better results in air. At this point in the work the deposition
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method was changed from spin coating to spray deposition as spray coat-
ing allows easy 2-D patterning of the film. The largest hurdle to overcome
in the post deposition inorganic exchange process was preventing delam-
ination of the films. If the ligand exchange solution was too concentrated,
specifically > 5 mg As2S3 per 5 ml propylamine then the film delaminates
and is destroyed even by gentle pressure from the nitrogen gun. An exam-
ple of this seen through an optical microscope is at Figure 3.14. The lower
bottom right area of the film has cleanly removed itself from the substrate,
indeed there is almost no indication that there was previously a well ad-
hered film. Figure 3.14 additionally demonstrates the level of coverage
that can be achieved with just one spray coated layer. This would not be

Figure 3.14: Optical microscope image of a partially removed film, following the As2S3

ligand exchange the film delaminates from the substrate, the device pictured here shows
little electrical response even though it appears that the film is still in place across 50% of
the IDEs.

such a large fabrication problem if the remaining film was still well inte-
grated with the Au IDEs, however the electrical behaviour of a partially
delaminated device was very similar to a clean substrate, i.e. any electri-
cal connectivity within the trenches had been removed. Although not a

96



3.4. Results 97

particularly exciting avenue for future research, a detailed study into the
behaviour of these materials would be very interesting as it may lead to
vastly improved ligand replacement methodologies. Initial attempts to
solve this problem included (1) no exchange on the initial DDT capped
layer that was set with an ethanol rinse and then continuing with the inor-
ganic exchange for the remaining layers. This resulted in a marginally less
insulating film than a completely non-exchanged film. (2) the use of EDT
in the first layer, which resulted in delamination after the second layer was
treated with the inorganic ligands.

Films treated with a low ligand concentration that did not cause delami-
nation allowed the inorganically capped films on SiO2 to be characterised.
Unlike organically treated films there is no hysteresis in the freshly pre-
pared devices. The devices were initially tested with a protocol designed
to ensure that the device responds as expected when cooled. This is done
at 100 K so that there is a difference between the dark condition, where the
sensor is exposed to the equivalent of a 100 K BB, and the room tempera-
ture background condition which is the equivalent of a 290 K BB. Figure
3.15 A shows that the measured current increases with incident radiation
as expected. With even background room temperature being detectable
above the dark current. MIR only incident radiation was also detectable,
as tested with the 3K longpass filter in place. These results for a cooled
device were expected but represented another milestone. Figure 3.15 B
shows the measured current with temperature from 200 K to 300 K. Un-
like films treated with organic ligands these inorganic films have a higher
conductivity at 300 K than at 100 or 200 K, as such it is possible that they
can also show photoresponse at room temperature. The inset shows initial
photoresponse measurements at a variety of temperatures. These values
are notable as they are from an NC film, at room temperature and pro-
cessed in air and as such they offered a promising base from which to
continue to design a microbolometer competitive sensor. Response to vis-
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Figure 3.15: A, IV plots for a 2.9 µm bandgap film at 100 K. The device is sensitive
to the changes in incident radiation for the 4 levels shown. B, the dark current changing
with temperature above 100 K, unlike QD films treated with EDT (can be seen in Figure
3.10) the current increases continually with temperature up to 300 K. The inset shows
the responsivity with temperature for this initial device.

ible light for these devices was wavelength dependent as shown in Figure
3.16. There is a visible imbalance between the fast and slow components
that is affected by the wavelength. One simple explanation for this is that
higher energy photons create more hot carriers and these can be trapped in
a wider (energetically) range of traps, therefore increasing the slow com-
ponent. This is a clear area for further research and could be accomplished
easily and quickly with transient absorption spectroscopy.

3.4.5 Kapton Substrates

Having shown that the use of inorganic ligands in air facilitated MIR
detection at room temperature on silicon substrates, it was necessary to
find a more robust and cheaper substrate material to remove the cost and
fragility of silicon wafers from the device. More robust substrates allow
a greater pressure to be exerted on the surface as you cannot damage the
dielectric layer and therefore give a larger error allowance when setting
up a stencil mask for spray coating, as well as the clear advantage of
lower cost. An obvious first choice was to use Kapton (a polyimide film)
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Figure 3.16: Current-time plots for the same film excited with different wavelengths of
visible light. Each laser diode has the same power (4.5 mW) incident on the IDE.

as this has a strong track record in flexible transistor structures [135].

One potential limiting factor was the ability to fabricate precise and
regular IDE structures on these substrates. Kapton works very well with
simple 1-step photolithography and reliably produced IDE structures with
5 and 10 µm IDEs. However Kapton substrates were found to be com-
pletely unsuitable as inorganically capped films would not adhere, leading
to complete delamination in all instances, similar to that shown in Figure
3.14. The exact cause of the delamination here is unknown, however as the
Kapton works well with the EDT in EtOH exchange one can surmise that
the cause is the interaction at the interface between either the PPA or As2S3.
As the EtOH based exchange works well on various surfaces it is evident
that the QDs when capped with DDT or EDT, are more strongly bound to
the surface than they are stable in a polar solution. Additionally, as the
Kapton has a relatively low wetting angle there must be some species at
the surface that has weak dipole behaviour, which allows water to form a
weak hydrogen bond at the surface. This same surface dipole behaviour
would be energetically unfavourable to an As2S3 capped QD compared
to the surface of another As2S3 capped QD. Thus the film of QDs sticks
strongly to each other but not to the substrate. This also explains why the
film flakes off under mechanical impetus, such as gentle blowing or rins-
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ing, but does not redissolve in the PPA/EtOH solution. Literature research
led to the identification of polyethylene terephthalate (PET) as a possible
replacement. To confirm suitability a simple wetting test was conducted
with DI water, the results of which are shown in Figure 3.17.

Figure 3.17: Wetting angles for DI
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(Figure 3.26) which limits the area over which you can accurately use a
photolithographic technique. Using 10 µm IDE spacing the success rate
for device fabrication with all four pixels working was only about 50 %,
and for any spacing smaller than this it was not possible to create a device
with all 4 pixels not shorted.

3.4.7 Room Temp Flexible Device

Combining the PET substrates with an optimised inorganic ligand ex-
change led to the devices reported on in the rest of this Chapter. In order
to show that bandgap tuning would be effective over the MIR a number
of monodisperse samples were needed in order to demonstrate the differ-
ing detection of signals from neighbouring pixels with varying bandgaps.
Figure 3.18 shows the FTIR spectra of the four samples used in the final
devices reported here, as dried on the ATR crystal. The C-H stretch of the
organic ligand (near 0.36 eV) has been removed for clarity and each spec-
trum shows a clear excitonic peak, including the smallest bandgap sample
at Eg = 4.3 µm.

101



102 Chapter 3. HgTe Synthesis and MIR Detection

Figure 3.18: IR absorbance spectra of the NCs used in flexible devices reported on in the
remainder of this Chapter. The spectra shows the colloid film dried on the ATR crystal,
without ligand exchange. The stretch of the C-H molecular vibration at ≈ 0.36 eV has
been removed.

Figure 3.19 shows the absorption spectrum of the same NC sample on
an IR transparent glass with and without ligand exchange. The spray de-
position method retains the characteristic ‘excitonic peak’, which in di-
rect bandgap semiconductors indicates that the NCs have retained their
nanoscale dimensions [137]. The term exciton used in the literature is
somewhat misleading, as in strongly confined systems like that seen here
the peak represents the transition from the valence band to the lowest ex-
cited state, as described by Bawendi et al. [138]. This definition calls into
question the validity of using a Tauc approximation for estimating the
bandgap energy, published work specifically in this area shows that us-
ing the bulk direct factor in the Tauc approximation without a size depen-
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Figure 3.19: The absorbance change (redshift) of a film after the inorganic ligand ex-
change. The characteristic peak has been preserved(discussed in text) and there is less
observed C-H stretching (peak at 0.36 eV.

dent power factor can lead to errors of up to 15 % for NCs with a radius
less than 5 nm [139]. Further work in the HgTe field is required to give
the correct Tauc power approximation. The ligand exchange with As2S3

after deposition was adapted from Tang et al. [111]. Following the ligand
exchange there is a slight redshift of the peak. This is either caused by a
relaxation of the quantum confinement due to wavefunction overlap be-
tween neighbouring NCs [92, 140], or as a result of increased aggregation
and NC sintering within the film [36]. In this case the excitonic peak indi-
cating the lowest energy transition in the NC, has been preserved and is
moved to slightly lower energy. This is best visualised as each NC getting
slightly larger, which is the reason that the relaxation of confinement argu-
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ment is found most frequently in literature. However, of greatest impor-
tance from a device perspective is that there is only minimal degradation
in the sharpness of the peak.

Figure 3.20: HRTEM (left) and TEM (right) images of the 4.3 µm bandgap NC sample,
showing clear lattice fringes.

The NCs are tetrapods, as shown in Figure 3.20, and the size was mea-
sured along the longest axis of each tetrapod. TEM images for each sample
are shown in Figure 3.21 and the size distribution of each sample is shown
in Figure 3.22. The size to band edge relationship differs slightly from pre-
vious reports of tetrapodal HgTe QDs [100], lying closer to that calculated
for spherical HgTe QDs [141].
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Figure 3.21: TEM images of all 4 of the samples used in this device, the bandgap of the
sample is annotated in the bottom left.
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Figure 3.22: Histograms showing the size distribution for each sample, measured along
the long axis. Where the measured bandgap of the sample is shown for each sample in the
top left.
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Spray coating the DDT capped NCs was facile. To fabricate these de-
vices, a stencil was made from 1 mm aluminium sheeting and this was
clamped down onto the device. A key advantage of the PET substrates is
that they are highly robust and are not affected by the pressure exerted by
the stencil mount. The colloidal NCs in chloroform are then sprayed onto
the device with an air brush on a nitrogen line. It was found that the ideal
distance is approximately 10 cm as this allows the chloroform to evaporate
before hitting the substrate. The entire mount assembly is then placed into
the ligand exchange solution, rinsed and then dried with nitrogen. The
fabrication method is summarised in Figure 3.23. The performance met-
rics below are all quoted for IDE structures with a 10 µm trench length.
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Figure 3.23: Cartoon of device fabrication process, three simple steps all conducted in air.
Includes face on cartoon of the device at every step. The lower half of the figure shows an
uncoated PET substrate on the left and a finished device on the right with the bandgaps
of each pixel indicated.

The SEM image in Figure 3.24 shows the macro surface roughness of
the PET to be ≈ 1 µm [136]. Importantly EDS mapping of this area, shown
in Figure 3.25 demonstrates that the QDs have evenly covered the elec-
trodes. In terms of the film itself the AFM scan in Figure 3.26 shows
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Figure 3.24: SEM image of inorganically treated HgTe QD film covering a trench be-
tween two IDEs, notice the large scale surface roughness of the PET. The smaller scale
surface roughness is the QD film. This is a close up of the finished device shown in Figure
3.23.

that the local surface roughness over a 1 µm square is on the order of 50–
100 nm.
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Figure 3.25: SEM EDS map of a film covering two trenches. These are highlighted with
the Au map. It can be seen from the Te plot that the film has evenly covered the surface. It
is important to note that there is some line overlap between Hg and Au, therefore the Te
coverage offers the greatest insight into the film coverage.

Figure 3.26: AFM image of the film on top of the PET substrate. As can be seen from the
z-axis the local surface roughness is on the order of 50–100 nm.

110



3.5. Discussion 111

3.5 Discussion

For the final flexible, room temperature device, samples were mounted in
an uncooled cryostat with sapphire windows, which act as a LWIR filter.
They were then excited via blackbody (BB) emission passed through vary-
ing longpass filters, as indicated in the figure, with an optical chopper
used for time resolved measurements. The details of this methodology
are covered in Chapter 2. Figure 3.27 shows the responsivity values for
each pixel with each filter that permitted above-bandgap excitation. All
reported values are for films spray coated onto PET substrates. The values

Figure 3.27: The responsivity of each pixel to various spectral selections of incident radi-
ation at 5 Hz. The BB target is at 1073 K.

obtained for the 2.7 µm pixel with a 2.4 µm longpass filter in place reach
0.9 A W−1 at 10V bias. This compares favourably to other devices using
the same planar architecture. For example other groups have reported
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a phototransistor with a responsivity of 0.5 A W−1 at 12V under similar
conditions, although it should be noted the superior time response of this
device gave it a higher detectivity [110]. For planar devices, 0.1 A W−1

at 2 µm [111], and 0.22 A W−1 at 7V with a 3 µm cut off have also been
reported [99]. The other pixels in our devices achieved 0.5, 0.2 and 0.4
A W−1 for the 2.3 µm, 3.7 µm, and 4.3 µm pixels, respectively. Figure 3.27
shows that the responsivity increases as the spectral filter approaches the
bandgap of the material. This demonstrates that multiple pixels of vary-
ing band-gaps can provide more responsive coverage of the MIR spectral
region. The reason for this behaviour is not explicitly known, however if
the incident radiation is a close match to the excitonic peak it would be ex-
pected that efficiency would be increased due to a reduction of hot carriers
in states above the conduction band ground state [142].

Using the photocurrent generated by each pixel it should be possible
to reconstruct the incident spectra. In essence, the photocurrent should
drop to zero once there are no above bandgap photons hitting that pixel.
This does occur and is shown in Figure 3.28. Even in the cases where the
bandgap is only 300 nm less than the shortest wavelength of the incident
(longpass filtered) radiation, the photocurrent drops to zero. The device
can then be described as having a spectral sensitivity in the MIR of 300 nm,
or approximately in the range of 60 to 30 meV, at 2.3 to 4.3 µm respectively.
The noise spectral density (NSD) of the 2.3 µm pixel is shown in Figure
3.29. The values are similar but slightly higher than other reported devices
[110], ostensibly from processing in air. At no point did the measured
noise drop below the calculated thermal noise floor or shot noise floor
[143]. The noise trends inversely with frequency as has been shown before
for these films [43, 66, 110]. Following from this the specific detectivity of
the pixels can be calculated and this is shown in Figure 3.30. This was
done for each pixel by finding the NSD at 5 Hz and at 10 V and using this
as the noise current for each pixel.
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Figure 3.28: Normalised photocurrent of each pixel plotted against the filter in use. The
photocurrent is able to detect the “colour” of the incident radiation with at least 300 nm
sensitivity.
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Figure 3.29: Noise spectral density of the 2.3 µm bandgap pixel, with the thermal noise
level indicated. This data was collected at 10 V driving voltage across the frequency range
shown.

Figure 3.30: Specific detectivity of each pixel, calculated from the responsivity and the
noise at 5 Hz with the relationship D∗ = R

√
A

In
.
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The time response of the device is vitally important if it is to be use-
ful for real world imaging applications and air-processed films normally
do not perform well on these metrics. Lhuillier et al. [99] demonstrated
the need to conduct inorganic ligand exchanges in air-free conditions to
prevent the creation of surface traps. These traps manifest themselves as
either a slower time response in the best case or, as an unresponsive highly
conductive film. In Chapter 4 we show new research that oxygen derived
trap states also cause hysteresis and memristive behaviour in organically
capped films. However here the ligand exchange process could be opti-
mised, in air, to create devices that functioned well out to 200 Hz. Since
the frame rate of micro bolometers is 60 frames per second (FPS) for the
best devices [144], and 30 FPS in cheaper uncooled devices [133], operation
above 120 Hz therefore represents a significant milestone. The inset to Fig-
ure 3.31 shows the frequency response for the 2.3 µm pixel with a chopped
BB source. Clearly this material can operate at speeds that are suitable for
video capture, even if the time response is below that of air-free devices.
The time response was characterised using a laser diode, and shows two
clear decay pathways. The faster decay with a time constant of 264 µs is
the bi-molecular recombination, which predicts that, with reduced surface
trapping, the air-processed films could be capable of imaging at over 600
Hz. [110] The slow decay curve represents the trap-assisted recombination
pathways and has a time constant of 20 ms. Film processing in air would
be expected to cause a large number of oxygen derived trap states and
as such this very slow trap mediated pathway represents the difference
between the use of air-free and air-processed HgTe NCs. Since the noise
displays a 1/f relationship, the specific detectivity changes with the op-
erating frequency, reaching a value of 8× 109 Jones at 200 Hz and 293 K.
This is shown in Figure 3.32. This value is lower than photo-transistors
operating at 2 KHz [110] and sensitised 2-D transistors [109] but is equiv-
alent to previously reported planar CQD devices. Our fabrication method
was also tested with various feature sizes using stencil features as small
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Figure 3.31: Transient photoresponse for a laser diode source, showing a fast and a slow
decay. The fast decay is bi-molecular recombination with the slow decay due to trap-
assisted recombination. Inset shows the measured time response to a 200 Hz chopped BB
source.

as 0.4 mm2. The responsivity for this small feature size fabricated with the
3.7 µm bandgap NCs is shown in Figure 3.33 along with the NSD (inset).
The responsivity is very similar to that shown in Figure 3.27 proving that
the performance of the films is unchanged with feature size. Additionally,
the NSD is lower, as would be expected for a smaller surface area device,
noting that the thermal noise floor is again, not breached.
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Figure 3.32: Specific detectivity with increasing incident frequency for the 2.3 µm
bandgap pixel, at 10 V bias. The dip at 75 Hz is caused by the responsivity decreasing
relatively faster than the noise between 50 and 100 Hz.
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Figure 3.33: Performance of a smaller pixel with an area of 0.4 mm2 made with the 3.7
µm bandgap colloid. Responsivity is very similar to Figure 3.27. The inset shows the
NSD for this device which is lower due to the scaling effect of area on device noise.
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The PET substrates were initially chosen for their robustness and low
cost, however as they are also flexible the device behaviour after defor-
mation was tested. This was measured by bending the substrate to the
indicated angle then measuring the conductivity when it returned to nor-
mal. Devices display considerable resistance to structural deformation,
with conductance remaining nearly unchanged (< 5%) after bending to
angles of up to 45 ◦, as shown in Figure 3.34. As well as the dark conduc-

Figure 3.34: Plot showing the relative (dark) conductivity of the device after it has been
flexed to the angle indicated. Measurement is on the device placed back flat on the sample
mount, therefore the cracks in the film caused by the flexing are permanent.

tivity the photocurrent was also measured after each deformation and this
showed that relative photocurrent percentage was unchanging with de-
formation. This suggests that large scale defects are being introduced into
increasing percentages of the film with increasing angle, leaving an ever
smaller portion of the film that can conduct between electrodes, exactly
what is expected to occur with a brittle film.
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3.6 Conclusion

In conclusion we have demonstrated a colloidal NC device that highlights
the strengths of colloidal NCs for photodetection technologies. High re-
sponsivities up to 0.9 A W−1 were shown beyond 2.5 µm, with a significant
time response at 200 Hz achieved using an MIR (instead of visible) source
and displaying a competitive specific detectivity of 8× 109 Jones at 200 Hz

and 293 K. Bandgap tuning by changing the NC size is easily transfer-
able to high performing devices that can be fabricated quickly, easily and
very cheaply. The performance of these devices compares favourably to
other published devices [43, 54, 94, 99, 110, 111] and known fundamental
issues with air-processed materials have been mitigated. As such, similar
devices could feasibly be used for multicolour MIR video capture, without
the need for any other filter layers, representing a significant step toward
cheap, robust MIR imaging using spray coated colloidal NCs. Importantly
we showed imaging potential at frequencies up to 200 Hz which is far
in excess of that displayed by even the best uncooled microbolometers.
These devices functioned very favourably when compared to literature
values. In the author’s opinion this is for three main reasons:

1. The intentional use of more Hg than Te in the synthesis increases
the likelihood of a Hg rich surface. As the NCs are soluble in non-
polar solvents and are passivated by a de-protonated thiol the ligand
bonding must be primarily at dangling cation sites (eg Hg2+ or Hg+).
Therefore an Hg rich surface would increase the ligand density, lead-
ing to an increase of colloidal stability and a increased likelihood that
the QDs that reach the substrate are still relatively well passivated.
Higher levels of surface passivation have a twofold effect, leading to
fewer surface trap sites and less aggregation. The former increases
the fast component of transient optical measurements and the latter
ensures that the bandgap remains distinct, leading to high spectral
sensitivity.
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2. Spray coating onto PET seems to be an excellent method for deposit-
ing hydrophobic QDs. Once deposited the QDs are well adhered to
the surface, and the trenches are well filled, leading to a large num-
ber of conductive pathways; it is likely that this effect could be fur-
ther enhanced by a surface treatment of the gold. The spray coating
removes the solvent from the film during deposition as it has evapo-
rated before the film is formed, therefore once each QD is deposited
it will not be redissolved in solvent at any point. This is not the
case when fabricating, for example, with a three layer spin coat, as
in that situation the solvent from the second layer can interfere with
the first layer. This could increase inhomogeneity in the films, above
that which has already occurred during the ligand exchange.

3. The samples are relatively monodisperse, which ensures that the
range of bandgap energies within the final ensemble is small and the
trapping within the film is limited to a specific oxygen trap rather
than a large array in energy of effective trap states caused by size
dispersity. This is also the reason for what is inarguably high speed
performance for oxygen polluted QDs. Reducing the trap popula-
tion forces bi-molecular recombination and leads to an improved
time response. This monodispersity in the film is likely due some-
what to the two items above, but also to a heat up synthesis that was
properly optimised.

There are a number of obvious next steps that emerge from this work.
From a device engineering side it is clear that the pixel size must be re-
duced so as to go from a device that shows material proof of concept to a
device that shows imaging proof of concept. If the intent is to show a num-
ber of pixels working simultaneously then the issues with photolithogra-
phy on PET will also have to be addressed, either by finding a way of
smoothing the PET surface or by using a different material for the sub-
strate. The large amount of work that went into optimising the film to
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get the results shown here also suggests that delivering a material that is
electrically uniform across multiple pixels will be a challenge. Solving the
uniformity issue can be addressed either as a fabrication issue or a sur-
face passivation issue. The former would aim to create multiple areas of
uniform film thickness and QD density, the latter would aim to reduce
film to film electrical variation by having the most uniform passivation
possible, either in the colloid or in the solid. From a materials research
perspective there are still a huge number of avenues for further work. The
most insightful would be a study based solely around the electrical be-
haviour of films, particularly with regard to the interplay of ligand type,
concentration and film parameters on basic electrical behaviour. Develop-
ing a thorough understanding of the films may seem like work that should
have been a building block, but in this relatively new and fast moving field
an exhaustive understanding of the interplay between film deposition pa-
rameters and treatments and the correspomnding electrical response does
not yet exist, even though it would be invaluable in creating high per-
forming devices. In the next Chapter we do our part in addressing this
by developing an understanding of how the devices behave electrically as
they spend time in air.
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Chapter 4

Memristance in Oxidised HgTe
Devices

This work is published in:

Photo-Electrosensitive Memristor Using Oxygen Doping in HgTe
Nanocrystal Films, Cryer, M. E.; Fiedler, H.; Halpert, J. E. ACS Appl Mater &
Interfaces, 2018.

4.1 Motivation

The work in this Chapter was motivated by a desire to more fully under-
stand the electrical response seen in films of the organically treated QDs
reported in Chapter 3. What began as a study into the behaviour of the
hysteresis observed while sweeping the voltage, led to the characterisa-
tion of the transient current response to applied voltage in the films. An
increased understanding of the behaviour of mobile charges within these
films is necessary to design better devices. However, the time dependent
response to injected charge, or output dependence on charge history, ob-
served in these films, meant that the films had the potential to behave
as photosensitive memory devices. Our work builds on the only other
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124 Chapter 4. Memristance in Oxidised HgTe Devices

similar published work in the literature which was the work on charge
history in CdSe reported by Fischbein et al. in 2005 [145]. The history of
memristive behaviour with respect to reports of behaviour of this type in
novel material systems is given briefly below. The study of memristive
behaviour in NC films is worthwhile due to the possibility of producing
devices that can function as photodetectors, transistors and memory cir-
cuits in one device and can then be further integrated with silicon pho-
tonics [30]. This approach could solve the silicon size limit problem, in
some areas, not through further miniaturisation but by increased multi-
functionality. Furthermore, the study of the time evolution of non-linear
behaviour in the IV curves of NC films will inform understanding of both
the behaviour of charges in the film and the chemical changes that affect
long term stability of these devices in ambient atmospheres.

4.2 Background

As conventional circuit technologies reach their size limit, there has been
increased interest in nanometer scale technologies that can either show
comparable device metrics or deliver additional functionality at smaller
scales [146]. Any use within this field of NC based devices is therefore
of considerable interest. Recently there has been significant development
in resistive switching and memristive behaviour in potential new materi-
als for logic circuits, memory and neural networks [147–150]. While the
existence of a true memristor has been fiercely debated, the general con-
cept of memristance in passive devices is widely accepted [151–156]. A
memristive device, often called a “memristor”, describes any passive elec-
trical component in which the output is dependent upon a system specific
state variable [153]. In particular, many memristive devices use the recent
history of charge flow, rather than the theoretically postulated magnetic
flux [152], to modulate the current output of the device. In this arrange-
ment, the memristive device shows memory of the previous mode of op-
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eration by operating in either a high (HRS) or low resistive state (LRS).
Most reported memristive materials are based on high band gap metal ox-
ide thin films [156]. However, colloidally synthesised semiconductor NCs
can be expected to provide additional functional advantages due to their
light sensitivity and the long history of sophisticated chemical control over
their size, shape and surface functionalities [157–159]. Reports of electrical
bi-stability in NC thin films started in the early 2000s but these displayed
low on/off ratios and minimal overall change in resistance state [160–163].
These original bi-stable devices were observed using films that had been
encapsulated in an organic matrix [162, 164], or had been sintered post-
deposition [165, 166]. Many thin film organic/NC systems did show ef-
fective memristive switching [167, 168], yet due to the fabrication meth-
ods employed it is difficult to ascribe the observed effects entirely to the
NCs. In some cases organic molecules alone have been shown to make
highly effective memory devices [169], and high temperature treatments
can remove capping ligands, causing NC agglomeration or the forma-
tion of surface states. Since this time, there has been great progress in
QD synthesis, device fabrication and measurement techniques [157–159].
Electrical switching and memory effects have been reported in some sys-
tems containing II-VI and IV-VI semiconductor NCs [145, 149, 170–172],
and high on/off ratios have been observed for core-shell NCs [173]. Inte-
grated carbon nanotube/NC devices have shown long term ambient en-
vironment stability [174], and low read/write voltage requirements have
been demonstrated [167]. However no single device has met all of these
criteria. Meanwhile, greater understanding of the behaviour of charges
in NC films has not yet led to a consensus for a mechanism for memris-
tive behaviour in colloidal NC devices [166, 175–179]. To date, the lesser
attention to colloidal NC memristance stands in stark contrast to the well-
studied mechanisms that underpin memristance in TiO2, ZnO and other
oxide nanocrystalline and thin film systems [156, 180–183].
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4.3 Experimental

3.8 µm bandgap HgTe NCs were synthesised via the method reported in
Chapter 3, although these QDs were not synthesised with an excess of
HgCl2 as the QDs used in the final devices reported in Chapters 3 and 5
were. All processing was done in air at ambient conditions of 290–295 K

and 50–60% humidity.

4.3.1 Devices

The 300 nm oxide layer silicon IDE devices were lithographically prepared
as reported in Chapter 3. To briefly recap, the NCs were layer by layer spin
coated onto the IDE (34 fingers per side, 2 mm long with 20 µm spacing,
top down device area is 5× 10−6 m2) devices at 4000 rpm for 60 s with 3 x
20 µl drops applied once rotation had started. Default ramp settings were
used. Post deposition, each layer was treated in an EDT/HCl in EtOH
(1:1(3.0M):20) solution to exchange the DDT capping ligands.

4.3.2 Measurement

Devices were characterised with an intensity controllable white LED lamp
in air at room temperature or in a temperature controlled Janis VNF-100
optical cryostat, in either the dark or with illumination provided by a
Thorlabs 670 nm laser diode, with 2.5 mW incident on the sample. All
electrical measurements were done on the Keithley SCS-4200 Parameter
Analyser (PA), with a noise ceiling of 500 pA. Unless otherwise noted, the
gate of the device was grounded (at 0 V) and not left floating. Optical
density was measured with a 405 nm Thorlabs laser diode.

PA SMU Voltage Application The results below frequently make ref-
erence to measurement time and use variation in the voltage application
time in order to change parameters. Due to this it is important that the
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internal methodology of how the PA applies voltage to the non-grounded
contact are understood. When measuring current the SMU is measuring
the current that is being sunk at the contact that is being held at some volt-
age, relative to the SMU ground. All of these measurements were done
with the inactive contact held at that same ground level. The SMU then
applies a voltage for a series of times values indirectly defined by the in-
put measurement parameters. This is shown for a voltage sweep in Figure
4.1. Hold Time (HT), Delay (D) all Sweep Delay (SD) increase in duration

Figure 4.1: Application of voltage over time during measurement by SMU in the PA
system. Reproduced in part from the Keithley Model 4200-SCS Reference Manual, 4200-
901-01, Feb 13, page 6-143.

for slower measurements, this means that the device is being held at each
measurement value voltage for a longer time. Measure Time (MT) is unaf-
fected by the desired measurement speed but is affected by the magnitude
of the signal, where lower currents will have longer measure times. Ex-
perimentally, this means that during slower measurement voltage sweeps
the voltage has been applied to the device for a longer time. For devices
with a time independent resistance this has no second order effects. How-
ever, for devices that have some degree of memory of charge history then
the measurement speed would correlate to the amount of charge that has
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passed into the material before the instantaneous current is measured.

4.4 Results

Although the initial hysteresis curves in this section were observed with
various HgTe QD sizes on various devices, all final measurements of the
memory effect and its related behaviour were obtained with the QD batch
shown below.

4.4.1 Initial Characterisation

The QDs used in the best performing memory devices were characterised
optically (as EDT treated films) and with TEM. Figure 4.2 shows a his-
togram of the sizing overlaid over a TEM image of the QDs used. Using

Figure 4.2: TEM image and particle sizinfor the QDs used in the devices reported and
analysed in this Chapter. The yellow circles are a legacy of the sizing tool used to give the
major axis length.
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the published empirical relationship between particle size and HgTe QD
radius [100],

λQDEg =
30.5√(

1 + 43
RQD

)2
− 1

. (4.1)

It is found that the calculated bandgap from the mean major axis length
is 3.8 µm / 0.326 eV. This is corroborated by a Tauc plot of a spin coated,
EDT treated film on a CaF2 substrate. This is shown in Figure 4.3 and
estimates the bandgap of the film at 0.324 eV, so both methods are in good
agreement.

Figure 4.3: Tauc plot (direct allowed transition r = 1/2) of the film absorbance shown in
the inset. The blue line represents the slope fit that gives the annotated bandgap value.

SEM images were taken of the top/cross section of the devices using
carbon coating and a stub that had an off vertical mount. Figure 4.4 shows
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that the device has the expected construction, the most interesting aspect
being the relatively low thickness of the final film, measuring 30 nm. The
edge feature of the gold is an expected result of using single step positive
resist without an undercut in the resist profile. EDS mapping of the same
top/cross section area of the device as in Figure 4.4 is shown in Figure 4.5.
Several points should be noted when looking at Figure 4.5:

1. There is a line overlap between Au and Hg therefore the even film
coverage is best indicated by the Te map.

2. The oxygen plot is not evidence of oxygen adsorption into the film
due to the SiO2 layer beneath providing a huge oxygen background
underneath the film.

3. The scattering of aluminium electrons from the SEM mounting stub
is included as it provides a topographical image of the film surface.

4. There were no other detectable elemental peaks in the EDS film anal-
ysis, indicating a lack of any major impurities.

Figure 4.4: A, SEM SEI image at X40K of a device cross section and film surface, mid
plane focus. B, SEM SEI image of the same area as A, annotated for ease. Focus here is
on the film nearest the front edge. From these images the film thickness is determined to
be 30 ± 10 nm
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Figure 4.5: SEM EDS mapping of the same area as in Figure 4.4, discussed in the text.

Another parameter often used when discussing NC films is the packing
density, which defines the percentage of the film volume that is NC rather
than ligand, empty space or impurity. As the particle size and film thick-
ness is known, the packing density can be estimated from optical mea-
surements. Using published information on the optical cross section of
Hg atoms to 415 nm light [100] we can calculate the packing density (P) of
our film with Equation 4.2. 405 nm light was used in the referenced test
for optical depth however there should be little variation between 405 nm

and 415 nm behaviour.

P = VQD[QD] =
a3

4
ln10 ·

(
OD

σHgL

)
(4.2)

The prefactor on the right-hand side of Equation 4.2 defines the packing
density as the product of the volume of a single QD and the concentra-
tion of those QDs in the volume of interest. This is then further defined
where a is the HgTe lattice parameter (6.46× 10−10 m), 4 is the number of
Hg atoms per unit cell, OD is the optical depth, L is the path length (film
thickness = 30 nm) and σHg is the absorption cross section of Hg2+ at 415
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nm. For our films and after accounting for any losses through the CaF2

substrate the optical depth was measured to be 0.202 at 405 nm, predicting
a packing density of 0.4. This can be checked for validity by looking at
the absorption coefficient of the film relative to bulk HgTe. For 0.4 eV and
using published data bulk HgTe has a lower bound for its absorption co-
efficient at 14× 103 cm−1 [184,185]. Taking the absorption of the film at 0.4
eV we get an absorption coefficient of 7.6× 103 cm−1. The upper bound of
the packing factor for our films, i.e. assuming no reflection and all absorp-
tion in the HgTe is thus 0.54. These two methods combined suggest that
the packing density of the films lies between 0.4 and 0.55.

4.4.2 IV Hysteresis

When measuring the IV curves of these devices after days of air exposure
there was a large degree of repeatable and reproducible hysteresis. This
is shown in its simplest form in Figure 4.6. The devices showed different
current flow when voltage (applied field) was increasing to that displayed
when it was decreasing.

Figure 4.6: A, IV sweep from -10 V to +10 V. B, IV sweep from +10 V to -10 V.
The black arrows are showing the voltage sweep direction. The current behaviour varies
strongly with sweep direction, it is worth restaing here that the noise of the system is at
least 4 decades lower than the signal.

This behaviour is shown in more detail in Figure 4.7. From this Fig-
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ure it can firstly be seen that the hysteresis is real as it is independent
of the measurement condition. For the positive quadrant it can be seen
that the behaviour under increasing voltage (solid line in Figure 4.7 A,
dashed line in B) is independent of start voltage, as all behaviour under
increasing voltage fits to the same line. Contrary to this is the behaviour
under decreasing applied voltage, where the shape of the curve is defined
by the start voltage, and then explained by some decay from that initial
measurement point. These statements are reversed when considering the
negative quadrant, where the measured currents are considerably lower
but still measurable. As is shown below these films behave as ambipolar
transistors, but with a higher hole mobility than electron mobility. The
inverted quadrant response seen here coupled with the known p-type
behaviour means that the material is reacting differently to hole injec-
tion/electron withdrawal (positive voltage) than electron injection/hole
withdrawal (negative voltage).

Figure 4.7: A, IV sweeps with various start voltages that begin at -ve V. B, IV sweeps
with various start voltages that begin at +ve V. The arrows show the sweep direction for
the corresponding line type, the colours define the start and finish voltage values for that
sweep. The text discusses this behaviour with reference to the positive quadrant.

Continued investigation of the basic IV curve by varying measurement
time parameters, i.e. increasing or reducing the charge flow into the ma-
terial, had a major effect on the shape of the hysteresis. This is shown

133



134 Chapter 4. Memristance in Oxidised HgTe Devices

in detail in Figure 4.8 for three measurement speeds, and the entire hys-
teresis loop is shown for the extremes of measurement in Figure 4.9. The

Figure 4.8: IV traces for increasing measurement speed (left to right) for increasing
applied voltage (top) and decreasing applied voltage (bottom). As the measurement time
decreases the behaviours under different sweep direction tend towards a similar behaviour,
this suggests that the measurement time, and hence the charge flow during it, is in some
way responsible for the hysteresis.

fastest measurement shown in Figure 4.9 is actually a fast measurement
with an added settle time (of zero applied voltage) before the measure-
ment is applied. It can be seen in Figure 4.9 that the hysteresis is consid-
erably reduced by allowing a settle time. This variation of behaviour with
measurement time implies that there is a time dependent resistance to the
material that is also sensitive to carrier type. These observations show
that these devices exhibit an implicit memory of charge flow and therefore
memristance.
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Figure 4.9: A, Major IV hysteresis seen with slow measurement. B, Minor IV hysteresis
seen with fast measurement and settle time. This clarifies the left tor right trend seen in
Figure 4.8.

4.4.3 Memristance and the Memory Cycle

Memristive devices are electrical components that have a resistance that is
dependent upon some changing state in the material. Since the IV curves
suggest that the degree of charge flow directly affects the resistance, it will
be assumed that the state that resistance is dependent upon is previous
charge flow. Memristive behaviour, as opposed to bi-stable switching, sets
the system in a state that is directly dependent upon the quantity of pre-
vious charge flow and not merely the crossing of a particular threshold
value. Memristance here is defined by the state dependent Ohm’s law
(Equation 4.3) and the state equation (Equation 4.4) [150, 153].

i = G(x) · V, (4.3)

δx

δt
= g(x, V ), (4.4)

where i is the current, V is the applied voltage (from the read step), x
represents one or more state variables which are internal parameters that
are independent of the present applied voltage. G(x) is the memductance,
the inverse of the electrical memristance and is analogous to the conduc-
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tance of a conventional ohmic system. G(x) is used to differentiate be-
tween a current, charge or voltage controlled system where the parameter
that controls behaviour is x and the relationship between the measured
current and x is then G(x) [150]. The change in the internal state over time
is commonly represented as some function (g(x, V )) of the internal state
x, and the applied voltage, V during the write and erase pulses. These
equations suggest that applied voltage changes the charge flow behaviour
and that the current at any point is related to some function of the charge
history.

Practically speaking, at high absolute voltages (e.g. the read and write
steps) detectable internal state changes occur, while at low applied volt-
ages (e.g. the read step), the current can be measured with minimal alter-
ation to the internal state. Thus we can design a protocol with the aim of
using the charge memory of the system to provide electrical memory that
is further modulated by light and gate doping. The steps of the memory
cycle being i) the erase step, positive voltage to write a “0”, ii) the read
step, 0.1 V, iii) the write step, negative applied voltage. The on/off ratio
is calculated as the ratio of the measured current in the read step follow-
ing the write step, to that following an erase step. It is a single value that
encapsulates the ratio of the HRS to the LRS, the relationship between the
hysteresis and the HRS/LRS is shown visually in Figure 4.10.
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Figure 4.10: IV curve showing the position of the HRS and LRS probed by the read
states on the IV curve. The black arrows are showing voltage sweep direction, on/off can
be thought as HRS/LRS measured at 0.1 V, as this is the read voltage used throughout
the rest of this chapter.

4.4.4 Time Evolution

As the hysteretic behaviour detailed above was far less prominent in
newly made devices, the time evolution of the hysteresis should be
analysed. This can be most clearly examined with the use of the on/off
value as a proxy for how pronounced the hysteresis is. Understanding
the factors that drive the development of the memory/hysteresis effect
should allow a more complete understanding from a material perspective
and following from that, the correct mechanistic viewpoint. Air exposure
will form p-type solids in many II-VI and IV-VI NCs as oxygen that
is adsorbed onto the NC surface is expected to create traps [186]. The
behaviour of the devices during exposure to oxygen (in the form of
ambient air) was tested. Figure 4.11 A shows how the on/off value of the
devices increases with time in air. This indicates that either O2 or H2O

137



138 Chapter 4. Memristance in Oxidised HgTe Devices

are responsible for the changing behaviour. Oxygen is proved to be the

Figure 4.11: A, shows the fit lines (from 160 data points per line) for the on/off values for
different erase voltage values, measured at various times after fabrication. Note that the
on/off value also increases with the erase voltage, this behaviour is discussed fully in the
rest of this Chapter. B, shows the on/off evolution of two devices made concurrently but
stored under different conditions for the first 60 h. The nitrogen stored device only starts
to develop memory after being exposed to air.

most likely cause by Figure 4.11 B, which shows the behaviour of two
identical devices fabricated concurrently in air. One device is fabricated
and left in a desiccator (not vacuum, humidity 20%) and removed when
required to measure the memory effect. The other device was fabricated
and then placed in a nitrogen glovebox for 60 h, and once removed it was
left in air in-between measurements. It can be seen that there is very little
increase in measurable on/off after 60 h in nitrogen. Once removed the
onset of the effect occurs at a similar rate to the desiccator stored device.
As the moisture content in the air was different for the two devices during
the progression this subtley points to atmospheric oxygen rather than
atmospheric water being responsible.

If oxygen is being adsorbed into the film, and onto the surface of the
dots creating trap states, this should be measurable directly. Rather than
as inference from indirect measurements as seen above. To investigate this
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two identical samples of QDs were dispersed onto TEM grids. One was
stored in a non-vacuum desiccator and the other was stored in a nitro-
gen glovebox. The samples were then looked at with EDS in the TEM.
These samples were not oxygen plasma cleaned prior to imaging. Due to

Figure 4.12: EDS spectra for the main O line and a secondary Te line. A, spectra for
two sites on the desiccator stored sample. B, spectra for two sites on the nitrogen stored
sample. The key result is given by the ratio of tellurium, which is the same between
samples, to oxygen.

the presence of the tellurium line this data shows us that for two identi-
cal QD samples the relative amount of oxygen to tellurium substantially
decreases when the sample is not stored in an oxygen filled environment.
The oxygen is adsorbing onto exposed sites on the QDs and causes a trap
state that leads to charge history in the device. Due to the p-type nature of
the material, the larger hole mobility and much greater current change in
the positive quadrant of the IV curve both indicate that the traps are hole
traps and the movement of holes through the material, and into and out
of the active electrode for negative and positive voltages respectively, is
responsible for the behaviour.

4.4.5 Transistor Behaviour

Concurrently to the evolution of the hysteretic behaviour it was also ob-
served that the devices developed robust transistor characteristics. Prior
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to this HgTe NC thin film transistors (TFTs) had been shown not to dis-
play any gateable behaviour unless cooled [99], or sintered [187, 188]. Sin-
tering destroys the bandgap arising from confinement in the NCs. As
expected the freshly made devices did not show any obvious gating be-
haviour, however after 48 h exposure in air the devices demonstrated per-
fect ambipolar behaviour. That is to say the same device demonstrates
both p-channel enhancement and n-channel enhancement with no change
in structure or electrode material [189]. The key identifying feature of
ambipolar devices is that the the output characteristics show three clear
regimes, linear, saturation and superlinear/breakdown. Both the n- and
p-channel output curves for the same device are shown in Figure 4.13.

Figure 4.13: A, p-type output. B, n-type output. Both of these curves are taken for
the same device under the same conditions, this device is demonstrating clear ambipolar
behaviour.

The existence for these regimes was covered in Chapter 1. In short they
provide definitive evidence that both carriers exist in the material, and
more importantly that both can be injected or extracted at the electrodes.
The mobility of the carriers can be determined using Equation 4.5, valid in
the saturation regime [19].

ID =
µCW

2L
(VG − VT )2 (4.5)
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This calculation requires a threshold voltage value (VT ). For ambipolar de-
vices the threshold voltage is most easily found by looking at the saddle
point of the transfer curve [190], although other methods such as plot-
ting
√
Ids against VG and extrapolating to the x-axis intercept are also com-

monly used [190]. However, there are several general issues that should
be highlighted about this process. Firstly, in materials that exhibit the bias
stress effect it is vital that transfer curves are measured rapidly to avoid the
slow screening of the gate field, as was first highlighted and quantified by
Liu et al. in 2010 [176]. This is demonstrated in our devices in Figure 4.14
B where the x-axis position of the saddle point is dependent upon sweep
direction and timing. Thus the median minimum x-axis position is taken
as VT . Secondly, the position of VT is dependent upon Vds (Figure 4.14 A)
yet the saturation regime exists for a span of Vds values, i.e. there are a set
of mobility values that are equally valid. Due to this the mobility values
quoted below are for Vds values that correspond specifically to the onset
of the saturation regime, for a given VG. This gives only a single value
for mobility, rather than a span. Clearly if more detailed work were to be
carried out on these transistor characteristics then this would have to be
resolved. However, here, these results are only used to provide evidence
that there are two mobile carriers, holes are more mobile than electrons,
and that the material is gateable.

As these ambipolar characteristics develop in oxygen it is entirely pos-
sible that the best way to model this system would be to use a band bend-
ing model applied at the surface region of each quantum dot. Ambipolar
behaviour has been observed before in small bandgap nanowire transis-
tors [191] and is attributed to surface layers causing a p-type layer in con-
trast to the n-type dominant bulk, or vice versa. Clearly the ligands in
the system and the separation of the QDs represent a conceptual barrier,
however in this system it is entirely possible that the adsorption of oxy-
gen causes upward band bending at the ligand-QD surface interface. This
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could lead to a p-type enhancement layer at the surface if the valence band
is bent above the fermi level. To extend this hypothesis it is then suggested
that the reduced mobility of electrons is due to the now increased physical
separation between core regions as the effective surface region increases
the required electron hopping distance. The calculated mobilities for these

Figure 4.14: A, VT varying with Vds, showing that stating a threshold voltage to calcu-
late a mobility without stating the drain voltage is ambiguous in these devices. B, Transfer
sweep crossing with sweep speed, Vds is held at 5 V throughout.

devices were µe = 0.021 cm2 V−1 s−1 and µh = 0.083 cm2 V−1 s−1. These val-
ues fall within the range expected for hopping conduction [192], which
here appears to be dominated by holes, and are lower, as expected, than
those reported for sintered HgTe NCs [187]. However, they are higher
than those previously reported for non-sintered HgTe NC films, with a
proportionally higher two terminal conductivity obtained here using a far
thinner silicon oxide layer [99].

4.4.6 Memory

The following results are the key memory results used for defining the
metrics of the device and for explaining the mechanisms at work in the
system. They will be referred to throughout the Discussion Section of this
Chapter. One way to describe this device is that it has a High Resistance

142



4.4. Results 143

State (HRS) that is caused by application of a large (> 1 V, erase) positive
voltage. It also has a Low Resistance State (LRS) that is caused by applica-
tion of a large negative voltage (write). To detect the state a low positive
voltage (read) is used to probe the device, Figure 4.10 shows this visually.
Due to the memristive behaviour there is a current difference (on/off ratio)
between these two states and it is related to the previous charge flow.

The highest on/off ratios obtained with these devices are shown in Fig-
ure 4.15. The tuning of the light conditions to give the highest on/off
ratios will be discussed later in this Chapter, but it can be seen that these
devices have reliable and reproducible on/off response over a time period
of days, and that the on/off value is always greater than 10. The potential
of the devices in terms of raw on/off values are demonstrated by Figure
4.15 C which shows a run in which the median on/off was 50.
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Figure 4.15: A, the memory cycle overlaid over a typical output signal, the black line
indicates the current. This is for a device with the incident light intensity tuned to give a
detectable on/off but a minimum decay of the off state. B, on/off ratio of best performing
device over 450 memory cycles, with groups of runs spread evenly across a 96 h period.
For the on/off shown the device was using an absolute write/erase voltage of 7.5 V. C)
The 25 cycle run with the highest average measured on/off ratio. Copyright ACS Appl.
Mat. & Int.

To prove that the observed memory cycle and its behaviour are purely
device related and independent of measurement the memory cycle was
performed with long read periods. The read period was then pulsed be-
tween 0.1 V and 0 V. The results are shown in Figure 4.16 where it can be
seen that the current at any time in the read period is independent of, and
not perturbed by, the measurement method.
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Figure 4.16: Different measurement protocols (blue = 2 s @ 0.1 V/ 0 V, red = 4 s @
0.1 V/ 0 V, green = 20 s @ 0.1 V) y-separated, with synchronised write/erase pulses.
The decay over time in the current measured during the read step is independent of the
measurement voltages, therefore it is a characteristic of the material.

In terms of other commonly quoted memory metrics [193] this device
has a read time that was reliable down to 10 ms. The retention time for the
on state, for the best performing devices, had an on/off ratio > 10 for the
first 6 s following the write step and the on/off ratio remained> 2 for 10 s.
As DRAM is refreshed every 64 ms, having a retention time that is longer
than a second is of great interest and warrants further investigation. It
should be noted that, by definition, the write/erase time in a true mem-
ristive system is arbitrary; a longer time or a higher voltage (leading to a
higher current and thus more charge movement) will give a higher on/off.
This can be shown explicitly by calculating the charge that has been mea-
sured moving during the erase step, by integration of the current vs time
plot. Various devices were measured with erase voltages between 0.1 and
10 V and erase times between 0.5 and 20 s. For this range of charge values
the on/off value was recorded, normalised for each device and plotted
in Figure 4.17. There is a linear relationship between on/off and charge
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up until some saturation of on/off. This transition represents the point at
which the trap filling region reaches some threshold population following
the write/erase steps.

Figure 4.17: The change in mean on/off with charge movement in the erase step, nor-
malised per device and shown for multiple devices. This is to show that multiple devices
all have the same trend of behaviour, although the measured values are different.

The other key behaviour of the device is the effect of illumination on the
device, this will be discussed in more detail in the next section. However,
to begin it should first be noted that the increase of carriers that occurs in
the material when illuminated acts to turn the memory of the system on
and off. This is shown in Figure 4.18 A, there is no detectable memory
effect in the dark but an obvious effect when illuminated.

Since these devices can be effectively doped with free carriers they were
operated with various gate voltages in an attempt to create electrically
gated memristors, the on/off state currents change as would be expected.
This is shown in Figure 4.18 B, with negative (positive) gate voltages en-
hancing (suppressing) the p-type mobility. On closer inspection the off
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Figure 4.18: A, light activated memory. The slow photoresponse is evident in the current
increase of the on state during illumination. B, time matched output signal of the same
film under 3 different gate biases, the y-axis is kept the same for illustrative purposes.

state behaviour can also be seen to vary. At positive gate voltages the off
state shows a negative decay not seen at zero and negative gate voltages.
This could be explained by electron migration in the gate region, which
would not be present for other voltages. Importantly and rather disap-
pointingly the bias stress effect, as seen in many NC solids, was observ-
able in all devices, and could be measured independently of the memory
gating effect. The bias stress effect is a shift in threshold voltage with ap-
plication of a gate bias, which manifests itself as a stretched exponential
decay in current, after a change in bias at the gate electrode [194]. The ram-
ifications for this when measuring electrical response were summarised in
the discussion of Figure 4.14. The physics behind the effect are still be-
ing investigated. The most thorough exploration to date in NC systems
was by Luther et al. in 2008 [195]. This work established that the shift in
threshold voltage was not caused by impurities or surface modifications
of the oxide layer, concluding that the effect was a result of the change in
charges being trapped on the layer of NCs closest to the oxide layer. Figure
4.19 illustrates the bias stress effect in these devices. In this measurement a
constant 5 V bias was applied to the device and the current was measured,
VG was stepped from 20 V then 15 V, 10 V, 5 V, and 0 V twice, each gate
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voltage is applied for ≈ 55 s. The current transients occur exactly at the
VG shift. This effect is caused long term decays across subsequent memory

Figure 4.19: Current vs Time as VG is varied (right axis, red line). The bias stress ef-
fect discussed in the text causes sharp transients in current when it is changed, therefore
limiting the use of the gate voltage as an additional tuning parameter.

cycles if the device were held at any gate voltage and thus substantially
hinders the repeatability of the memory metrics over long run times. As
such it degrades the behavioural stability of the device, although with the
benefit of adding another control parameter.

4.5 Discussion

As has been shown these HgTe NC films oxidise over 60 h in air. As a
consequence, long lived (trap lifetime > relaxation time) hole trap states
are formed which impart electrical memory to the material. Conduction in
NC films is best understood through the phonon-assisted hopping model
whereby nearest neighbor hopping (NNH) dominates conduction at high
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temperatures, and variable range hopping (VRH) dominates below some
critical temperature [40, 196–198]. The probability of hopping occurring
between any two possible states has previously been shown at Equation
1.22. The role of trap states in hopping is twofold. Mid-band traps of-
fer lower barrier heights and thus aid hopping. They also serve to localise
charge, providing recombination and capture centers [198,199]. As in bulk
dielectric materials, long term trapped charges can cause hysteresis and
other time dependent effects [182, 183, 200]. However due to the unique
nature of hopping transport, the underlying mechanisms are rather dif-
ferent. The behaviour of these devices can be understood using a space
charge limited current with a deep trapping model [201], which is con-
sistent with trap mediated hopping transport. The underlying concept of
this model is that the filling of deep traps within the material creates a
screening field that acts to reduce the field at the injecting contact. Thus
the behaviour of the trap population over time results in time dependent
current density. The continuity Equation for such a system is [201]

J(x, t) = µρf (x, t)F (x, t)−D∂ρf (x, t)
∂x

, (4.6)

where J(x, t) is the current density, µ is the effective carrier mobility in
the system, D is the diffusion co-efficient hlacting against current flow,
in this case it is a constant fixed function of the mobility [201]. F (x, t) is
the electric field and ρf is the free charge density. The free charge density
being the sum total of charges that are not otherwise bound, a trapped
charge is not part of the free charge density. This equation will be used to
qualitatively test the measured response of the device under various tem-
perature and light conditions to see if it also fits this previously published
description of an NC film with long lived traps.
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4.5.1 Hysteresis Dependence on Temperature and Illumi-

nation

The trend of conductivity with temperature is as expected for these HgTe
NC films and is shown in Figure 4.20 [202–205]. For HgTe NC films there

Figure 4.20: Graph showing the temperature dependence of the IV hysteresis for dark
devices. Note that, the conductivity reaches a maximum at 200 K, the hysteresis is only
visible at 250 K and above, and that the 300 K conductance is the lowest.

is a peak of conductivity around 200–230 K and it then decreases with
increasing temperature. For this discussion it can then be said that the
mobility of the film at 100 K is greater than at 300 K, since the measured
current at 300 K will be aided by the increase of free thermal carriers. As
shown by Figure 4.10 the hysteresis is larger in the positive quadrant and
as such will be the focus of this discussion.
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Figure 4.21: A, dark IV at 100 K, no hysteresis, inset showing ohmic behaviour at low
field. B, dark IV at 300 K, hysteresis, forward sweep showing I ∝ V 2, backward tending
to diffusion. C, illuminated (2.5 mW) at 300 K, hysteresis, forward sweep showing linear,
high carrier density, backward tending to diffusion.

For 100 K in the dark, the IV curve (Figure 4.21 A) displays no hysteresis
and can be modelled as having an unchanging trap population that is not
sufficient to prevent current flow through the device. The change in free
charge density with time is

∂ρf (x, t)

∂t
= −∂J(x, t)

∂x
− ∂ρt(x, t)

∂t
, (4.7)

where ρt is the trapped charge density. At these low temperatures the de-
trapping rate will be low and if the trap population is unchanging then the
second term in Equation 4.7 disappears and the system is time indepen-
dent. If ρf is small throughout, due to a low number of thermal carriers
(ni), then it will be dominated by injected carriers (ρf (x)varieswithF (x))
and the diffusion term can be neglected. We therefore would expect an
I ∝ V 2 relationship, as observed (Figure 4.21 A) [206]. As the temperature
increases under identical optical and electrical conditions hysteresis is ob-
served. At 300 K the hopping will be due to NNH and there will be 106

more thermal carriers (for a bandgap of 0.324 eV). At the start of the IV
measurement there will be some trap population that is higher than at 100
K. The increased trap filling is due to an increased probability of a hole
existing in the valence band, which can be filled, leaving a higher number
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of localised hole traps throughout the material. An increased trap density
with temperature also explains the reduction in conductivity with increas-
ing temperature. As the applied field increases, an I ∝ V 2 relationship still
exists (Figure 4.21 B) because the space charge field is still increasing with
voltage as before. However, when the applied field is decreased, a clear
hysteresis is observed. At this point, in Figure 4.21 B, the trap population
in a region is now sufficient to create a screening field that reduces the ef-
fective applied field. In the NNH dominated regime, this screening field
is sufficient to significantly reduce current since conduction is dependent
now only on nearest neighbours, each filled trap has a larger screening ef-
fect. Along with changes in the direction of diffusion, as the space charge
region retreats under decreasing voltage conditions, this screening effect
gives rise to the hysteresis and the initial I ∝ V 5 decrease once the ap-
plied voltage cycles from maxmium back toward zero. This quickly tends
to diffusion based transport as shown by the shape of Figure 4.21 B. Over
time, the screening region will thermally de-trap and the system will set-
tle to the equilibrium trap filling for any arbitrary applied voltage (such as
the read voltage). As such, the shape of the IV loop is dependent on the
measurement time. Crucially this explains the behaviour shown in Fig-
ure 4.7. From the perspective of the IV curve this looks the same as the
mechanism widely reported for a number of non-filamentary memristive
systems [207–209], where the device is being operated in what has con-
ventionally been referred to as the “RESET” process. Here, since the NC
conduction is dominated by hole traps, the forward sweep gives the LRS
mode and the backward sweep gives the HRS mode, wherein we observe
an abrupt decrease in current.

Since the samples are thin compared to the absorption depth, generation
and recombination will be present throughout the film under above band
gap photoexcitation. Thus the dominant component of ρf (x, t) would no
longer come from the injected carriers and Equation 4.6 would thus pre-
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dict an ohmic (I ≈ V ) behaviour, that depends only on F (x, t) as the
other terms become constant. This is observed in Figure 4.21 C, where
the hysteretic behaviour is still observed because the screening charge still
remains when the applied field is decreased. If we describe this behaviour
in terms of the memory cycle we would expect that when the read follows
a positive erase voltage, then the system will show the HRS, as the injected
charges see a screening field due to the trap filling that remains after the
applied positive field is removed. Conversely, if the read voltage follows
a negative write voltage, then the system will show an LRS as the injected
charges see a region devoid of traps once the applied negative field is re-
moved. Photoexcitation will cause both the HRS and LRS to erode over
time as the trap filling tends to the equilibrium value for the applied read
field eliminating the hysteresis effect. The model proposed above is sum-
marised in Figure 4.22.
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Figure 4.22: A, during the erase step holes are injected and there is a high conduction
region with a large amount of trap filling. B, when the read voltage is applied there
remains a high degree of trap filling that screens the applied field. Thus the HRS is
observed until the trap filling in this region settles to the equilibrium 0.1 V filling through
recombination of photoexcited carriers and thermal de-trapping. The arrow indicates the
steady-state trap filling that would be induced by the read voltage. Then C, the write
step removes hole traps near to the electrode via injection of electrons, generating a region
with low trap filling. D, The read voltage that follows senses the LRS as there are a
large number of sites available to facilitate trap mediated hopping and a large number of
vacant trap sites that can be filled by injected carriers. After some time the trap filling
settles to the steady-state 0.1 V level, again represented by the dashed line. The difference
between the initial conditions experienced by the read voltages define the HRS/LRS on/off
variation.
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4.5.2 Memory Dependence on Temperature and Illumina-

tion

If the behaviour of the hysteresis is dependent upon temperature and illu-
mination then it is expected that when probing the device with the mem-
ory cycle, similar behaviour will be observed. The hysteretic dependence
on temperature was shown in Figure 4.20. It is clear that there is no hys-
teresis below 250 K and above 250 K this effect then increases with tem-
perature. There is an identical temperature dependence on the appearance
of the memory effect, confirming that they are representative of the same
mechanism, as is shown in Figure 4.23 B. This demonstrates that the mem-
ory effect becomes observable at 250 K, however at 300 K in the dark there
are insufficient carriers to overcome the low conduction (shown in Fig-
ure 4.20). For this reason there is no measurable on/off ratio at 300 K in
the dark. This also explains why the memory appears to switch on when
the device is illuminated (Figure 4.18 A), as the illumination is required to
provide sufficient charge carriers for it to be observed. To paraphrase it
appears that the trap states are populated by temperature and measurable
numbers of carriers at 300 K are provided by carrier generation.

The photoresponse in these highly oxidised films, occurring over sec-
onds (shown in Figure 4.18 A), was noticeably slower than for newly de-
posited (i.e. non air exposed) films, that have a rise time of 50 ms (Chapter
3) [210]. Figure 4.23 A shows the dependence of the on/off ratio versus
incident light intensity. Large HRS/LRS differences are only observed in
devices that have sufficient light to generate free carriers but not so much
light as to generate so many carriers that they instantly force the trap fill-
ing to the equilibrium level for the read voltage. This is what is occurring
in Figure 4.18 A. In the dark there is no memory effect yet in the light
there are sufficient free carriers to give detectable conduction, however
this same carrier density also causes the decay of the intial trap distribu-
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Figure 4.23: A, the change in on/off with incident white light power. The lack of x-axis
data points is related to a lack of adjustability with the lamp controls. B, temperature
dependence of on/off for dark devices, for two different memory protocols. This higher
voltage protocol was used primarily to provide a higher current at 100 K

.

tion and so causes the HRS and LRS states to decay. It is these decays of
the HRS/LRS to the equilibrium conduction for 0.1 V that are clearly vis-
ible in the read steps. The performance of the “champion” device shown
in Figure 4.15 was achieved by experimentally testing the best performing
device under different light and voltage conditions. For the cycle shown
the light level was≈ 0.5 mA cm−2 resulting in a carrier density sufficient to
give an easily identifiable on state but an off state that had very little cur-
rent flow. The device was operated intermittently under these conditions
for 4 days.

This model can be further experimentally verified as if the light is re-
duced during the write step there is a detrimental effect upon the subse-
quent LRS. This occurs as the lack of free charge carriers in the dark write
step, makes it difficult to inject or withdraw holes from NCs further from
the electrode. This reduces the degree to which the trapped charge popu-
lation can be modulated, thus limiting the LRS/HRS current ratio, shown
in Figure 4.24. If the LRS were only to do with the material and the volt-
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age there should be no change to the LRS current for identical light and
voltage conditions, however there is a major difference in behaviour indi-
cating that the LRS behaviour is heavily influenced by prior charge flow.

Figure 4.24: The change of LRS behaviour if written in the dark for the same device as
shown in Figure 4.18. The dashed line is a guide for the eye to show that the dark written
on state never reaches the current of the light written on state. As there is no illumination
during the erase step the level of trap filling in the material is greater than that found after
an illuminated erase pulse. There is still some region near the electrode that has no filled
traps causing the intermediate LRS observed, however there will be a number of filled
traps throughout the film that would normally have been erased by photoexcited carriers.

4.6 Conclusion

The model proposed and evidenced above, and summarised in Figure 4.22
fits with all observed data and the current understanding of the behaviour
of oxidised NC films. Under intense white light ( > 5 mA cm−2) the con-
duction immediately (with respect to the probing measurement) reverts
to the equilibrium read voltage state, as the population of filled or un-
filled hole traps generated by the erase and write functions, respectively,
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are immediately returned to the equilibrium distribution. Thus the correct
intensity of white light is needed to permit adequate generation of free
carriers for good overall conduction, but not so many that the trap filling
immediately returns to equilibrium following the write/erase pulses. In
these devices this condition was found to be optimised at ≈ 0.5 mA cm−2.
Adequate surface traps are also needed for preparation of a memristive de-
vice. If a less volatile and more tightly binding surface ligand is used, such
as As2S3, the hysteresis is eliminated (Chapter 3). The stark differences
in electrical behaviour that result from differing surface treatments indi-
cate that the observed effects are a result of surface trap states, that have
been shown to be oxygen based. The charge carriers exist in the quantum-
confined electronic levels of the individual NCs and the conduction mech-
anism is due to hopping, however due to the long lived hole trap states
the bulk device behaviour is understood with a bulk regional approxima-
tion model. The trap density in the material is dependent on the number
of excited carriers but the trap lifetimes are long compared to the hopping
time. As the excitation rate defines both the free carrier density and the
trap recombination rate in the film it must be tuned to balance these two
processes in order to give good operation. We can now see that our device
can be described by Equations 4.3 and 4.4 and is therefore a memristive
system. The measured current at any time is described by the filled trap
density, the free carrier density and the applied voltage. Importantly the
change of the state variables (ρt and ρf ) over time is dependent upon the
variable itself, the applied voltage as well as the excitation intensity (JPh).
Inserting into Equations 4.3 and 4.4 we suggest that under constant con-
ditions the parameters that describe these devices fit into the memristance
state equations as

I = G (ρt, ρf ) · V, (4.8)

dρt
dt

= g (ρt, V, JPh) ,
dρf
dt

=
∂J(x, t)

∂x
− dρt

dt
. (4.9)
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These equations only state that from experimental evidence it appears that
the measured current at any time is defined by some function of the trap
filling, the number of free carriers and the voltage. The exact nature of G
would require further research, likely starting with a simulation of this
system. Using these equations as a basic model it can be seen that a higher
excitation rate will cause a faster decay towards the equilibrium trap den-
sity. With zero excitation in the dark there are insufficient carriers to detect
any HRS /LRS difference at the read voltage. With white light excitation
there are more free carriers, a higher filled trap density and a measur-
able on/off effect. Increasing the amount of carrier generation above some
peak value causes increased detrapping and the measured current tends to
the equilibrium filled trap density too quickly to give a meaningful mem-
ory response. Thus, although the memory state can be set by emptying
or filling the traps, this state cannot be measured without some incident
white light to increase the carrier density and it is this increased free car-
rier density that in turn eliminates the LRS or HRS states through trap fill-
ing and recombination, respectively. While this effect limits the longevity
of the memory states, the unique light and gate sensitive hysteretic be-
haviour of these materials may suggest other materials and mechanisms
that could be employed to create true passive memristors using colloidal
NCs, with better metrics. In short the dependences shown in the equa-
tions above are required to explain the range of observed behaviours, and
further research is definitely needed to provide further robust detail in this
area.

Here we have demonstrated pure NC devices that are fabricated and op-
erated in air with robust on/off ratios over long time periods and repeated
read steps. The devices are activated by light and the on/off ratios can be
tuned by changing the light conditions. Response to applied gate voltages
is clear and provides a pathway to gate controlled NC memory devices.
Mechanisms that cause the observed effects are suggested and imply that
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this is a true memristive system with readily identifiable state variables,
further understanding of which will lead to enhanced understanding of
both NC trap mechanics and memristive behaviour. Whether or not this
memory behaviour is useful notwithstanding, it is unequivocal that these
films have trap states that are sufficiently long lived to affect the macro
electrical state of the system. With these oxidised films this trapping has
been intentionally maximised, however working under the assumption
that no ligand environment provides complete passivation, all HgTe QD
devices will have a number of hole trap states in the film. Indeed this is
evident in the transient photoresponse data in Chapter 3 for As2S3 capped
films as the trap states cause slow recombination. This opens up the possi-
bility the density of trap states can be optimised so that sufficient trapping
of one carrier type allows photogain but without severely undermining
transient response, as there would be an inherent trade off between those
two mechanisms.
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Chapter 5

Multi Pixel Imaging with
Photogain Enhanced Detection

Parts of this work have been submitted for review in an article titled:

Photogain enabled Thermal Imaging in Multi Pixel Planar Quan-
tum Dot Devices

5.1 Motivation

Following from the work in Chapter 3 the next obvious step was to at-
tempt to shrink the pixel size, pattern multiple pixels and develop a means
to electrically read out from multiple pixels at the same time. Combining
these three features would allow a device to act as a proof of concept for an
actual multi pixel array that can be patterned in an ambient environment
with highly simple and robust, and therefore cheap, techniques. The intent
was to show three key results that would lay the groundwork for further
development of arrays of planar, PC pixels. This being the opposite to the
currently more popular approach within the published literature that in-
volves QDs within a vertical, stacked structure and operation in the PV
mode. The three aims were, firstly, to produce a 2-D array of sub mm pix-
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els. Secondly, to show that the variation between pixels when operated
electronically was small enough that it warranted further research into
miniaturisation, and that the physical inhomogeneity between pixels cre-
ated from solution patterning was not a barrier to functionality. Thirdly, to
demonstrate that an array of pixels could “image” an object, and demon-
strate spatial resolvability. An example of a state of the art, commercial
microbolometer that is the ultimate target of this work can be found at
Reference [211].

5.2 Background

The current state of the art in QD devices uses the PV approach to demon-
strate metrics on par with current commercial solutions, but uses QDs as
the sensitizer layer in place of epitaxial bulk semiconductors [54,212]. This
method has the key advantages of integrating with current camera tech-
nology and offers an easily scalable pixel density. More importantly this
integration of QDs into a photodiode structure has recently shown ex-
cellent results. The Guyot Sionnest Group at the University of Chicago
has recently demonstrated 1 kHz optical response, 1011 Jones detectivity
and actual images of body heat using an optical rastering system in con-
junction with a single, cryogenically cooled, 200 µm pitch pixel [213, 214].
These are performance metrics that rival current state of the art commer-
cial systems based on cooled bulk semiconductors. This approach how-
ever, does not take full advantage of the single step deposition and pat-
terning that CQDs allow to further drive down device cost and fabrication
bottlenecks. Thus the second approach is to optimise and downsize sim-
ple PC QD detectors for use in the MIR [107]. In a stroke this solves many
of the problems of cost and fabrication complexity, due to the single step
solution deposition that colloids allow. Much work has been done with
this approach, the performance breakthrough being achieved by Lhuillier
et al. with the introduction of inorganic ligands [99]. Building on this it has
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subsequently been shown that the spectral selectivity through size tuning
of the QDs can be carried through into the final device and that the de-
vices can achieve 1× 109 Jones detectivity and 0.9 A W−1 responsivity at
room temperature [111, 215](Chapter 3). Crucially, photogain, which can
deliver > 100% EQE (Equation 1.23) and thus enable relatively noisy de-
vices to detect small photon flux, was first reported in PC HgTe devices
by Böberl et al. in 2007 [108]. This was followed up by another report of
gain by Chen et al. in 2014 [216]. Both works showed an increasing gain
with decreasing incident power, although both of these devices were op-
erating in the NIR below 1600 nm rather than the MIR beyond 3 µm. There
are very few reports on the use of colloidal QDs in multi pixel devices.
The best to date is the work by Ciani et al. [21] who coated a commer-
cial digital read out array with HgTe QDs and showed that when cooled
to 95 K it could image room temperature objects. This is another good
example of the first, PV, approach to QD MIR devices. In terms of the sec-
ond approach it has been shown that 200 µm QD pixels can be patterned
onto 3 pixel electrode structures however these pixels were not electrically
contacted for measurement [111]. Finally, Cryer et al. demonstrated that
spray coating could deliver multiple large pixels onto a single device, and
that, when measured individually these pixels maintained their expected
bandgap dependent opto-electrical response [215].

5.3 Experimental

The HgTe QDs used in the devices reported in this Chapter were fabricated
with the same methods as those used in Chapter 3. The only change was
the addition of 5 ml of 3.0 M HCl to the quenched growth solution, as has
been shown to be beneficial for CdSe [217]. This was done with an aim to
better passivating the surface by bonding a Cl− ion to any unpassivated
surface sites that remain after the DDT has attached to the surface. As
much as DDT is the primary ligand it is possible that a number of Hg+
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surface sites remain unpassivated due to steric hindrance, the smaller Cl−

ion could possibly reach any sites that remained unpassivated. Figure 5.1
shows the difference in colloid stability after 3 months of storage in air
between a Cl− treated and an un-treated suspension, that are otherwise
identical.

Figure 5.1: A, the same QDs, separated after quenching where the sample on the right is
treated with HCl. Both samples are then crashed and re-dispersed twice under identical
conditions. After 3 months of storage in air the HCl treated sample is still fully sus-
pended in chloroform, whereas the un treated sample has mostly precipitated out. B, ATR
absorbance spectra of the colloids in A. The Cl− passivated sample has a visibly reduced
Urbach tail, indicating that there are fewer trap states or surface defect sites that “smear”
the bandgap.

5.3.1 Device Design

The key design constraint to consider when designing the multi pixel chip
was that a planar IDE device structure has two terminals. This means that
both terminals on each IDE needed to be routed to an external connection.
Therefore, it was decided that the multi-pixel device would have 16 exter-
nal connections. This gave a manageable density of contact pads around
the outside of the chip that could work with the available equipment, but
still allowed an array of pixels to be fabricated that all had two connec-
tions. In order to maximise the number of pixels each pixel was connected
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to a uniform rail, which meant 15 remaining connections and therefore 15
active pixels. As the samples were best suspended in chloroform the mask
itself had to be fabricated from a material that was impervious to chloro-
form, metal being the most obvious solution. The smallest available drill
bit that could work with aluminium was 0.7 mm in diameter therefore that
was the chosen pixel size. The work shown here would be easily upscal-
able with an inkjet printing capability which could deliver pixels on a 10
µm scale. To maximise the responsivity of the pixels the IDE spacing was
chosen to be 5 µm as this was the smallest reproducible feature size on the
photolithography setup available.

5.3.2 Silicon Devices

PET substrates, as used in Chapter 3 due to the macro surface roughness
were not suitable for either sub 10 µm features or accuracy over an en-
tire 15 mm square device. As such the first devices fabricated with the
new design were made on functionalised silicon using the same process
as found in the previous two Chapters. An unpatterned example of a sili-
con substrate device is shown in Figure 5.2. Silicon oxide on silicon wafers
are a well proven technology so it was relatively easy to get the feature
quality shown in the figure. Figure 5.2 E gives an idea of the quality of
the IDEs. The use of silicon based devices however was ultimately futile
as the delicate silicon oxide dielectric, 300 nm thick on these devices, was
not sufficiently robust to cope with the spray coating process. Numerous
attempts were made to remedy this by ensuring there was no physical
contact between the spray mask and the substrate but none were success-
ful. Figure 5.3 shows some examples of the finished, and damaged silicon
devices after patterning.
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Figure 5.2: Typical multi-pixel device fabricated on silicon. A, the area in red from B. B,
an un-patterned device on silicon. C, the area in green from B. D, the area in blue from
B. E, a profilometer measurement of an area similar to D, measured perpendicular to the
IDEs.

Figure 5.3: Three successfully patterned silicon devices where each is annotated to show
the number of measured gate shorts before and after patterning.

5.3.3 PMMA Devices

The PET devices developed in Chapter 3 demonstrated that hydropho-
bic polymers worked well as substrates for thiol capped HgTe QDs. The
downside with PET was that the specific sheeting used had a large sur-
face roughness and very quickly absorbed EtOH. As silicon wafers did
not work with the spray coating method it was required to find another
substrate material. An ideal material would offer the surface properties
of PET with the surface homogeneity and solvent resistance of a silicon

166



5.3. Experimental 167

wafer. Four potential substrate materials were investigated, polypropy-
lene, acrylic (polymethylmethacrylate (PMMA)), “smooth” PET and poly-
carbonate. Of these the PMMA showed the best response to the pho-
tolithographic process developed for the PET, delivering repeated 5 µm

features on the second device fabrication run. The rest of this Chapter
therefore uses devices that have 5 mm thick PMMA sheeting as the sub-
strate.

The complete experimental fabrication process for the devices reported
here is as follows. HgTe QDs were synthesised using the common method.
72 mg of HgCl2 and 6 g of octadecylamine was degassed at 120 ◦C under
vacuum for 1 h. The temperature was reduced to 60 ◦C under nitrogen and
0.2 ml of TOP:Te in 10 ml of 80 % oleylamine was injected. The temperature
was increased to between 90 and 110 ◦C (hotter gives larger particles) and
held at that temperature for 5 min. The reaction was quenched by the
addition of 31 ml of tetrachloroethylene and 4 ml of dodecanethiol. This
was stirred for 10 min and then 5 ml of 3.0 M HCl was added and stirred
for 5 min. The QDs were crashed with methanol, cleaned twice and then
dispersed in 6 ml 1:1 hexane:chloroform.

The PMMA substrates were 15 mm by 15 mm of 5 mm thick acrylic sheet-
ing. Prior to photolithography the substrates were cleaned in ethanol and
then coated in positive resist (AZ1518 MicroChemicals, 4000 rpm for 60 s
followed by 90 ◦C bake for 10 min). Following UV exposure, developer
(AZ326 MicroChemicals 3:1 in DI water) was used to develop the sub-
strate. Cr (5 nm) and Au (45 nm) were deposited by evaporation. Lift off
was done via sonication in ethanol for 30 min.

The substrates were placed in a stencil mount with 0.8 mm diameter
holes centred over each pixel. Spray deposition was achieved with a ni-
trogen fed spray gun at a stand-off distance of 12 cm. Following deposi-
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tion the entire mount was submerged in 10 mg As2S3 in 20 ml 1:1 propy-
lamine:ethanol for 30 s then rinsed in ethanol. These devices were fabri-
cated with 3 layers.

Electro-optical measurements were completed with a bespoke 16 pin
clamshell mount. The universal contact was connected to the SMU-Hi out-
put of an NI PXIe 4138 SMU. Each pixel was then connected in series with
a K kΩ resistor. The voltage dropped over each resistor was measured
by an NI PXIe 4303 multi-channel DAQ with individual voltage probes
on each line. Each pixel/resistor line then terminated at the SMU-Lo out-
put. Measurement line noise was 10 nA with no device connected. Unless
otherwise stated the optical path consisted of the Omega-BB4A calibrated
black body (BB) source cavity opening, 10 cm of air, a plano-convex CaF2

lens and the device. The set up was calibrated for incident power and solid
angle using a Thorlabs S401C thermal power detector, spectrally accurate
beyond the upper transmission limit of the CaF2 lens. Due to the complex-
ity and bulk of the 16 channel measurement mount the device had no other
shielding from external stimuli, i.e. it was open to changes in background
thermal and light level. Although this sounds far from ideal it allows an
honest report of device performance in real-world conditions. PC devices
are particularly robust in this regard as the fluctuations in background
flux just add to the constant bias derived, non-negligible dark current [18].
To be classified as a detectable signal in this work the criteria used here
was that any change must be greater than 3σ in current, where that σ in
current has been experimentally determined in a measurement period fol-
lowing the test. As such all results shown below are above the total noise
of the system. To give an example of the measurement methodology, Fig-
ure 5.4 A gives an example of the total noise in a channel, including all
background noise, for a period following an optical measurement. The
standard deviation of this signal is 1.33 µA. Therefore in accordance with
the methodology used throughout, only current changes that are ≥ 4 µA
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and are time correlated with an optical signal will be used as measurement
points. As can be seen from Figure 5.4 B the current change in 0.5 s with
a BB target at 150 ◦C is just greater than 4 µA, (to be specific the threshold
that is applied is therefore 3σ at 2 Hz). Therefore that temperature BB is
detectable. Lowering the target temperature may still result in a time cor-
related current increase however if it is smaller than 4 µA it is not classed
as a signal. Incident optical signals were created by a calibrated blackbody

Figure 5.4: A, the total noise in channel 6 for a period following the optical tests. There
are no changes to the image field during this time, the sample rate is 100 Hz. B, the total
current change for a 150 ◦C BB being exposed.

(BB) test source with a low temperature limit of 373 K. A single CaF2 lens
was used to modestly increase the flux onto the detector, however in terms
of total collected flux transferred to an image plane at the device, this setup
is in no way comparable to a fully functional lens system as used by Ack-
erman et al. [213, 214]. Unless otherwise noted the device is being run at
+5 V bias.

The voltage data was recorded at 100 Hz. The time varying data pre-
sented in this Chapter has been passed through a 20 Hz low pass filter to

169



170 Chapter 5. Multi Pixel Imaging with Photogain Enhanced Detection

remove power line noise and a 3 point median filter. Using a low pass
filter with such a low cut off frequency will cause a noticeable rounding of
on signals but was necessary to cope with the noisy measurement environ-
ment. To display multi pixel information the imshow package for python
was used, which allows numerical values data to be represented in a 2-D
grid with a scale bar. As such it perfectly allows the response of multiple
pixels to be shown intuitively.

5.4 Results

The absorbance spectra of the QDs used in the devices are shown in Fig-
ure 5.5. The four QD samples here spanned the MIR and the measured
bandgap of the film after ligand exchange is shown in the figure key, the
nomenclature of the samples used here is carried on throughout this Chap-
ter.
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Figure 5.5: ATR spectra of the QDs used in the devices reported in this Chapter, the
C-H stretch has been blanked out. The labels refer to the band gap in µm of the QD films
after ligand exchange, not the band gap of the ATR measurements., the labels are used
throughout this Chapter.
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The QDs are deposited on the device by spray coating through a sten-
cil, then ligand exchanged whilst in the stencil mount. A typical device
after patterning is shown variously in Figure 5.6. SEM images Following

Figure 5.6: A, optical images of a typical PMMA device after patterning. Shown at three
different magnifications. B, SEM image of area B from A. C, SEM image of area C from
A

ligand exchange the band edge is preserved in the film with a redshift
between 100 and 300 nm, therefore each QD remains physically separated,
but closer to its neighbours following ligand exchange, as shown for BG5.3
in Figure 5.7. The bandgaps used throughout for calculating incident flux
are the larger measured film band gaps.
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Figure 5.7: FTIR path absorbance measurements of a spray coated film of BG5.3 on
CaF2, identical to that found on the device. The left hand plot shows a spray coated film
without ligand exchange, the right hand shows a film prepared under identical conditions
but treated with As2S3. The inset shows an image of the film on the CaF2 substrate, as
measured.

5.4.1 Multicolour Imaging

In the same way that the addition of red, green and blue colour informa-
tion provided another “dimension” of information to visible technologies,
it should be facile to use multiple sizes of QD to provide a similar devel-
opment in thermal imaging systems. If the detector is suitably calibrated,
then as well as giving intensity information i.e. an electrical signal pro-
portional to all absorbed photons above the bandgap, it will be possible
to give both intensity and temperature information. This is demonstrated
in Figure 2, reconstructed from devices with the 4 different band gap ma-
terials shown in Figure 5.5. Figure 5.8 shows the 4-colour pixel response
to 4 temperatures of target from 500 ◦C to 200 ◦C. All the pixels can see
the target and have a current response that is shown as a proportion of
the current response, in that pixel, to a 700 ◦C target. All colours show a
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variation in response between pixels of the same colour which exists due
to the inhomogeneity in films of solution deposited nanomaterial solids
and is to be expected, best illustrated by BG4.1 in Figure 5.8.

Figure 5.8: Visual representation of four colour response to four different target temper-
atures. The pixel response has been calibrated by normalising as a fraction of the current
response of the pixel to a 700 ◦C target. Scale bars and colours are constant throughout,
note that the BG5.3 scale bar is 0-1, whereas the other colours are 0-0.75, due to the lower
absolute but higher calibrated photoresponse across the range with low bandgap NCs. The
subtle variation between pixels of the same colour is a real effect from the device. In this
target temperature range, all of the pixels can detect radiation from the target.

The concept of multi spectral detection in the MIR is complicated by
the spectral blackbody distribution of any hot object and the spectral per-
formance of the detector. However, in these materials each colour had a
threshold temperature below which no response could be detected above
noise. Below this threshold temperature there were insufficient above
bandgap photons for any signal to be detected. For BG3.3 this threshold
temperature was 150 ◦C. Figure 5.9 A shows the same pixels as in Figure
5.8 responding to a 140 ◦C BB. BG3.3 cannot see the target but the other
pixels are still providing intensity information. The multispectral nature
of the device has given information about the temperature of the target.
For a single small bandgap material this would not be the case. The only
difference would be a reduction in intensity and as such it could also be
caused by the object moving further away or being covered. However,
with the multi spectral system shown here it is clear that the second ob-
ject is cooler than the first. Regardless of emissivity the image cannot be
hotter than 150 ◦C, as BG3.3 can never see below 150 ◦C. These results are,
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clearly, for an idealised situation with a BB source. Real world objects have
in general a reduced emissivity and spectral detection must also account
for the absorbance of the intermediate medium, however this could be eas-
ily achieved via proper calibration and a well understood optical system.
The threshold temperature for BG3.8 was 120 ◦C and thus when exposed
to a 110 ◦C target both BG3.3 and BG3.8 no longer give a detectable signal.
Figure 5.9 A also shows the expected reduction in signal current for the
remaining colours (same scale as Figure 5.8), again pixel to pixel variation
is clearly evident. One obvious use of this technology would be the addi-
tion of a “body temperature pixel” to a thermal camera, a spectral overlay
that at no optical conditions can see a BB at 38 ◦C, i.e any target that can
be seen by that pixel cannot be a human body.

Figure 5.9: Low temperature target detection with four colours, the bandgap notation
carries from Figure 5.5, grey represents no detectable signal, device uncooled, at 25 ◦C.
A, These plots follow the same scheme as Figure 5.8. BG3.3 cannot see either target, and
BG3.8 cannot see the 110 ◦C target. This occurs as the devices no longer have a current
response that is greater than 3σ of background. Can be considered as an extension of
Figure 5.8 to lower temperatures. B, this shows the normalised response of 4 pixels of
BG4.1 and BG5.3 to a 100 ◦C target, using the relative calibration method it appears as
though BG5.3 is far more sensitive than BG4.1. C, this shows the absolute response of 4
pixels of BG4.1 and BG5.3 to a 100 ◦C target, even though BG5.3 has a larger bandgap
than BG4.1, the absolute current response is an orders of magnitude higher for the BG4.1
pixels.
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In Figure 5.9 B the target temperature is reduced further to 100 ◦C, a
point where the temperature difference between the device and the tar-
get is only 75 ◦C. This sensor to target temperature difference is consid-
erably less than the difference between human body temperature and an
electrically cooled detector (≈ 200 ◦C), achieved in spite of the exponen-
tial increase in thermal carriers with device temperature that add noise.
Figure 5.9 B shows the normalised current response with a higher fidelity
scale bar, and in terms of the calibrated response the larger bandgap BG5.3
has the highest sensitivity at these low target temperatures. Figure 5.9 C
shows the same data but with the absolute current values. BG4.1 has ab-
solute current response in µA, compared to the 100s of nA of BG5.3. As
such, counterintuitively, the smaller bandgap material offers superior low
target temperature detection than the larger bandgap material. The higher
conductivity of the BG4.1 film means that even though the total incident
flux is lower than for BG5.3, the current response is stronger.

5.5 Discussion

For PC detectors operating under constant bias there is always some cur-
rent flow. To be detectable an optical signal must generate some change
in current that is larger than the change in current due to any background
optical signal and the noise of the device, which from this point will be
called the total noise. The performance limit of a PC detector is then eas-
ily understood as being the point at which there are not sufficient incident
photons to cause a current change larger than the noise. For BG3.3 one σ
of total noise was ≈ 1 µA (see SI), which at an EQE of 1 is equivalent to a
total incident flux of:

photons s−1 =
1

EQE
× Iph

e
= 1× 1× 10−6

1.6× 10−19
= 6.25×1012 photons s−1 (5.1)
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Which, using the self-imposed criteria of ∆I ≥ 3σ, means that at an EQE
of 1 the total incident flux at the pixel must be ≥ 1.875× 1013 photons s−1

in order to see a signal. For a device with a bandgap of 3350 nm (BG3.3
film), a pixel area of 5× 10−7 m2, a solid angle of 0.0371 sr and a BB source
with an emissivity (ε) of 0.99 one can use the Planck equation for photon
radiance (SI) to find that the minimum observable temperature for a BB
changing from completely obscured to completely unobscured should be
277 ◦C. It can be seen from Figure 5.10 A that our device with BG3.3 is
able to see BB temperatures down to 150 ◦C. Therefore, our device must
be operating with an EQE greater than unity. In PC systems this is entirely
allowable as the applied bias creates the electric field that moves the carri-
ers and an EQE greater than unity means only that an electron/hole cycles
through the circuit multiple times before its corresponding hole/electron
partner reaches the opposite electrode. There are three main physical re-
quirements that must be satisfied for photogain through charge trapping
to occur. They are, that both contacts are ohmic, that both carriers are free
in the material and that the trap lifetime of one of the carriers is much
greater than the other [107, 218–220]. In our previous work on charge de-
pendent memory in HgTe devices we demonstrated that all these condi-
tions are indeed met with this material (Chapter 4). Figure 5.10 A shows
the EQE range, for BG3.3. The inset shows the spectral incident flux on
the device for 150 ◦C and 700 ◦C target temperatures. It should be noted
that not only does the 700 ◦C flux include photon energies down to ≈ 1.24
eV, compared with 0.62 eV for the 150 ◦C target, it also has 3 orders of
magnitude more photons. Gain in the film must then be increased as total
photon flux decreases or as the maximum energy of individual photons
decreases. The inset also shows the raw current-time plots for the expo-
sure to the shown flux, where the time response of the current decreases
as the gain increases. Further study will be required to see if this is an
intractable feature of high gain devices. To summarise, the EQE increases
above 100 % at a target temperature of ≈ 350 ◦C and reaches a maximum
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value of 1940 ± 290% when exposed to a 150 ◦C target. Below this target
temperature the current response drops below 3σ of noise.

Figure 5.10: A, the EQE curve for BG3.3, the shaded area represents the error in the cal-
culated EQE value. Inset shows the spectral incident flux and raw current change caused
by exposure that combine to give the EQE value, for 700 ◦C and 150 ◦C targets. B, semi-
log EQE curve showing the EQE of all 4 materials for the full target temperature range.
C, EQE plot for target temp between 100 ◦C and 200 ◦C. Note the cut off temperatures
for BG3.3 and BG3.8. In all figures the shaded area is the error region.

Figure 5.10 B shows the full range of EQE for all 4 colours used in this
work. This range is calculated using the uncertainty in the bandgap esti-
mation to give a minimum and maximum flux and the uncertainty in the
solid angle given by the uncertainty in the optical calibration of the sys-
tem. It is immediately obvious that BG5.3 never demonstrated an EQE >

100 %, but did still show an increase of EQE with reducing incident flux.
It is instructive to look at the performance of these devices in the high
temperature limit (700 ◦C target) as that is the regime where the majority
of results for these materials have been published to date. For BG3.3–
BG5.3 the performances at 5 V bias yield responsivities of 0.22, 0.13, 0.23
and 0.015 A W−1 respectively. These values are better, but within the same
range, than previously published values for similar air exposed materials.
The best performance is shown by BG4.1, displaying very good metrics
for a > 4 µm bandgap material. Figure 5.10 C shows the EQE range for
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low target temperatures, in this region all but BG5.3 are showing large
EQE and thus must be operating with photogain. There is not a definite
relationship between QD size and EQE across the colours, most likely due
to differences in film quality, ligand coverage and oxygen exposure at the
QD surface. The general trend is that smaller NCs display a greater maxi-
mum EQE. This can be explained with a simple geometric argument as if
the trap density per dot and trapping rate is constant, films of smaller dots
will require more hops between electrodes. Therefore, a film of smaller
NCs will trap each individual carrier for a longer total time compared to a
film of larger dots, thus increasing the observed gain. However, there are
a few competing effects. Given the drastic reduction in gain between the
three smaller dots and the largest, it is likely that the trap states causing
gain have, as the bandgap reduces, become sufficiently close in energy to
the valence band that they are now more easily depopulated by de-trap-
ping.

The behaviour shown in Figure 5.10 also unequivocally demonstrates
in all the colours that there is a relationship between the effective trap life-
time of holes and either the total photon flux or the energy distribution
of the carriers, or indeed both. This is not unprecedented as it has been
shown that the effective trap lifetime in these materials is inversely related
to incident light intensity [125], due to larger fluxes reducing the trap time
of holes, through interaction with a photogenerated carrier. This observa-
tion also agrees with the numerous reports of an increase in responsivity
as the total incident power decreases [108, 215, 216]. The EQE dependence
on the energy of the highest energy individual photons was investigated
by the use of a 2400 nm long pass (LP) filter that blocked all photons with
an energy > 517 meV. Figure 5.11 B shows the current response for two
separate devices to the same source temperature range with and without
the LP filter in place. The y-axis has been plotted as total incident pho-
ton flux. Both of these plots show the same trends in current response
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with and without the longpass filter in place. If high energy photons were
more likely to reduce trap time then the current change with the filter in
place would be higher and this is not observed. This strongly implies that
gain is more strongly affected by the number of photons than by the en-
ergy of those photons, thus “hot carrier” specific effects are not dominant
in this material.

Figure 5.11: A, EQE of BG3.8 device under 5 V and 1 V bias, the inset shows the
behaviour of a film under constant optical flux but operated at various bias voltages, the
fit line shows field driven hopping behaviour. B, the current change with incident flux
plots for two devices, showing the behaviour for incident optical spectra with and without
the highest energy photons (> 517 meV).

In Figure 5.11 A we look at the bias dependence on EQE for BG3.8 under
two bias conditions. As would be expected for a PC device the EQE is al-
ways lower for a lower bias voltage. The inset to Figure 5.11 A shows how
the EQE changes with bias at a fixed photon flux. As with all films of nano-
materials, the limiting factor on conductivity is carrier movement between
individual QDs not carrier movement, if it exists, within each QD. In these
films, at > 1 V bias and at room temperature, the conduction mechanism
is dominated by field driven nearest neighbour hopping (NNH). The QDs
are well within the strong confinement regime (rHgTeQD < rHgTeBohr ) therefore
the degeneracy within each QD is determined by the 0-D density of states
and carrier movement within each QD is not a factor. This hopping mode

180



5.5. Discussion 181

will be G ∝ exp
−1√
E

with applied field [40], therefore I ∝ V exp
−1√
V

,

where for an unchanging photon flux, as is the case here, I ∝ EQE. The
relationship in Figure 5.11 A inset fits this behaviour below 7 V and then
deviates, moving to a stronger dependence on applied field. Using EQE as
a proxy for conductance is valid as long as the hole trap lifetimes are bias
independent. It therefore appears that at fields above 1.4× 106 V m−1, in
this sample, there is another driver for increased photogain beyond field
driven carrier cycling, possibly an increase of trap lifetime.

Pixel to pixel variation in the electrical behaviour of QD films is one
obstacle to reliable multi pixel devices. Indeed, when developing these
devices the use of a single spin coated film over the entire device gave
a pixel to pixel variation in measured resistance that covered 3 orders of
magnitude. The spray coating method used for the final devices reported
here was optimised by varying the solution concentration, spray stand off
and stencil mount configuration in order to reduce pixel to pixel variation.
However, as can be seen in Figure 5.8 and Figure 5.9 there is still noticeable
variation between pixels on the same device. After process optimisation
the variation in measured pixel resistance of the best performing devices
was reduced to ± 50 %. One hurdle to prototyping these devices was the
requirement to show a device where every pixel on the device functioned
correctly. This is shown in Figure 5.12 A, showing the normalised current
response to a 700 ◦C BB source being exposed, for every pixel. This may
seem facile but it is a vital fabrication stepping stone to overcome if this
concept is to be further miniaturised.

It can be argued that the real functionality of any imaging system is
dominated more by the optics than the sensor, and the optics used here,
are in an imaging sense, non-existent. It is still important however to show
that the spatial separation of pixels at the device can deliver some spatial
resolution in the signal response. Figure 5.12 B shows both the raw current
data and how this maps spatially to the pixels for a device that only sees
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Figure 5.12: A, normalised current response of a device with 15 (out of 15) working
pixels to two exposures of a 700 ◦C BB. B, current-time curve and mapped pixel response
to an exposure of a vertically occluded BB at 700 ◦C. The channels are annotated 0—14,
the channels have been vertically separated in the graph for clarity.

half (vertically) of the BB source compared to that seen by the detector in
Figure 5.12 A. There is a clear distinction between the pixels on the side
of the device that is exposed compared to the other side. This may seem
trivial but it should be noted that a BB is an extended divergent source and
the collimation in the system is limited at best.

5.6 Conclusion

Using only basic photolithography, readily available polymer substrates
and a spraycoated layer of QDs this work has demonstrated device re-
sponse that can only exist due to high levels of photogain in the film, de-
livering upon some of the oft-mooted reasons that QD devices are the fu-
ture. The sensitivity to objects that have a temperature within 75 ◦C of the
device temperature for an uncooled device is unprecedented and is pos-
sible due to the unique electrical behaviour of QD films. Furthermore, it
has been shown that solution patterning, not just solution deposition, can
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deliver imaging potential. Further development in these materials must
now concentrate on maintaining the performance, increasing device speed
through ligand tuning and surface passivation and increasing pixel den-
sity using similarly simple and cheap patterning techniques. Due to the
simplicity of the fabrication method used here this device structure and
method has great flexibility. Bandgap selectivity can easily be extended to
a greater number of QD sizes to give greater temperature fidelity. If the
region between 4 and 5 µm is of interest then only QDs with bandgaps in
that region can be used. Finally it would be facile to extend this method
to other materials i.e. a hyperspectral grid with LWIR, MIR, NIR, VIS and
UV QDs on individual pixels.
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Chapter 6

Tin Chalcogenide Quantum Dots

Parts of this work are published in:

Room Temperature MIR Detection through Localized Surface Vibra-
tional States of SnTe Nanocrystals, Cryer, M. E.; Halpert, J. E. ACS Sensors,
2018.

6.1 Motivation

This work was motivated by the search for an MIR semiconductor QD that
did not contain mercury or cadmium, as these are toxic materials that pose
risks to health and the environment and are therefore unlikely to be suit-
able for mass market, consumer applications [221]. The size tunability of
bandgap afforded by quantum confinement should allow, in a similar vein
to HgTe, any bulk semimetal or small bandgap semiconductor to demon-
strate tunable bandgaps throughout the IR. The more difficult part of this
requirement is that films of these QDs should be electrically active in a
simple, planar electrical structure. Fortunately, the solution processability
of QDs, as seen throughout this thesis, allows easy device prototyping and
ligand exchange testing. Thus the idea behind this work was to find col-
loids that offer MIR absorption and then use the methods from Chapters
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3 and 4 to test if these QDs offered measurable electrical behaviour with
a simple post deposition ligand exchange. The Background Section below
aims to give a brief perspective on non-Hg based QDs and, as SnTe based
QDs were found to be the most promising candidate, a brief history of
SnTe QDs. Due to the debatable nature of the MIR absorption feature, at
points this work diverges from QD device behaviour into a spectroscopic
study of what has commonly been reported as, but is not, QD band ab-
sorption.

6.2 Background

SnTe is relatively non-toxic, has a bulk bandgap of 0.18 eV [222] and can
be made into a zero bandgap material in the bulk, due to a bandgap cross-
ing when alloyed with lead [223]. Additionally, the band structure of SnTe
QDs is similar to HgTe QDs which have tuneable bandgaps in the MIR
and LWIR [96], and would therefore appear to be an ideal candidate for a
mercury free device. However, even with the numerous published reports
of mercury-free, MIR absorbing CQDs [223–226] there are no reports of
successful MIR photodetectors using these materials [226–229]. Similarly,
quantum confinement [75] and band edge tuning in Hg-based materials
remains the only aspect of QD physics that has been effectively utilised
in MIR photodetectors [230]. Even though there have been many reports
of QDs demonstrating other physical effects in the MIR, such as localised
surface plasmon resonance (LSPR) [231–234] and surface interactions with
adsorbed species [235–237], none of these have yet yielded a functioning
optical device. The surface interface between neighbouring QDs is known
to have a large influence on the conductance of QD thin films [23, 78]. Yet
the surface of MIR CQDs has always been treated as an area to passivate
rather than utilise for detection. MIR absorption peaks have been shown
in various reports of SnTe [226–229] and PbSnTe [223] QDs and have been
variously ascribed to bandgap absorption [223,226], LSPR absorption [228]
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and ligand absorption [229]. Here we demonstrate that for films made
from three sizes of SnTe QDs, as well as in PbSnTe QDs, there is an ab-
sorption peak that can be used to detect MIR photons due to changes in
the resistance of the film. We are able to show that this is not a band edge
effect because only IR light that is resonant with the surface absorption
feature can be detected. Not only is this the first reported instance of MIR
detection using SnTe CQDs but also represents the first device to use MIR
QD surface species to sense incident MIR radiation though a simple 2-
terminal measurement of current. This effect cannot be seen in the bulk
semiconductor or nanoparticles of tin oxide. Although PbSnTe QDs are
more toxic than pure SnTe QDs they are included here as they represent
one of the few published MIR absorbing QDs and, due to their differing
band edge from SnTe, allow a greater understanding of the underlying
mechanism.

6.3 Experimental

PbSnTe QDs were synthesised using a two-step hot injection method. In
a typical synthesis 56 mg of PbCl2 was dissolved in 12.5 ml of oleylamine
(OLA) and the mixture was then degassed under vacuum at 120 ◦C
for 1 h. The mixture was then placed under nitrogen and 0.16 ml of
bis[bis(trimethylsilyl)amino]tin(II) in 7.5 ml of dry octadecene (ODE) was
injected and the temperature raised to 150 ◦C. 0.73 ml of a dry 1.0 M
trioctylphosphine:tellurium (TOP:Te) precursor was then injected and the
mixture instantly turned black. The heat was removed, the mixture was
left for 90 s and then quenched by submerging the vessel in ice water,
followed by an injection of 3 ml of oleic acid (OA). Once at 25 ◦C, 10 ml

of 1:1 chloroform:acetone is added and the mixture can then be either
stored or processed. QD purification was performed in air by centrifuging
with acetone/chloroform as the anti-solvent/solvent pair. PbTe QDs
were synthesised using the same method without the Sn precursor. For
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Sample OLA 80 % (ml) ODE (ml) Sn (mmol) Te (mmol) Pb (mmol)
9 nm SnTe 2.5 17.5 0.4 0.4 -
10 nm SnTe 5 15 0.4 0.4 -
12 nm SnTe 12.5 7.5 0.4 0.1 -
14 nm SnTe 15 5 0.4 0.4 -
PbSnTe 12.5 7.5 0.4 0.73 0.1
Te NW soln 1 19 0.4 0.4 -

Table 6.1: Table showing the precursors used in the SnTe and PbSnTe QD syntheses.

PbTe the mixture does not turn black until 180 ◦C and was heated at this
temperature for 20 min before quenching. SnTe QDs were synthesised
using the same method without the Pb precursor. Differing sizes were
achieved by varying the OLA concentration in the mixture. Exact details
can be found in Table 6.1.

TEM samples were placed on Agar 300 mesh Cu on Formvar grids. Col-
loids were washed four times and dispersed in tetrachloroethylene (TCE)
before being placed on the grids. Before imaging the grids were oxygen
plasma cleaned for 30 min. TEM, STEM and EDS measurements were
done on a JEOL-2100 TEM. Absorbance measurements were done on a
Bruker Tensor 27 FTIR with a diamond ATR attachment and a VISNIR-
MIR Bruker Vertex 80v. All film measurements were done on 1 mm thick
CaF2 substrates purchased from Eskma Optics. QDs (20 mg ml−1) were
spin coated onto substrates and devices at 1K rpm for 40 s. In between
layers the films were treated with a ligand exchange solution of 5 mg As2S3

in 30 ml propylamine (PPA) and 30 ml ethanol (EtOH) and then rinsed in
ethanol. Due to the low wetting angle of CaF2 compared to silane treated
SiO2 the absorption of the CaF2 films provides a low estimate of the ab-
sorption of the film on the SiO2 devices. Device substrates were Si/SiO2

wafers with 300 nm oxide layers. The first step in fabrication was surface
treatment ((3-aminopropyl)trimethoxysilane in dry toluene for 30 min) to
deposit a silane self-assembled monolayer (SAM) and then Cr/Au (5/50
nm) inter-digitated electrodes (IDE) (36 fingers per side, 2 mm x 20 µm with
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10 µm spacing, device area is 4× 10−6 m2) networks were 1-step photo-
lithographically deposited. All devices had drain source leakage currents
below 10 pA and gate source leakage below 1 nA before QD films were
deposited. Electrical measurements were completed on a Keithley SCS-
4200 parameter analyser with the device in ambient atmosphere in the
sample chamber of an uncooled Janis VNF-100 optical cryostat. Both the
mount and the chamber were monitored for temperature change during
measurements. With optical filters in place the maximum recorded tem-
perature change during measurement was 0.05 K min−1. The optical path
for device illumination consisted of the cavity opening of an Omega BB-
4A blackbody (BB), 12 cm of air shielded from external light, the long pass
filter, the chopper blade and two sapphire windows. Incident flux was
calculated using a spectrally integrated plank function over the transmit-
tance of the path and the effective solid angle obtained from calibration
using a Thorlabs PM-100D with S401C power meter.

To remove any extant background effects the change in current was
recorded for the BB being covered/exposed rather than the sample cham-
ber being covered/exposed, which means that the measured current re-
sponse is a result of the BB exposure, not exposure to any background
level of high energy visible photons. Responsivity was calculated as the
difference between the current during exposure and the current level to
which the device returned once the IR radiation was removed, in order to
avoid errors arising from film degradation.

To conclusively prove that some aspect of the SnTe QDs were respon-
sible for the behaviour reported a number of tests were completed using
the same ligand exchange and optical tests. Blank devices demonstrated
no response. HgTe QD films treated with the same ligand behaved in a
conventional photoconductive manner. Pure SnO2 nanoparticles (NPs)
in powder form demonstrated similar conductivity to the SnTe QDs but
showed no response to visible or IR light. Finally spin coated SnO2 dis-
persed in tetrahydrofuran (THF) had a resistance greater than 1 GΩ and

189



190 Chapter 6. Tin Chalcogenide Quantum Dots

no photoresponse to visible or IR light. Non IR illumination was provided
by a Thorlabs 670 nm laser diode and any change in current upon illumi-
nation was less than the signal noise of the device. Current vs time mea-
surements were taken with an effective sampling rate of 15 ms and a con-
stantly applied bias. Temperature dependent conductivity measurements
were taken with the same setup and filling the sample chamber with liquid
nitrogen vapour to the required temperature. SEM images were taken on a
JEOL 6500 SEM where before imaging the device was carbon coated to re-
duce charging. X-Ray diffraction patterns were recorded by a Panalytical
X-Ray diffractometer using Cu-Kα radiation, with an operating voltage of
45 kV and current of 40 mA. The reference PDFs used were PbO2 00-041-
1492, SnO2 00-041-1445, SnTe 00-046-1210, PbTe 00-038-1435, Pb0.45Sn0.55Te
04-002-7237 and Pb0.1Sn0.9Te 04-018-1386. ICP-MS samples were prepared
by dissolving a solution of QDs in toluene after 4 washes, in 1 ml nitric
acid. This was then diluted by a factor of 105 before measurement. XPS
samples were prepared on pure Si substrates and treated with the same
ligand exchange procedure as the devices.

6.4 Results

6.4.1 XRD and Absorbance

The samples were characterised initially with XRD to confirm the crystal
structure. Example XRD data is shown in Figure 6.1 and confirms the cubic
halite crystalline structure.
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Figure 6.1: XRD data and reference for dried films of the A, 12 nm SnTe and B, PbSnTe
QDs, the PbSnTe peaks sit between the reference spectra of SnTe and PbTe. There are no
peaks attributable to oxides in the XRD data. Indicating that the majority of the samples
here are semiconductor lattice.

To determine if the various samples showed MIR absorbance they were
looked at with ATR absorption measurements. For the samples that were
subsequently used in devices the initial ATR results are shown in Figure
6.2. These spectra are similar to those previously reported in the literature
for these materials [223,226–229]. The largest SnTe QDs at 13.6 nm did not
make reliable devices but are included to show the band edge progression
with size. As well as what looks like a band edge there is also a very broad
absorption peak centred around 3125 cm−1 (shown by the red dashed line
at 3125 nm, the peak stretches from 2700 nm to ≈ 5000 nm). This feature
does not vary in position with either reaction condition or QD size, this
is highlighted here as it is this feature that is discussed in the rest of this
Chapter. In these materials, as will be shown, it is not possible to state an
accurate bandgap value due to the absorption spectra being due to a num-
ber of features. Though it may appear at first inspection that these are just
highly disperse MIR active QDs similar to HgTe, this is not the case as will
be shown.
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Figure 6.2: Absorption of the CQD solutions as synthesised, drop-cast and dried on
the ATR module of an FTIR. There is a clear absorption at 2.95 µm, except in the PbTe
samples. This is marked with the red dashed line.

Films of the colloids were successfully ligand exchanged with the
infrared inactive material As2S3 to increase the conductivity of the thin
film. As the QDs are predominantly OA capped following synthesis a
number of more common ligand exchanges were attempted, including
ethandithiol, ethanediamine and formic acid, however none of these
yielded increases in film conductivity. Figure 6.3 A shows the increase in
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conduction for the same sample before and after the inorganic exchange,
giving an increase of three orders of magnitude to the measured current.
Fig 6.3 B shows the film absorbance for a typical (although not strongly
absorbing) spin cast SnTe film on CaF2, under three post treatment
conditions. As absorbance will be heavily discussed in this Chapter

Figure 6.3: A, IV curve of example SnTe device before and after the ligand exchange. B,
Film absorbance of SnTe films (identical in all other respects) made with different pro-
cesses, vertically separated for clarity, described at length in the text.

it is instructive to explain the dominant features in Figure 6.3 B. The
noise between 4000 and 3500 cm−1 is due to atmospheric O-H sretching
in the beam path, noting that atmospheric H2O absorbs at a different
wavenumber than liquid water. The feature centred at ≈ 3200 cm−1 is the
feature of interest and is discussed at length throughout this Chapter. The
C-H stretch is seen at 2900 cm−1 and is due to the ligands and any other
non surface bound organics that remain in the film. The feature at 2400
cm−1 is the C-O stretch of atmospheric CO2 in the beam path. The noise
centred at 1650 cm−1 is atmospheric O-H bend and the feature below 800
cm−1 is attributed to the Sn-O stretch of oxidised surface Sn lattice sites,
although the SnTe lattice phonon is also likely to absorb in this region.

Each line in Figure 6.3 B represents a film made from an identical (same
substrate, same colloid, same volume, same ramp rate etc) single spin coat-
ing step, followed by one of three treatments, as indicated. There is a clear
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reduction in the organics when just using the EtOH rinse (green line com-
pared to red line) indicating that the EtOH is definitely removing organics.
Without further, very detailed work it is not possible to say whether these
are just excess organics remaining from synthesis, or if ligands have also
been removed. However, as there is a further reduction with the ligand
exchange step (black line compared to green line), which is also partnered
by the conduction increase, it is likely that at least a portion of the ligands
remain after the EtOH rinse and these are substantially reduced further by
replacement with As2S3.

The near-infrared (NIR)-MIR absorbance of the films (normalised at
12000 cm−1) is shown in Figure 6.4. In this plot the absorbance feature at
3200 cm−1 is present in all samples and the band edge of the QD films is
also clearly visible. Importantly the band edge of the PbSnTe film drops
to zero before 4000 cm−1 and it can therefore be seen that the feature at
3200 cm−1 is separate to the band edge absorption of the nanocrystal.
Additionally, the pseudo-excitonic peak in the SnTe QD films is in fact a
juxtaposition of the 3200 cm−1 feature and the monotonically decreasing
band edge, rather than solely representing the band edge excitonic states
of a highly confined QD (as is seen in the HgTe absorption in Chapter 3).
Considering the size dispersions of these colloids (see the TEM images
and sizing below) it would not be expected than an excitonic peak is
visible. Certainly it would not be at exactly the same position (red dashed
line in Figures 6.2 and 6.4) for all the sizes of QD. Additionally it is
very important to indicate that in Figure 6.2 each plot shares the same
y-scale, and therefore it can be seen that the SnTe band edge absorption is,
relatively, a lot stronger than the feature absorption.
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Figure 6.4: NIR-MIR absorption of ligand exchange treated films on CaF2 substrates.
Normalised to the absorption at 12000 cm−1, all measurements were done in air and the
CO2 absorption at 2400 cm−1 has been removed. The remaining noise areas are due to
atmospheric H2O in the optical path. There is a clear absorption at 2.95 µm, except in the
PbTe samples, this is marked with the red dashed line.

6.4.2 QD Characterisation

In the TEM images (Figures 6.5 to 6.9) SnTe and PbSnTe lattice fringes
are clearly evident and show lattice spacing that is attributed to the halite
structure observed by XRD. It is expected that unpassivated Sn surfaces
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would quickly oxidise in air [238]. However, there are no tin oxide peaks
visible in the XRD data (Figure 6.1) so oxidation is presumed to be limited
to a small region at the surface, rather than individual SnO2 NPs or other
large crystalline volumes.

Figure 6.5: TEM images at various magnifications of the smallest sample that made
functioning devices. Note the large size dispersion that would indicate a long Urbach
tail, causing an ill-defined band edge and little excitonic featuring visible in the absorption
spectra.
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Figure 6.6: TEM images at various magnifications of the 9.1 nm samples. The crystalline
core with some shell materials is visible in the bottom right.
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Figure 6.7: TEM images at various magnifications of the 11.4 nm samples.
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Figure 6.8: TEM images at various magnifications of the 13.6 nm samples. These QDs
could not be fabricated into electrically stable devices. The core/shell structuring is visible
in the bottom left.
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Figure 6.9: TEM images at various magnifications of the PbSnTe sample that was used
in the devices reported here.
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The TEM images frequently show a shell region with discontinuous
lattice fringes, indicative of an amorphous surface, examples of which are
shown in Figure 6.10. For context these images can be compared with
those of HgTe in Chapter 3 to see what lattice fringes look like for a QD
with a complete crystalline structure. To be clear, in this context core/shell
means that the observed physical structure in TEM imaging has two dis-
tinct regions, a core region and a shell region. It is not commenting on the
energy levels of the material.

Figure 6.10: TEM images showing very clear examples of QDs that have a crystalline
discontinuity in their structure.

Continued investigation with STEM EDS mapping (shown in Figure
6.11 and Figure 6.12) confirms that all of the intended precursors are lo-
calised to the QDs, indicating that TEM EDS measurements are accurately
measuring QD composition and not including some background value for
one of the elements of interest. Despite much effort allocated to imaging,
the shell region was never sufficiently distinguishable in EDS mapping
to the same degree that it was observable in standard TEM. Guo et al.
showed explicitly that SnTe nanocubes oxidise at their surface, and were
able to explicitly map this with STEM, which can be seen in Figure 3 of
reference [228]. Those materials also showed absorption features similar
to that shown here.
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Figure 6.11: STEM mapping for 11.4 nm sample, showing the localisation of the ele-
ments that are being measured with EDS. The oxygen plot is included to demonstrate
that any oxide layer here is not sufficient to be detected above the background on the grid.
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Figure 6.12: STEM mapping for PbSnTe, showing the localisation of the elements that
are being measured with EDS. The Te deficiency is qualitatively visible in the Te map.
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TEM EDS shows a consistent stoichimetric Te deficiency, and this was
confirmed by ICP-MS measurements. A comparison between these two
compositional measurements is shown in Table 6.2. There is consistent dis-
crepancy with the ICP-MS data giving higher Te values (lower ratios) than
the TEM EDS. ICP-MS samples were run for a large number of samples
and this difference remained. The constant higher quantity of Te found
in the ICP-MS samples is attributed to the oxygen displaced Te physi-
cally remaining solution that was then diluted into the liquid samples run
through the ICP-MS. Comparatively, the TEM EDS samples were targeted
on areas of high QD density so would not include remaining Te precursor
in the same ratio. All of which is highly indicative of a semiconductor QD
with a Sn rich surface region where the Sn has oxidised, forming SnO2.
This hypothesis was later directly confirmed by XPS measurements (Fig-
ure 6.13) which showed that SnTe QDs returned a dominant Sn oxidation
state of +4, consistent with SnO2, with a slight amount of +2 which is the
SnTe lattice state. Conversely the Te oxidation state in SnTe samples was -2
which is consistent with the SnTe lattice only [239]. In short, at the surface
of the NCs the Sn is mostly oxidised but the Te in the same depth region is
still part of the lattice.

TEM EDS Atomic Ratio ICP-MS Atomic Ratio Preparation
Sample Sn:Te Pb:Te Sn:Te Pb:Te OLA 80 % (ml) ODE
SN1 1.06 N/A 0.84 N/A 5 15
SN2 1.78 N/A 1.53 N/A 7.5 12.5
SN3 1.76 N/A 1.56 N/A 10 10
PN1 2.83 3.25 2.73 3.19 12.5 7.5

Table 6.2: Table showing TEM EDS and ICP-MS atomic ratios for 4 samples.
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Figure 6.13: A, XPS data for the Sn oxidation state. B, XPS data for the Te oxidation
state. Drop cast samples were used in addition to spin coated samples in order to ensure
that there were sufficient QDs on the sample. All samples were treated with the same
ligand exchange procedure as all the devices and films reported in this Chapter.

6.4.3 Device Characterisation

For electrical measurements the QDs were spin-coated onto gold interdig-
itated electrode (IDE) structures on Si/SiO2, and then ligand exchanged
producing an even film. SEM images of a SnTe device are shown in Figure
6.14 A, and SEM EDS maps of the same image are shown in Figure 6.14 B.
The EDS mapping shows that the films have covered the devices evenly.
The oxygen map offers no evidence with regard to film oxidation as there
is a layer of oxide directly beneath it. Due to the unprecedented behaviour
reported here, a large number of control devices were made, sensitised
with: no QDs, SnO2 NPs and HgTe QDs. All were investigated with and
without ligand exchange. None of the control devices showed behaviour
similar to the Sn-based QD devices. The HgTe devices were photosensi-
tive to the MIR, but these showed the expected normal photoconductive
behaviour.
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Figure 6.14: A, SEM image of the both the surface and cross section of an SnTe device.
Note the even film coverage, the raised feature to the right of the image is one of the Au
electrodes. B, EDS mapping of the same area. The Sn and Te are evenly spread across the
surface, any oxidation in the film is obscured by the oxide layer beneath.

6.4.4 MIR Optical Response

Figure 6.15 shows a typical set of IV curves for the SnTe and PbSnTe QD
devices, with and without MIR radiation, operated at room temperature in
air. None of the devices displayed a photoresponse to visible light. How-
ever, when exposed to a broadband IR source generated by a BB source the
films demonstrated a perfectly time correlated decrease in conductivity.

206



6.4. Results 207

Figure 6.15: All of the devices show a reduction in conductivity when exposed to MIR
illumination in a controlled setting where the only variable is the presence of an MIR
source. The solid line is measured after the dashed line in all cases. None of these sam-
ples showed a measurable change in conductivity when exposed to visible light of any
wavelength or intensity.

The magnitude of the conductivity decrease was proportional to the
intensity of the incident radiation between 2.8 and 5 µm. When the IR was
removed the conductivity returned to the original level. The incident flux
is controlled via longpass filters that spectrally cut the incident light and
as a result also modulate the total incident power. This confirms that there
is both a proportional electrical response to the incident light and more
importantly, that it is observed when only MIR photons are present, as
shown in Figure 6.16.
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Figure 6.16: The current flowing through the device is inversely related to the intensity of
the IR illumination, as the BB source is broadband the total intensity can be modulated by
spectrally cutting the source. These measurements are taken with the current increasing,
i.e. the largest IR flux measurement, resulting in the largest reduction in current is taken
first and then the current recovers as the incident IR flux is reduced.

Figure 6.17 A shows the responsivity versus bias for each QD sample to
incident BB spectra with a maximum photon energy of 410 meV, with a
10 s settle time. The highest responsivity was found for the 11.4 nm SnTe
QD device, with a value of 2 mA W−1 at wavelengths above 3 µm, at room
temperature, with 5 V bias. Figure 6.17 B shows the decrease of current
proportionally to the dark current (which in these devices is the higher
value).
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Figure 6.17: A, the performance of the devices as defined by the responsivity as a func-
tion of voltage for illumination with a 3–6 µm MIR source. B, the photocurrent varying
with voltage used to calculate the responsivity in A shown as a percentage of the dark
current in each device. This plot is showing how each device had its dark current reduced,
relatively, by exposure to the 3–6 µm MIR source.

Figure 6.18: Both plots are for the same PbSnTe based device. A, current time plot for
BB source chopped at 4 Hz. B, current time plot for BB source chopped at 10 Hz.

Figure 6.18 shows the current response to the MIR source when the 3–6
µm signal from a 1073 K BB is chopped at 4 Hz and 10 Hz. The response
time of these devices is slow compared to the best HgTe sensors [205] but
better than that reported for HgSe devices [112]. From a performance per-
spective, an inverse photoresponse has a limited specific detectivity, due
to its inherently high noise level. The mechanism and the zero current
response to visible light shown here offer valuable insight into QD film
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physics and perhaps suggest a way to produce novel light and even ana-
lyte sensors using surface species. As such, and as this is the first report of
this behaviour, it is worth exploring in depth.

6.5 Discussion

Any discussion of the mechanism in these devices must address two key
issues, the MIR absorption feature and the inverse photoresponse of the
devices. As is shown, the photoresponse only occurs for IR light that over-
laps the absorption feature around 3200 cm−1, and not for light sources at
higher energies (λ < 2 µm). The mechanism is therefore almost certainly
related to a resonant effect in the MIR. In the case of band absorption, the
features would be expected to vary with QD composition, shape and size
and cause an increase of carriers with excitation, not a decrease. This limits
the mechanism to either LSPR or vibrational excitation. There have been
several previous reports of MIR features in this region [112, 231, 240, 241],
however further involved discussion of this topic is warranted given the
device behaviour observed here.

6.5.1 Absorbance Features

It has been suggested that this feature is an LSPR [228], but if that were so it
must change energy as the QD size and composition varies [231]. As well
as noting the large variation in size and composition of the QDs shown
here, these MIR absorption features have also been reported in various
forms of SnTe QDs that are reported as being both Sn deficient [227] and
Sn rich [228]. This strongly implies that the feature is a result of Sn-related
surface chemistry rather than an LSPR or intraband state. The PbTe QDs
showed no such MIR absorption [242], but were prepared with the same
organic ligands, discounting the oleic acid terminal group as the cause of
the static absorption feature. It is well established, and shown again here
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with the XPS measurements, that any unpassivated surface Sn sites of SnTe
are quick to oxidise [238]. Here we suggest that the absorption feature is
the result of an adsorbed hydroxyl group on the oxidised QD surface of
Sn containing QDs, a well understood feature reported many times pre-
viously [237, 243–246]. This oxidation occurs at poorly passivated regions
of the QD surface from trace oxygen introduced during the synthesis or
during processing [242, 247].

Figure 6.19: A, ATR spectra, y-separated, of drop-cast PbSnTe QDs with pure SnO2 and
OLA/OA mix shown for reference with the key stretching (ν) and bending (δ) vibrational
modes annotated. The key argument outlined in the text is that the blue line can be
thought of as a summation of the black and red lines. B, y-separated absorbance of films
on CaF2 with various post deposition treatments.

Figure 6.19 A shows the ATR absorbance of a drop cast PbSnTe sam-
ple (blue line), i.e. without the restriction imposed by the onset of CaF2

absorbance below 1000 cm−1. Firstly, there is no absorption from the QD
sample at energies above 3600 cm−1 (≈ 2780 nm). For immediate reference,
and measured on the same instrument, the absorbance of pure SnO2 NPs
is shown (black line), from which we can see the existence of the broad
Sn-OH absorption (≈ 3500 cm−1), and the very significant Sn-O stretch (<
5000 cm−1) [237, 243, 244, 247–252]. Rooted Sn-OH in this context mean-
ing that the O is provided by the SnO2 not the adsorbed water. The other
features in the QD absorption in Figure 6.19 are explained by the oleic
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acid (OA) and oleylamine (OLA) ligands that are present. As the unique
Sn-O stretch is seen with the QDs, the existence of an amorphous SnO2

shell can be inferred. The ratio of the Sn-O stretch to the feature at 3200
cm−1 for the pure SnO2 is 34:1. As this ratio is observed for 100 nm NPs,
any lower ratio can only be caused by a higher surface to volume ratio
of SnO2. For the PbSnTe QDs, for which the stretches are unobscured by
the band edge and can thus be more accurately measured, this ratio is less
than 2:1. Along with the confirmation provided by XPS of the Sn bind-
ing states at the surface, as TEM and XRD also prove that the samples are
SnTe or PbSnTe crystals the only explanation is that there are SnO2 surface
regions for both types of QDs.

Water molecules in atmosphere quickly adsorb to SnO2 surfaces via the
mechanism shown in the first two images of Figure 6.20. The water ho-
molytically disassociates as the lattice oxygen site reacts with a neutral H
atom, forming the rooted HOlat group, which is the origin of the stretch
shown in Figure 6.19 as ν Sn-OH [246,248,249,252,253]. This rooted group
is then ionised, donating an electron to the conduction band. Addition-
ally, the remaining OH group forms a weak dipole bond with the lattice
Sn. This associated hydroxyl group has a stretch seen close to the usual ν
O–H position [246, 253]. The mechanism for this is shown in Figure 6.20.
These two dissociated hydroxyl groups have active IR modes at exactly
the observed wavenumber of the static feature at 3200 cm−1 [237,243–245].
Together they account for the MIR absorbance feature in these QDs. It
is key to note that for the PbSnTe QDs shown in Figure 6.19 A, the band
edge is not in the MIR. However, for the SnTe QDs which do have an MIR
band edge, the measured absorbance is given by a summation of features
(Figure 6.2).

Figure 6.19 B shows the same film with three different capping ligands.
The OA capped sample is shown for reference. The EDT capped film
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Figure 6.20: The steps of the water dissociation process at the SnO2 surface are: 1) SnO2

rich surface in the presence of homolytically disassociated atmospheric water. The lone
H bonds with a rooted lattice oxygen, forming the rooted HOlat group. The remaining
associated OH group then forms a weak dipole with the lattice Sn [248, 249]. 2) The
rooted OH group is ionised and donates an electron to the conduction band in the surface
region, which can contribute to hopping transport. 3) The molecular vibration of the
rooted OH+ resonates with incident MIR radiation. Vibronic coupling occurs between
the vibrational state and the bulk electrical state [236]. This creates a new state that
behaves as an electron trap. 4) An electron from the conduction band is trapped, reducing
the carriers available for hopping, thus the bulk observable effect of incident MIR light is
a reduction in measured current at constant voltage.

shows a clear relative reduction in the OH feature size. This implies that
this strongly binding ligand has passivated the surface more thoroughly
than both of the other ligands shown and displaced surface OH. This can
also be confirmed by the reduction in the δ O–H feature for the EDT treated
film. Although useful spectroscopically, the EDT treated films did not
show a conduction increase or any detectable photoresponse. The As2S3

treated film, used in all the devices reported, shows an almost complete
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reduction in stretches related to alkyl ligands and leaves just the Sn-OH
(rooted) / O-H (associated) feature. Further, although arguably circum-
stantial, evidence of surface oxidation is provided by the stark variance
in oxygen adsorption between Te and SnTe materials and is illustrated in
Figure 6.21. Figure 6.21 shows that oxygen binds preferentially to Sn over
Te and that the measured oxygen in TEM EDS is not an artefact of a noise
signal from areas of high material density, relative to the TEM grid.

Figure 6.21: STEM EDS mapping of a SnTe prep with a sufficiently low OLA content to
allow the formation of Te NWs (due to a lack of Sn coordination). It can be seen that the
NW features do not show any oxygen signal, whereas the QD clusters do show an oxygen
signal above the background. It is clear that within the same colloidal suspension the Sn
surfaces have adsorbed oxygen and the purely Te surfaces have not. This means that the
Sn is the preferred oxygen bonding site over Te. There is no lead in this sample.

The same film changes that allow measurable photoresponse also come
at the expense of QD surface passivation. It is well established that heating
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SnO2 will drive off some hydroxyl species, [237, 245] however using high
temperatures (>300 ◦C) here would sinter the film. However, it has been
found that the weakly bound associated hydroxyls can be temporarily re-
placed with OD (deuterium) groups if exposed to D2O at room tempera-
ture. This exchange was performed on a film that would be identical to the
film on the devices reported above. The results are shown in Figure 6.22.
The rooted Sn–OH stretch is unaffected, but when there is a measurable

Figure 6.22: As2S3 treated film of QDs, showing effect of D2O exposure that replaces
some OH groups, with OD groups. The left hand line is at the same position in all 4 plots
and shows the position of the associated hydroxyl O-H stretch, the right hand line is at
the expected position for the O-D stretch.

O-D stretch (right hand line) there is also a reduction in the absorbance
region for the associated hydroxyl (left hand line). It has been reported
that the rooted OH group remains on SnO2 surfaces even after outgassing
at 773 K and major OD replacement has only been achieved after 48 h of
D2O vapour at 633 K [245, 254]. Additionally with the geometry in a QD
film, the only surface groups that would be available for this exchange
are those associated groups that are not morphologically encapsulated in
the film and hence, for both of these reasons, full exchange would not be
expected. The total intensity of the absorbance loss at the O-H position
matches closely to the increased absorbance at the O-D position. After
several minutes in ambient atmosphere the OD group disappears and the
feature regains its original shape. The fact that a change of feature shape is
observed implies that there is a group replacement, rather than just excess
OD in the system.
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6.5.2 Electrical Response

The results above conclusively establish that the semiconductor QDs de-
velop an oxide surface, that this surface interacts with atmospheric water
and that this results in the absorption spectra observed. The electrical re-
sponse to incident MIR must then, due to the fact that PbSnTe devices
which have no MIR bandedge yet have a photoresponse, be due to an in-
teraction between the adsorbed OH groups and incident radiation. This
is not unlikely, as it is again well established that the adsorption process
shown in Figure 6.20 causes an increase in electron density in the mate-
rial [248,249,252]. The evidence suggests that when the vibrational stretch
of the adsorbed species is excited by incident radiation there is a vibronic
coupling [255] between the vibrational state of the Sn-OH stretch and the
bulk electrical states that creates a new localised state [236, 256, 257]. This
state could trap a free electron, thus reducing the effective carrier density
and decreasing conductivity of the film. This model is summarised in its
entirety in Figure 6.20, and although not previously observed in tin chalco-
genides specifically, explains the inverse photoresponse, the MIR absorp-
tion, the resonant electrical coupling and the behaviour of the device in
wet air, dry nitrogen, and vacuum atmospheres. Clearly, further extensive
work must be done to establish the veracity of this claim, however, with
the current evidence this is the best explanation.

The presence of adsorbed species from hydroxyl groups on the (oxi-
dised) surface explains the change in conduction by a change in the carrier
density of the nanocrystal [247–249, 252]. This type of surface doping has
been well established for a variety of oxide surfaces commonly used for
reversible gas sensing [235, 252, 258–260]. The mechanism of carrier dop-
ing involves a change in available carriers due to the specific species that
is bound at the surface. This idea is illustrated by Figure 6.23 A and B
which shows the absorbance of treated SnTe and PbSnTe QD films in air
and in vacuum, respectively. In both films the absorbance is identical apart
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Figure 6.23: A, NIR-MIR absorbance of same PbSnTe film in air and vacuum. B, the
MIR absorbance of the same SnTe film in air and in vacuum, for both A and B, aside
from the expected atmospheric H2O and CO2 changes in the path, the absorbance of the
films fit except for in the region of interest (3000 – 3500 cm−1). The vacuum has clearly
changed the absorbance of the film.

from the OH caused feature around 3200 cm−1. This evidence shows that a
proportion of the absorbing species are reversibly removed by placing the
film in a vacuum (or more slowly, in dry nitrogen), which indicates that
surface species are playing a dominant role in the conductivity. This, cou-
pled with the fact that the associated hydroxyl group can be replaced with
an OD group strongly implies that surface groups are responsible for con-
duction and that these surface groups are water based. As there is no con-
ventional photoconductive behaviour observed for SnTe, it is reasonable
to conclude that photo-induced carriers in the SnTe core of the NC are not
contributing strongly to conduction. The rooted hydroxyl group, which is
known to increase the electron carrier density is responsible for providing
excess carriers that give the high dark current. As shown in Figure 6.24 C
and D, applying a vacuum or nitrogen atmosphere (1 atm) quickly causes
a severe but reversible change in conduction in the dark. Low conductiv-
ity in the presence of nitrogen is due to the “natural” conduction in the
QD film, essentially hopping conduction that occurs without the increase
in surface free carrier density caused by the rooted hydroxyl groups on the
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QD surface.

Figure 6.24: A, electrical behaviour of the device over time as a vacuum is applied, 10
Vbias. B, electrical behaviour of the device over time as N2 is slowly let in to the chamber,
this is achieved using a needle valve on the cryostat, 10 Vbias. C, conductivity dependence
on temperature for the film under nitrogen (1 atm) where SnTe acts as a typical QD film
with a Mott-VRH regime below 200 K and 1/T dependent NNH regime above 200 K.

To emphasize this effect, the temperature dependence of the dark film
conductivity in nitrogen is shown in Figure 6.24 C. Between 100 K and 200
K the conductivity proceeds via Mott variable range hopping (VRH) [48].
The localisation length for the Mott VRH is estimated at 5 nm which is
small relative to the SnTe QD size in the film and therefore implies a low
absolute conductivity in the system in this temperature range. At 200 K,
there is a clear crossover to an exp(1/T ) dependence that is indicative of
nearest neighbour hopping (NNH), this is common in QD films and has
previously been observed in, among other systems, PbSe, CdSe, CdTe and
ZnO [40, 197, 261, 262]. Fitting this to an Arrhenius fit yields an activation
energy of 268 meV, a value that is higher than that reported for similar QD
systems [43] and so indicates that even at higher temperatures, without the
hydroxyl surface states, conduction through the film is severely inhibited.
This is qualitatively to be expected if the effective hopping length not only
includes the inter-QD separation but also any oxide region on the surface.
We can also use the NNH fit to calculate the expected change in current if
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the photoresponse were due to a heating effect. At room temperature, the
observed temperature change during measurement would cause the cur-
rent to increase by <0.1 nA (at 10 V), not decrease by a much larger value,
and thus cannot be the cause of the detection signal. This data also elim-
inates the chance that a pure SnO2 system is responsible for the observed
behaviour since tin oxide at room temperature is known to have a higher
conductivity under nitrogen than in air and displays a positive correlation
of conductivity with temperature [263]. This is supported by the lack of
photodetection from pure SnO2 NP films in the same device geometry. All
these observations show that the underlying QD scaffold is vital to the
function of these devices and that the thin oxidised layer on the surface
acts only as a hydroxyl bonding site that creates a measurable change in
free carrier density in the conduction band of the SnTe core nanocrystals.
It is interesting, from a technological standpoint, that these detectors do
not respond to visible light. This is demonstrated in Figure 6.25, where
Figure 6.25 A shows the operation of an HgTe device that is otherwise
identical to the SnTe device. Similarly to previously described devices in
Chapter 3 when the 670 nm laser diode (LD) is activated it causes a pho-
tocurrent in the HgTe device. Even the latest narrowband HgSe devices
have interband absorptions at higher energies and thus require the use of
an external longpass filter. In contrast the operation of the laser diode does
not affect the behaviour of the SnTe device (Figure 6.25 B) to incident IR
light and thus an imaging device based on these SnTe detectors could not
be blinded by visible wavelengths.

6.6 Conclusion

We have shown that the MIR absorbing states of surface species on SnTe
and PbSnTe QDs can be used to detect MIR radiation at room temperature
and with exposure to air during synthesis and fabrication. These sim-
ple planar devices display responsivities up to 6 mA W−1 at high bias and
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Figure 6.25: A, the operation of a conventional HgTe CQD MIR detector at 1 V bias, the
670 nm laser diode (LD) causes a photocurrent that can blind the detector electronics at
intensities above threshold. B, the SnTe device operated at 1 V bias. Although far slower
than the HgTe device in this configuration, it displays an inverse photoresponse that is
unaffected by the laser diode.
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2 mA W−1 below 5 V, to purely MIR radiation, and are resistant to expo-
sure from higher energy light sources. From fitting the data to the known
behaviour of SnO2 surfaces it appears that the molecular vibration of an
adsorbed hydroxyl species is responsible for the detection of the MIR light.
It is definitely the case that the behaviour presented here is a result of the
surface chemistry on individual QDs within the film and thus represents
one of the first applications of reversible surface doping in QD detector
systems. The proposed mechanism of free carriers caused by adsorption
of hydroxyl species to tin oxide sites is consistent with all observed data,
is based on the well understood behaviours of tin surfaces and fits quali-
tatively within a hopping model. As such this represents the first verified
observation of MIR detection using SnTe and PbSnTe QDs. With further
refinement in the device performance, these materials could perhaps re-
place mercury NC based detectors in applications where toxicity is a ma-
jor concern but the speed of imaging is not. Ultimately though it may be
the light activated electrical sensing of a surface species, the mechanism
for MIR sensing in SnTe, that makes this system uniquely interesting for
further study.
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Chapter 7

Conclusion and Further Work

7.1 Conclusion

This work as a whole demonstrates that QDs can function as solution
processable absorber layers in optoelectronic devices without any of the
complexity of current semiconductor fabrication. Cheap and robust poly-
mer materials offer superior functionality when used as the device sub-
strate, which together with the solution based QD fabrication methods,
offer a real opportunity to deliver optical sensors at a lower cost than those
based on bulk semiconductors. As such there is definite commercial viabil-
ity in pursuing planar QD devices as replacements for microbolometers.
Alongside this, the discovery of 2-terminal charge memory over second
timescales and the optical interactions at the surface of tin based QDs con-
tinue to demonstrate that QDs offer a large degree of yet to be discovered
functionality when used in devices.

7.1.1 HgTe Quantum Dots for MIR Imaging

Colloidal HgTe QDs have continued to demonstrate that they are a very
robust and stable material. As has been shown here, they offer a sharp
easily controllable bandgap, an adaptable surface environment and a tol-

223



224 Chapter 7. Conclusion and Further Work

erance to environmental impurities. With regard to their use in devices
the key progress points proven in this work are:

• The colloidal bandgap is maintained with predictable redshift when
forming solids, even with all ambient processing and fabrication.
This means that the QDs are remaining spatially separated follow-
ing the ligand exchange and the redshift is a result of wavefunction
overlap or leakage. This is still an area of disagreement in the liter-
ature however it is more feasible in a 10 nm HgTe QD with a Bohr
radius of 42 nm than in a 5 nm CdSe QD with a Bohr Radius of 5.4
nm.

• Inorganic ligand exchange can deliver time response superior to
thermal detectors in spite of oxygen surface trap sites. This is not to
say that air exposed film performance is superior, or equal to inert
processed devices. However as the time performance demonstrated
here is superior to the in-use commercial competitor it acts as a
sufficient proof of concept.

• Thermal dark current at room temperature is low enough that signal
can be observed. This has not been achieved by minimising photo-
conductive dark current, but by showing that photogenerated carri-
ers are sufficiently numerous that a signal can be detected at room
temperature. This is due to a number of complementary processes.
Firstly, the HgTe QDs must remain highly intrinsic even with sur-
face effects. Secondly, the different thermal filling in each dot means
that the room temperature dark current of the QD film is lower than
a bulk crystal under the same condition. Thirdly, the lifetime of a
photogenerated carrier must be longer than the hopping time, par-
ticularly with inorganic ligands, thus allowing the carriers to hop out
of the dot under the effect of an applied field before recombination.
This latter point may be due to a phonon bottleneck.
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• Organically capped HgTe QDs adhere more strongly as hydropho-
bicity of the surface increases. The use of these higher wetting an-
gle materials eliminates the inorganic ligand exchange delamination
problem found when using oxide materials as the substrate. This
facilitates tuning of the ligand exchange such that the electrical re-
sponse can be optimised, rather than being physically limited by film
delamination.

• Spray coating from non-polar solvents can be used to create electri-
cally active films that are spatially patterned, in only one fabrication
step. As the size of these areas decreases the electrical performance
of the film is predictable. This removes the possible film degradation
that would occur from a further patterning step that is conducted on
a large film.

• Device response with an EQE greater than 1 has been demonstrated
in a number of devices and with multiple sizes of QD. This allows
devices to detect a calibrated target source that is only 75 ◦C warmer
than the device itself. This suggests that the idea of using MIR, rather
than LWIR, signals for detection of objects in the ambient environ-
ment is now possible. Accordingly, if MIR radiation becomes de-
tectable by affordable devices then there will no longer be a technical
barrier to the production of multicolour MIR devices.

Together, the work presented here acts as proof of a number of the pos-
tulated benefits of QD use in optoelectronic devices. It has been shown
that solution processability is of benefit in reducing complexity in fabri-
cation and facilitating simple patterning. That bandgap tuning can offer
enhanced device functionality through threshold temperature detection
regimes and that photoconductive gain through charge trapping can in-
crease device sensitivity.
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7.1.2 Memory Applications

Through an investigation of reproducible electronic hysteresis it has been
shown that oxygen based hole traps cause charge memory in a 2-terminal
device. The behaviour of these traps can be manipulated by temperature,
illumination and 3rd terminal gating. These devices are not competitive
with modern flash and RAM memory currently, but the large number of
control parameters and very simple operation may lead to new designs of
memory device in the future. If the trapping time of a hole is on the order
of milliseconds, as suggested by the behaviour shown here, then it is not
unfeasible that single QDs can demonstrate refresh rates and power use
that is superior to current RAM modules. If that is the case, as a single
QD occupies a much smaller volume than the CMOS based architecture
currently used, it may be possible to use a single QD as a memory bit in
the future.

7.1.3 Tin based Quantum Dots for Sensing

From a QD synthesis and process perspective SnTe and PbSnTe QDs be-
have very similarly to HgTe QDs. However, when placed in a planar de-
vice architecture the Sn-based QDs show completely different behaviour.
Through a spectroscopic investigation it has been shown that the inter-
action with water at the Sn surface fundamentally changes the electronic
behaviour of the QD films in a way not seen with HgTe QDs. Due to the
hopping conduction between QDs the charge density in the surface region
has a large effect on the measured electrical behaviour. The O-H vibration
of adsorbed water is in the MIR region and it was discovered that the re-
sistance of the films increased when they were illuminated, but only by
MIR radiation. The interaction between MIR radiation and the surface
species reduces the charge density at the surface of the dot, which is the
first report of an optoelectronic QD device that operates via an interac-
tion between light and a surface species. The devices reported here are
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not suitable for imaging at the current time but with further investigation
it may be possible to develop a device that can be optically sensitised by
attaching different molecules at the surface.

7.2 Further Work

7.2.1 HgTe QDs

As is evident from the work shown in this thesis, this field is still very
much in its infancy and there are still a wide variety of areas that need
further research. Several obvious ones are:

• The electrical behaviour during absorption in inorganically capped
films. Why do devices seem to have a wavelength dependent electri-
cal response, beyond the simple band edge/photoconductive model.
Transient Absorption Spectroscopy would be an ideal candidate to
use on these films however MIR TAS is not yet commonly available.
Is the postulate from chapter 5 that the observed responses are due
to a numerical interaction of photogenerated carriers with trapped
carriers correct?

• Trap state energetics; where are the oxygen derived trap states and
how deep are they? How long lived is an individual trap? Is it long
enough to potentially design a bespoke memory device?

• Do the generation, recombination and conduction mechanics allow
true to life simulations of QD film systems? If not, what theoretical
piece is missing? The creation of a simulated QD film that can
show the behaviours reported here should be a priority for any
group looking to combine experimental device prototyping with an
understanding of novel behaviours.

• The production of an architecture that allows an array of 160 × 120
planar pixels needs to be developed. The aspiration should be 30
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µm square pixels comprised of 8, 2 µm trenches. The difficulty will
be in contacting both rails of each pixel probably using a number of
photoresist layers with pinholes.

• Film optimisation and passivation techniques, the opportunity for
passivation that more thoroughly protects the surface but without
affecting electrical behaviour is vast. As a starting point, a well con-
trolled study investigating other inorganic ligands should be con-
ducted. Using as metrics the MIR responsivity and dark current
noise. Following from this an extensive process optimisation for
the best performing ligand should be conducted. Specifically a large
controlled study investigating ligand concentration in the exchange
solution and film parameters such as thickness or solution concen-
tration. Once this work has delivered an optimised film then a study
on film passivation should be undertaken, there are a large range
of potential options. Initially an investigation of the effect of halide
acids and metal halide salts on the film should be conducted, both
before and after ligand exchange. The intent being a passivation that
delivers films that do not change their electrical behaviour over time,
show the sharpest possible band edge and give the quickest rise time
for MIR radiation.

7.2.2 Ambipolar Transistor Behaviour

As briefly remarked upon when discussing ambipolar transistor be-
haviour, the integration of observed effects in NC film transistors with
physical theory is one area that could yield interesting results. Indi-
vidual QDs should be well understood as surface effect dominated
bulk semiconductors with an altered band structure, and theoretical
work to integrate models of ensembles of individual QDs into a bulk
conduction model could be easily confirmed or denied with relatively
simple experiments. Perhaps this would then lead to enhanced device
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functionality as passivation methodology advances in line with accurate
modelling. This could be attached to an investigation of the bias stress
effect. The road map for such an investigation would begin with work
to fabricate electrically similar transistors. Once a highly reproducible
device was possible then the bias stress effect could be investigated under
difficult temperature, optical and environmental conditions. This could
also extend to a study of the dielectric surface itself, both oxide material
and any surface functionalisation molecules present.

7.2.3 Memory Behaviour

If directly following on from the work described here then the first objec-
tive would be to create a highly reproducible device, in terms of quan-
titative behaviour rather than just qualitative. Without that any further
optimisation would be impossible to correctly ascribe. Once achieved an
investigation into the optimal amount of oxygen exposure should be con-
ducted, which would likely also involve a process that optimises the or-
ganic ligand exchange for the minimum surface passivation that also gives
an easily measurable on current. Following from that the objective would
be to maximise trap lifetime per dot, which, as a first guess, is likely to be
a feature of QD composition and size. Concurrently a project to shrink the
device architecture to sub-micron feature size would be very beneficial,
even if the only way to do so is via electron beam lithography as an initial
proof of concept.

7.2.4 SnTe Devices

The number of potential follow on projects from this work is very large but
some options are, to develop a QD synthesis method that gives a monodis-
perse sample as the soft band edge and inhomogeneity in the sample must
be improved. As the ligand used is critical in determining the electrical be-
haviour and the absorption of the film, a more involved study using a large
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number of ligands would help to strictly clarify what is actually happen-
ing in the film. Finally although very difficult it is definitely worthwhile to
try and synthesise the QDs in a deuterium rich environment followed by
purification and optical characterisation in an inert environment. Purely
deuterium capped QDs would be a fascinating tool with which to probe
the proposed mechanism.

7.3 Summary

This work has detailed the steps taken to synthesise two families of QD,
develop and fabricate two main device types on a wide number of sub-
strate materials, design and build two optoelectronic test suites and details
the characterisation of numerous devices. The main thrust of the work
has delivered devices that show the potential of QDs from a fabrication
perspective but also perform at or above the level in the published liter-
ature for similar device designs. Furthermore, a new interaction of MIR
radiation with SnTe QD films was identified along with an investigation
that clarified features that had been observed but not convincingly investi-
gated in the prior literature. Finally, the electrical hysteresis in air exposed
HgTe films was characterised leading to a report of electrical memory that
originates at the surface of individual QDs.
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Appendix A

Acronyms

MIR Mid Infrared

NC Nanocrystal

QD Quantum Dot

HgTe Mercury Telluride

PbSnTe Lead Tin Telluride

IR Infrared

NIR Near Infrared

SWIR Short Wave Infrared

LWIR Long Wave Infrared

EHP Electron Hole Pair

PC Photoconductive

PV Photovoltaic

PN P-doped N-doped semiconductor junction
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MBE Molecular Beam Epitaxy

OFET Organic Field Effect Transistor

TFT Thin Film Transistor

FET Field Effect Transistor

NC Number of carriers in conduction band

NV Number of carriers in valence band

Vd Drain voltage

Vg Gate voltage

Vds Drain-source voltage

VTh Threshold voltage

CMOS Complementary metal–oxide–semiconductor

RAM Random Access Memory

DOS Density of States

CQD Colloidal Quantum Dot

CQDS Colloidal Quantum Dot Solid

VRH Variable Range Hopping

NNH Nearest Neighbour Hopping

MCT MerCad Telluride (HgCdTe)

FPA Focal Plan Array

QDIP Quantum Dot Infrared Photodetector

QWID Quantum Well Detector
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ETL Electron Transport Layer

HTL Hole Transport Layer

EDT Ethanedithiol

NW Nanowire

IDE Inter-digitated Elecrode

NEDT Net Equivalent Temperature Difference

ROIC Read Out Integrated Circuit

UV Ultraviolet

FTIR Fourier Transform Infrared Spectrometer

ATR Attenuated Total Reflectance (spectroscopy)

BB Blackbody

TEM Transmission Electron Microscopy

SAED Selective Area Electron Diffraction

EDS Energy Dispersive X-ray Spectroscopy (EDX)

STEM Scanning Transmission Electron Microscopy

SEM Scanning Electron Microscopy

XRD X-ray Diffraction

SMU Source Measurement Unit

PM Power Meter

PA Parameter Analyser

R Responsivity
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D* Specific Detectivity

PCB Printed Circuit Board

EQE External Quantum Efficiency

TOP Trioctylphosphine

DDT Dodecanethiol

OLA Oleylamine

EtOH Ethanol

PPA Propylamine

ODT Octadecanethiol

OA Oleic Acid

TCE Tetrachloroethylene

MeOH Methanol

DI Distilled (water)

PET Polyethylene Terepthalate

IPA Isopropyl Alcohol

PR Photoresist

FPS Frames per Second

NSD Noise Spectral Density

LSPR Localised Surface Plasmon Resonance

HRS High Resistance State

LRS Low Resistance State
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SAM Self Assembled Monolayer

APTMS (3-Aminopropyl)trimethoxysilane

DUT Device Under Test

255



256 Chapter A. Acronyms

256



Appendix B

Why Use Multiple Band Gaps?

As was touched on in Chapters 1 and 3, one of the key advantages of
CQDs is that they make it considerably easier to construct a transducer el-
ement that has more than one MIR bandgap. The clear follow up question
to this is, how would multiple bandgaps at the sensor actually give extra
information to a prospective user? Due to the spectral nature of thermal
radiation this is a more complicated question than in the visible region.
Conventional LWIR systems give an intensity reading that is proportional
to the absorbed power between 8 and 14 µm, therefore it can be difficult
to distinguish between, for example, a high emissivity colder object with
a lower emissivity hotter object, as the emitted power per unit area of tar-
get may be similar. In contrast the simplest way to use multiple bandgaps
(multicolour) is shown in Figure B.1 A, which shows the onset of spec-
tral emission for the temperatures indicated. Consider a 2 µm and a 3 µm

pixel, the 2 µm pixel cannot see any of the temperatures shown, the 3 µm

can see (under perfect conditions) the 350 K and the 400 K BBs. Therefore
no matter what intensity of flux is being detected, this arrangement of pix-
els can tell us if the target is hotter than 400 K (intensity information from
both pixels), the target is between 400 and 300 K (2 µm pixel is reading
zero) or the target is colder than 300 K (both pixels are reading zero). Now
clearly this argument is postulated on a perfect detector, for any real case
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258 Chapter B. Why Use Multiple Band Gaps?

Figure B.1: A, wavelength region of the spectral onset of emission for the temperature
BBs shown. B, spectral radiance of the the temperature BBs shown. The shaded areas
represent the same area.

there will be some minimum detectable flux needed to cause a detectable
signal. Figure B.1 B shows an example of this, where the shaded area is the
same total radiance. The same argument as previously holds, but is modi-
fied as instead of looking at the spectral onset of emission, the requirement
to be met for detection is that the total above bandgap radiance is above
the minimum threshold. In this, hypothetical case, if the shaded area is the
minimum detectable signal then, for a 3 µm pixel the minimum detectable
temperature is 573 K. For a 4.2 µm pixel the minimum detectable temper-
ature is 473 K. Using these limits one can again reconstruct temperature
information, as well as intensity information.
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