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Abstract
Reinforcement Learning (RL) problems appear in diverse real-world applications and

are gaining substantial attention in academia and industry. Policy Direct Search (PDS)

is widely recognized as an effective approach to RL problems. However, existing PDS

algorithms have some major limitations. First, many step-wise Policy Gradient Search

(PGS) algorithms cannot effectively utilize informative historical gradients to accu-

rately estimate policy gradients. Second, although evolutionary PDS algorithms do not

rely on accurate policy gradient estimations and can explore learning environments

effectively, they are not sample efficient at learning policies in the form of deep neural

networks. Third, existing PGS algorithms often diverge easily due to the lack of reliable

and flexible techniques for value function learning. Fourth, existing PGS algorithms

have not provided suitable mechanisms to learn proper state features automatically.

To address these limitations, the overall goal of this thesis is to develop effective
policy direct search algorithms for tackling challenging RL problems through technical

innovations in four key areas. First, the thesis aims to improve the accuracy of policy

gradient estimation by utilizing historical gradients through a Primal-Dual Approx-

imation technique. Second, the thesis targets on surpassing the state-of-the-art per-

formance by properly balancing the exploration-exploitation trade-off via Covariance

Matrix Adaption Evolutionary Strategy (CMA-ES) and Proximal Policy Optimization

(PPO). Third, the thesis seeks to stabilize value function learning via a self-organized

Sandpile Model (SM) meanwhile generalize the compatible condition to support flexi-

ble value function learning. Fourth, the thesis endeavors to develop innovative evolu-

tionary feature learning techniques that are capable of automatically extracting useful

state features so as to enhance various cutting-edge PGS algorithms.

In the thesis, we explore the four key technical areas by studying policies with in-

creasing complexity. First of all, we start the research from a simple linear policy repre-

sentation, and then proceed to a complex neural network based policy representation.

Next, we consider a more complicated situation where policy learning is coupled with

a value function learning. Subsequently, we consider policies modeled as a concatena-

tion of two interrelated networks, one for feature learning and one for action selection.



To achieve the first goal, this thesis proposes a new policy gradient learning frame-

work where a series of historical gradients are jointly exploited to obtain accurate policy

gradient estimations via the Primal-Dual Approximation technique. Under the frame-

work, three new PGS algorithms for step-wise policy training have been derived from

three widely used PGS algorithms; meanwhile, the convergence properties of these new

algorithms have been theoretically analyzed. The empirical results on several bench-

mark control problems further show that the newly proposed algorithms can signifi-

cantly outperform their base algorithms.

To achieve the second goal, this thesis develops a new sample efficient evolutionary

deep policy optimization algorithm based on CMA-ES and PPO. The algorithm has a

layer-wise learning mechanism to improve computational efficiency in comparison to

CMA-ES. Additionally, it uses a performance lower bound based surrogate model for

fitness evaluation to significantly reduce the sample cost to the state-of-the-art level.

More importantly, the best policy found by CMA-ES at every generation is further im-

proved by PPO to properly balance exploration and exploitation. The experimental

results confirm that the proposed algorithm outperforms various cutting-edge algo-

rithms on many benchmark continuous control problems.

To achieve the third goal, this thesis develops new value function learning methods

that are both reliable and flexible so as to further enhance the effectiveness of policy gra-

dient search. Two Actor-Critic (AC) algorithms have been successfully developed from

a commonly-used PGS algorithm, i.e., Regular Actor-Critic (RAC). The first algorithm

adopts SM to stabilize value function learning, and the second algorithm generalizes

the logarithm function used by the compatible condition to provide a flexible family of

new compatible functions. The experimental results show that, with the help of reliable

and flexible value function learning, the newly developed algorithms are more effective

than RAC on several benchmark control problems.

To achieve the fourth goal, this thesis develops innovative NeuroEvolution algo-

rithms for automated feature learning to enhance various cutting-edge PGS algorithms.

The newly developed algorithms not only can extract useful state features but also learn

good policies. The experimental analysis demonstrates that the newly proposed algo-

rithms can achieve better performance on large-scale RL problems in comparison to

both well-known PGS algorithms and NeuroEvolution techniques. Our experiments

also confirm that the state features learned by NeuroEvolution on one RL task can be

easily transferred to boost learning performance on similar but different tasks.
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Chapter 1

Introduction

The chapter starts with an introduction to the general background of Reinforce-
ment Learning, then proceeds to the motivations, the research goals, the major
contributions and the organization of the thesis.

1.1 Background

Sequential decision making plays a vital role in various real-world problems,
such as budget setting [77, 156], baseball pitching [196], network monitor-
ing [93], playing board games [197, 199], intelligent gameplay [155, 242], robot
control [80, 209], self-driving cars [187], dynamic tasks scheduling [72], opera-
tional research [1, 177], and human-computer interactions [104, 201]. An impor-
tant abstraction of these problems is known widely as the Reinforcement Learn-
ing (RL) problem [136, 110, 153, 212, 236]. In general, an RL problem is described
through a scenario where an autonomous agent acts sequentially within an un-
known environment. The action performed by the agent influences the state of
the environment. Meanwhile, the agent receives feedback in terms of both im-
mediate reward and the total rewards as a consequence of its action. The goal
of the agent is to wisely choose actions to maximize the total rewards in a long
term [136, 153, 212, 236]. It is challenging to build effective algorithms to guide
the agent to achieve the goal as discussed in the literature [136, 153, 212, 236].

Generally, there are two main categories of approaches to addressing the RL

1
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problems, i.e., search and planning [41, 24, 28, 35, 102, 148] and Machine Learning
(ML) [136, 212, 236]. For the search and planning techniques to be successful,
the environment model (i.e., system dynamics) must be known in advance [136,
41, 24]. However, it is often impractical to obtain a precise environment model
in advance [136, 212, 236]. In addition, search and planning are also vulnerable
when system dynamics change or uncertainties exist in the environment [212,
236].

In contrast to search and planning, ML avoids the necessity of knowing the
environment model in advance [212, 153, 236, 185]. Also, uncertainties can be
addressed by learning directly from trial-and-error interactions [212, 236]. Gen-
erally, ML is categorized into three major paradigms, namely Supervised Learn-
ing, Unsupervised Learning, and Reinforcement Learning. The suitability of each
paradigm for solving RL problems is discussed below.

Supervised learning seeks to identify important relations among given in-
puts sampled from a fixed distribution [153, 185, 195, 147]. This paradigm is
suitable for problems like classification and regression, but not applicable to RL
problems where agents have to learn from interactions. In such interactive prob-
lems, it is often impractical to obtain examples labeled with desired behaviors.
Given this, an agent must be capable of learning from its own experience.

Unsupervised learning aims to find certain patterns that frequently occur
among the given data inputs [153, 185, 147, 3]. Clustering or visualization are
primary applications of unsupervised learning algorithms [153]. They are in-
appropriate for solving RL problems because they do not receive any feedback
from the environment which is essential for decision making in interactive prob-
lems.

Different from supervised learning and unsupervised learning, RL agents
interact directly with an unknown environment through observing states and
then taking actions; after taking each action, the learner shall receive a result-
ing reward. Hereby, the goal of RL is to learn a policy 1 by using the feedback
from the environment, so as to maximize the long-term pay-off defined in the

1A policy defines the learning agent’s way of behaving at a given time. More specifically,
a policy is a mapping from observed states of the environment to actions to be taken when in
those states [212]. Please refer to Section 2.1.2 for details.
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RL problems [136, 212, 153, 185, 195, 147]. In this sense, Reinforcement learning
is naturally suitable for learning to make correct decisions from direct interac-
tions [136, 212]. Several important reasons are given below:

(1) Different from search and planning, an RL agent is capable of learning to
accommodate uncertainties via interactions in an unknown environment
as demonstrated in many practical applications [212, 236, 185, 195, 147].

(2) Different from unsupervised learning, RL is capable of using the feedback
from the environment to learn to solve challenging RL problems [236, 147].

(3) Different from supervised learning, an RL agent does not rely on any
external instructors (the environment is the only source of experiences).
Moreover, supervised learning treats the decisions as completely indepen-
dent events, whereas RL treats them as dependent events. So RL is more
suitable to solve problems such as playing chess or robot navigation, as
success depends on a sequence of interrelated decisions [212, 236, 195].

To date a great number of algorithms have been proposed to solve complex
RL problems. We can largely divide them into two types [236, 218]: Value Func-
tion Indirect Search (VIS) [212, 217, 184, 214, 213, 155, 225, 230, 24, 28, 15, 116] and
Policy Direct Search (PDS) [21, 2, 173, 215, 31, 238, 192, 117, 119, 168, 20, 189, 191,
154, 229, 198, 49, 50, 53]. The following will present high-level introduction of
the two types respectively.

VIS algorithms rely on value functions which are used to measure the ex-
pected long-term pay-off obtainable by an agent who starts its journey from
any given state. Through value functions, the agent can indirectly define poli-
cies that guide action selection in the environment [195]. Typical VIS algo-
rithms mostly fall into the Temporal Difference learning scheme [212], including
TD(λ) learning [212, 217], Q-learning [231], State-Action-Reward-State-Action
(SARSA) [184], Gradient Temporal Difference (GTD) [214], GTD2 [213], and sev-
eral modern variations of Q-Learning [155, 225, 230].

Although these indirect learning algorithms contribute significantly to RL
research, there are still many challenges: (1) VIS algorithms, in comparison to
PDS algorithms, may be less suitable on problems where policy is simpler to
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learn than value functions [24, 28, 15, 116]. For example, as reported by Sim-
sek et al. [200], one can play well in Tetris game without knowing any evalu-
ation functions but by simply choosing from all the available actions. In such
a case, PDS algorithms can learn faster and yield better policies than VIS al-
gorithms [200, 212]. (2) The majority of VIS algorithms are designed to cope
only with discrete states and discrete actions. However many real-world RL
problems, in particular, control and robot locomotion problems, demand for
an RL algorithm that is capable of handling continuous states and actions ef-
fectively [52, 215]. (3) VIS algorithms have no theoretical convergence guaran-
tee for implicit represented policies [212, 121]. For example, when being used
with VIS algorithms, the ε-greedy action selection mechanism may dramatically
change the action probabilities arbitrarily for a small change in value function
estimations [212]. (4) Most of VIS algorithms can only learn in Markovian envi-
ronments due to the problem of “incomplete perception” [212, 15].

PDS algorithms aim to directly search the optimal policy to solve RL
problems. For this purpose, the policy is often presented as a parametric
model. Moreover, the value function can be explicitly used to evaluate the pol-
icy [183, 21, 125, 89]. Either by using the gradient-based or gradient-free tech-
niques, we can search in the policy space to maximize the expected long-term
pay-off [212, 236, 195, 21]. So far, various successful PDS methods have been
brought onto the stage [21, 2, 173, 215, 31, 238, 192, 117, 119, 168, 20, 189, 191,
154, 229, 198, 49, 50, 53].

PDS algorithms are considered a promising approach to overcoming the lim-
itations faced by VIS [183, 21, 125, 89, 215, 31]. Firstly, they can scale well and
perform effectively in large state and action space, because the search is directly
performed on the parametric policy space whose dimensionality can be much
smaller [173, 31, 25, 247, 168]. Secondly, they are naturally suitable for continu-
ous state and action space [173, 31, 25, 247, 168]. Thirdly, the evidence of strong
convergence guarantees has already been shown in many works [122, 215, 31],
and such guarantees can also be made available to some algorithms developed
in this thesis. Last but not least, they are suitable for the non-Markovian en-
vironments, since we can effectively learn the policy by using only partially
observable information [173, 31, 160]. Furthermore, they can make better use of
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every single sample collected by interacting with an environment to achieve a
certain level of effectiveness in comparison to VIS algorithms [229, 212].

Due to the key advantages mentioned above, PDS algorithms for RL become
a very hot research topic recently, as many new works are being conducted to
constantly push state-of-the-art performance to the next level [173, 31, 25, 247,
168, 183, 21, 125, 89, 215, 189, 191, 229, 135, 45]. However, there are still many
open challenges in PDS for RL, such as (1) how to obtain more accurate policy
gradient estimations for effective Policy Gradient Search (PGS), (2) how to im-
prove learning effectiveness with reasonable sample efficiency for evolutionary
PDS algorithms, (3) how to stabilize value function learning to facilitate policy
learning for PGS algorithms, and (4) how to automatically learn useful state fea-
tures to improve learning effectiveness of PDS algorithms. All these challenges
are worthy of substantial studies, which will be the focus of this thesis.

1.2 Motivations

Most of existing RL applications are either extremely computational costly or
highly dependent on VIS approaches that require a large number of samples.
For example, the distributed version of AlphaGo requires 1202 CPUs, 176 GPUs,
more than 100 human experts, and 30 million distinct positions sampled from
different games to become the world champaign in Go game [197]. More-
over, Deep Q Network (DQN) [155] and many of its variations can achieve
comparable human-level performances on playing 49 challenging Atari games.
However, they require many weeks of intensive Neural Network (NN) train-
ing and millions of environment samples (e.g., video frames collected from
Atari games) [155]. On the other hand, in comparison to VIS algorithms, PDS
algorithms have shown higher performance and less sample cost on prob-
lems such as Atari games or continuous control tasks as evidenced in many
works [189, 229, 80, 191, 240]. However, the practical use of PDS demands for
significant improvements in both the learning effectiveness and the sample ef-
ficiency [52, 12, 189, 229, 80, 191, 240].

In view of this understanding, we aim at conducting studies to improve
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effectiveness both practically and theoretically for PDS to address challenging
RL problems. Driven by this goal, the principal research question that set the
central theme of this thesis is:

How can the effectiveness of policy direct search algorithms be signif-
icantly improved in order to tackle difficult Reinforcement Learning
problems?

In this thesis, the definition of effectiveness under the context of RL is specified
below:

The effectiveness refers to the agent’s ability to gain the maximum long-term pay-
off by consuming fewer environment samples.

Our principal research question is further decomposed into four sub-
questions. We arrive at these questions detailed below through extensive re-
view of numerous related works. According to our research, they are vital for
PDS to solve many RL problems effectively.

To ensure a smooth start of the research for this thesis, we decide to focus
on step-wise PGS 2 algorithms for training linear policies. This is because step
learning strategy 3(i.e., step-wise learning) is the most common and long-lived
learning strategy for PDS where learning occurs at every time step immediately
after observing an environment sample. Also, a linear policy is the most basic
form for policy representation.

In this context, to enhance the learning effectiveness of PGS, a possible way
is to improve the accuracy of policy gradient estimation by utilizing multiple
historical gradients for existing PGS algorithms. The majorities of step learning
strategy based PGS algorithms [21, 2, 173, 215, 31, 238, 192, 117, 168, 20] do not
preserve the gradients after every step of learning, which means that the current
step gradient will be simply discarded with the assumption that it is no longer
useful. However, the information of previous gradients can be better utilized
to enhance the effectiveness of the learning process [62, 158]. For example, the

2PGS is one typical branch of PDS algorithms where gradient descent technique is applied
for policy search.

3Please refer to Section 2.2.4 for details.
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Adagrad algorithm [62] accumulates a series of consecutive historical gradients
to accurately estimate gradients required for future learning. Driven by this
understanding, we have formulated the first research question as in Q(1) below,
which also leads to the first research objective O(1) in Section 1.3.

Q(1): How can we estimate policy gradient accurately so as to improve the effective-
ness of step learning strategy based policy gradient search by using historical gradients?

While conducting research toward answering Q(1), we have found that step-
wise PGS algorithms with linear policies have difficulties to learn effectively
on several complicated continuous control problems, such as Hopper [189],
HalfCheetah [220], and Walker2D [220]. The control signals for these prob-
lems are often high-dimensional which require more sophisticated policy rep-
resentations, such as NNs [189]. In addition, gradient-based methods 4 per-
form less effective exploration in comparison to gradient-free methods (e.g.,
Evolutionary Algorithms (EAs)), and hence may be easily trapped to local op-
tima [210, 186, 45]. Driven by this understanding, we have decided to place our
second research focus on gradient-free PDS algorithms with deep structured
policies.

Particularly, we have explored a key issue that is vital for improving existing
EAs based PDS algorithms. The gist is to properly balance the exploration-
exploitation trade-off by combining and unleashing the advantages of both
EAs (suitable for exploration) and PGS (suitable for exploitation) for Deep Re-
inforcement Learning (DRL). Recent researches found that EAs can be com-
petitive alternatives to cutting-edge PGS algorithms, because EAs can explore
more effectively [186, 210, 101, 45]. On the other hand, PGS algorithms show
clear advantages in exploitation. In practice, existing EAs for DRL remain dis-
tant from state-of-the-art performance in comparison to cutting-edge PGS algo-
rithms, such as Trust Region Policy Optimization (TRPO) [189], Proximal Policy
Optimization (PPO) [191], and Actor-Critic using Kronecker-Factored Trust Re-
gion (ACKTR) [240]. Motivated by this understanding, we set up the second

4Please refer to Section 2.2.4 for more details.
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research question Q(2) below as the basis of the second research objective O(2)
in Section 1.3.

Q(2): How can we surpass state-of-the-art performance in Evolutionary Algo-
rithms by properly balancing the exploration-exploitation trade-off through adopting
and improving off-policy and gradient-based training techniques developed by PDS al-
gorithms?

When conducting research to answer Q(2), we have discovered that the
learning effectiveness of Actor-Critic (AC) algorithms (i.e., an important family
of PGS algorithms) relies heavily on value function learning, which is consistent
with the findings reported in the literature [215, 190, 212]. In line with this find-
ing, we performed studies on the third possible way to achieve effective PGS
through developing innovative techniques for reliable and flexible learning of
value functions in AC algorithms.

Note that classical PGS algorithms, such as REINFORCE [238], use the em-
pirical total rewards to approximate policy gradients, which often leads to high
approximation variances [143, 52]. A good way [122, 69, 52] to reduce estima-
tion variances (or errors) is to learn a value function to replace empirical total
rewards in REINFORCE. As a result, value function learning and policy learn-
ing are tightly coupled together. Thus, the reliability and accuracy of value
function learning can have a significant impact on the performance of the pol-
icy learning. Several existing works have attempted to achieve reliable value
function learning, but none has been satisfactory for wide adoption. For exam-
ple, several methods (e.g., GTD [214] and GTD2 [213]) have adopted off-policy
training to achieve reliable value function learning, but the learning process can
still diverge in reality [214, 213, 49]. More specifically, we find that the reliabil-
ity of critic learning will deteriorate abruptly whenever the predicted rewards
by the value function fall outside the maximum/minimum possible cumula-
tive rewards obtainable from any state in a learning environment. Such maxi-
mum/minimum possible cumulative rewards are problem-specific but can of-
ten be determined easily. Inspired by this finding, we decide to stabilize value
function learning based on a Sandpile Model (SM) [18] with a self-organizing
property. With the help of the property, we can self-organize value function
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learning, effectively preventing learned value functions from diverging. Fur-
thermore, inspired by the Policy Gradient Theorem (PGT) 5 [215], researchers
have studied different forms of value functions that are compatible with policy
parametrization. Nevertheless, to the best of our knowledge, very few works
have studied the possible generalization of the compatible condition introduced
in [215]. Such generalization can bring extra degrees of freedom for the com-
patible function (i.e., action-value function approximation 6), which can help
achieve more accurate value function learning. In view of this understanding,
we form the third research question Q(3), which gives rise to the third objective
O(3) in Section 1.3.

Q(3): How can we enable a more reliable and flexible value function learning to
enhance policy gradient search for tackling difficult RL problems via SandPile model
and the generalization of compatible conditions?

In-depth research in the thesis showed that the state features play a
paramount role for effective RL. Because in PGS, both value function and
policy are represented as parametric functions with respect to the state fea-
tures [153, 26]. As a result, the effectiveness of PGS is heavily dependent on
the quality of state features.

In line with this understanding, we have identified the fourth possi-
ble way to develop innovative feature-learning techniques to extract useful
state/environment information required for effective PDS. Traditionally, state
features that form the input to a policy are determined by human experts
through a purely manual process, which has two problems. Firstly, it is te-
dious, error-prone and even impossible for human experts to determine all re-
quired state features [70]. For example, a RAM-based Atari game playing task
has a 128-dimensional input (each dimension is an integer number), but not
all dimensions are useful as reported in [91]. However, it is extremely difficult
for human experts to manually determine suitable features on such a problem.
Secondly, once the features for a problem have been determined, they can no
longer be adapted according to the changing requirements of the problem do-

5Please refer to Section 2.2.5 for more technical details.
6Please refer to Section 2.2.5 for more technical details.
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main [70, 246, 120, 150]. To address these problems, we formed another impor-
tant research question Q(4) (addressed in O(4) in Section 1.3),

Q(4): How can we develop innovative evolutionary feature learning techniques ca-
pable of automatically discovering useful state features to facilitate policy direct search
on large-scale RL problems?

1.3 Goals

The ultimate goal of the thesis is to develop effective policy direct search algo-
rithms for tackling challenging RL problems via several important techniques.
First, the thesis aims to improve the accuracy of policy gradient estimation by
utilizing informative historical gradients through the Primal-Dual Approxima-
tion (PDA) technique. Second, the thesis intends to achieve the state-of-the-art
performance by properly balancing the exploration-exploitation trade-off via
joint application of Covariance Matrix Adaption Evolutionary Strategy (CMA-
ES) and Proximal Policy Optimization (PPO). Third, the thesis seeks to sta-
bilize value function learning via Sandpile Model (SM) meanwhile generaliz-
ing the compatible condition to support flexible value function learning via q-
logarithm. Fourth, the thesis endeavors to enhance various PGS algorithms by
extracting useful features via newly developed NeuroEvolution techniques for
automated feature learning. To achieve this goal, four specific research objec-
tives O(1) to O(4) have been identified to address the four key research ques-
tions Q(1) to Q(4) described in Section 1.2.

O(1) Develop a new general policy gradient learning framework by using the
PDA technique. Algorithms developed under the framework are expected
to estimate policy gradients more accurately than the traditional policy
gradient estimation methods. The framework firstly converts the com-
plex primal problem to a simpler dual problem and then utilizes weighted
historical consecutive gradients to obtain a more accurate policy update.
Moreover, the algorithms are expected to perform empirically better in
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comparison to other PGS algorithms. In addition, the theoretical guaran-
tee of convergence of the three newly proposed dual algorithms has been
proven.

O(2) Develop a new sample efficient evolutionary deep policy optimization al-
gorithm on CMA-ES. The algorithm is expected to achieve state-of-the-
art performance in the DRL domain in terms of computational efficiency,
sample complexity, and learning effectiveness, especially while compar-
ing to cutting-edge PGS algorithms and advanced evolutionary DRL al-
gorithms.

O(3) Develop new policy gradient search algorithms by improving the reliabil-
ity and flexibility of value function learning. The algorithm is expected to
achieve reliable and accurate learning of value functions by either apply-
ing the SM or generalized compatible function approximation. As a result,
we expect to further achieve more effective policy learning in comparisons
to the PGS algorithms without adopting SM and generalized compatible
function approximation.

O(4) Develop a new NeuroEvolution (NE) based automated feature learning
based policy learning scheme. The scheme is expected to enable seamless
integration between automated feature learning and effective policy gra-
dient search, and achieve state-of-the-art performance on large-scale RL
problems in comparison to both well-known PGS methods and NE meth-
ods.

1.4 Major Contributions

The thesis makes four major contributions to the filed of RL.

1. Effective Policy Gradient Search through Primal-Dual Approximation
To improve the effectiveness of PGS, one key challenge is how to ob-
tain accurate policy gradient estimations as the analytical expression of
such gradients is not available. The situation becomes more challenging
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in Actor-Critic (AC) learning framework because two learning processes
(value function learning and policy learning) are both realized via gradi-
ent based updating. In such a way, even if the estimation noise for one
learning process can be reduced to a reasonably low level, the strongly
interconnected learning on two separate parametric functions can lead to
error propagation and hence substantially affect the learning effectiveness.

Most PGS algorithms have been proposed with the focus on improving
the precision of policy gradient estimations, such as [202, 119, 238, 20, 21,
31, 112, 172, 14, 173, 30, 173, 31, 53, 131, 69]. However, these algorithms
neglect the importance of the historical gradients.

In the thesis, we show how this challenge can be addressed via the PDA
technique. In particular, we study possible ways of converting the chal-
lenging primal problem (i.e., the original policy optimization problem de-
fined in PGS) to simpler linear dual problems through averaged historical
gradients accompanied with a strongly convex regularization term. The
dual problems can, therefore, be treated as a locally linear estimation of
the original primal problems and can often be solved analytically. As a
result of the conversion between primal and dual problems, historical gra-
dients obtained in primal spaces can be naturally maintained and used to
reduce gradient estimation error. Following the idea, we have developed
a general policy learning framework based on PDA. With the framework,
we have developed three new Actor-Critic Algorithms, i.e., Dual Regu-
lar Actor-Critic (Dual-RAC), Dual Natural Actor-Critic with Advantage
Parameters (Dual-NACA), and Dual Natural Actor-Critic with Fisher Ma-
trix (Dual-NACF), on the basis of three classical PGS algorithms includ-
ing Regular Actor-Critic (RAC), Natural Actor-Critic with Advantage Pa-
rameters (NACA) and Natural Actor-Critic with Fisher Matrix (NACF).
We also theoretically prove that the proposed algorithms under the new
learning framework can converge under suitable conditions.

We experimentally evaluate the proposed algorithms on six benchmark
control tasks including Mountain Car, Inverted Pendulum, Inverted Dou-
ble Pendulum, Inverted Pendulum Swing Up, Lunar Lander, and Bipedal
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Walker. The results show that our algorithms not only are easily conver-
gent but also are more effective than respective base algorithms.

To sum up, with the newly developed algorithms, we can finally solve dif-
ficult benchmark problems effectively by using step-wise PDS algorithms
with linear policies. In addition, the new algorithms can even outperform
batch-based PDS algorithms, such as PPO-Linear, debunking the myth
that step-wise PDS is outdated. We, therefore, made the contribution to
the literature since existing step-wise PGS algorithms with linear policy
cannot solve those benchmark problems effectively and reliably.

Part of the contribution is formed as a journal article to be submitted:

- Y. Peng, G. Chen, and M. Zhang, “Primal-Dual Sub-Gradient Ap-
proximation based Policy Gradient Search,” Machine Learning, 2018.
(Targeting on the journal “Machine Learning”)

2. Proximal Evolutionary Strategies for Sample Efficient Policy Direct Search

To solve complex RL problems, another promising alternative to PGS is
Evolutionary Algorithms (EAs), such as Genetic Algorithms (GAs) [210]
and Evolutionary Strategy (ES) [186]. Because EAs are naturally suit-
able for exploration which provides more opportunities to find better
solutions. However, these EAs remain far away from the state-of-the-art
performance when being applied to training policies represented as Deep
Neural Networks (DNNs) since existing EAs focus mainly on exploration
and may converge much slowly (hence require much more samples) in
comparison to non-EA RL techniques. More specifically, these EAs are
facing three issues: low time efficiency, high sample complexity, and low
learning effectiveness. Thus, to achieve the state-of-the-art performance,
it is paramount to develop new EA methods that properly balance
exploration and exploitation.

Existing algorithms, such as Uber-GAs [210] or OpenAI-ES [186], have
made considerable efforts to outperform state-of-the-art non-EA meth-
ods with some success. However, these techniques remain more sample
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complex compared to traditional PGS. Because EAs evaluate each individ-
ual through simulations involving sampling a long sequence of new state
transition samples. For example, as reported in [186], OpenAI-ES have
used 3x and 10x as many samples to perform well on most Atari game
playing tasks compared to A3C [154] and TRPO [189]. In addition, these
works require a considerable amount of computational resource as they
usually require large population sizes.

In the thesis, we have shown that CMA-ES, a typical EA, can be im-
proved in terms of time efficiency by using a layer-wise training mecha-
nism where only a portion of parameters of a DNN are trained each time.
Moreover, we have shown that, with the help of a performance lower
bound based surrogate model, the sample complexity can be further re-
duced while using CMA-ES for DRL. Lastly, to achieve the state-of-the-art
learning performance, the PGS can be utilized to promote local exploita-
tion to fine tune the best policy evolved by CMA-ES. By incorporating all
three improvements, we successfully develop a new ES-based algorithm
for DRL – Proximal Evolutionary Strategy (PES), which can achieve the
state-of-the-art performance regarding time efficiency, sample complexity,
and learning effectiveness.

The empirical experiments demonstrate that our proposed PES algo-
rithm can achieve competitive and sometimes better performance than
TRPO [189], PPO [191], and ACKTR [240] on ten continuous control
benchmarks, including Lunar Lander, Bipedal Walker, Bipedal Walker
Hardcore, Inverted Pendulum, Inverted Pendulum Swing Up, Inverted
Double Pendulum, HalfCheetah, Hopper, Walker2D and Reacher.

In summary,we made contribution to DRL research by developing the first
time in the literature an EA that can outperform cutting-edge DRL algo-
rithms in terms of both effectiveness and sample efficiency. Notably, the
key technical novelty of the newly proposed algorithm is the seamless in-
tegration of the EA based global search and the PGS based local search for
properly balancing the exploration-exploitation trade-off, which is essen-
tial for effective DRL.
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Part of the contribution is formed as a large journal paper:

- Y. Peng, G. Chen, and M. Zhang. “Proximal Evolutionary Strategies:
Achieving State-of-the-art Deep Reinforcement Learning through
Evolutionary Policy Optimization,” submitted for review to IEEE
Transaction on Evolutionary Computation, 2018.

3. Reliable and Flexible Value Function Learning for Policy Direct Search
The effectiveness of PGS often relies heavily on the quality of value func-
tion learning. In particular, AC algorithms, an important PGS approach,
are usually composed of two distinct learning processes, namely actor
(a.k.a, policy) learning and critic (a.k.a, value function) learning. Specifi-
cally for effective critic learning, the critic is usually represented as a para-
metric value function. This function is made up of two important com-
ponents, i.e., value function parameters and state features. They follow a
linear/nonlinear relationship to approximate the expected total rewards.
Similarly, the actor learning is responsible for learning a policy which is
often represented as a parametric function governed by a set of policy pa-
rameters. Accordingly, the gradient descent technique is adopted for the
actor learning, where the gradients of the expected cumulative rewards
with respect to policy parameters are known as policy gradients. In prac-
tice, unbiased estimation of the policy gradients is usually determined by
the learned critic. The unreliable and inaccurate critic learning can lead to
divergence to policy learning which can deteriorate the learning effective-
ness [214, 213].

Several algorithms have been developed to address the issue above,
but none has been satisfactory. For example, several methods, such as
GTD [214], GTD2 [213] and Least Square Temporal Difference (LSTD) [49],
have adopted off-policy training to achieve reliable value function learn-
ing, but the learning can still diverge eventually. Several second-order
methods, such as LSTD [37, 36], can guarantee the reliability but with high
computational complexity O(n2), where n is the number of state features.
In addition, it is fairly crucial for PGS to determine a proper form of value
function for estimating policy gradients. Because many PGS algorithms
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rely on the PGS 7 [215], a suitable action-value function for estimating pol-
icy gradients must be a compatible function 8. However, most of the exist-
ing works [215, 190] focus on studying different approximations of action-
value function, such as Q function and Advantage function, which remain
compatible with policy parameterization. Nevertheless, to the best of our
knowledge, very few works have investigated the generalization of the
compatible condition introduced in [215], which can bring more flexible
and accurate policy gradient estimations for effective policy learning.

In the thesis, we firstly have shown that value functions can be learned
reliably in a simple and straightforward manner by applying a self-
organizing mechanism to the learning process. To do so, we choose the
SM which has been frequently shown to drive self-organized behavior
in many systems [18, 74, 55]. In this way, critic learning can adjust it-
self whenever it becomes unreliable based on our reliability measurement.
Moreover, as value function learning becomes reliable, the effectiveness of
policy learning in PGS can also be improved. Next, we have shown that
flexible value function learning can be achieved by generalizing the com-
patible function representation. For this purpose, we adopt q-logarithm to
formulate a general new family of the compatible functions which is used
for accurately approximating gradients. With the generalization, we can
introduce an extra degree of freedom to the value function learning, by
adjusting which we may achieve more accurate value function learning
that leads to more effective policy learning.

Empirical findings have demonstrated that learning effectiveness can be
significantly improved on benchmark Cart Pole and Puddle World prob-
lems, and also revealed the fact that value function learning reliability and
learning effectiveness are strongly correlated. Moreover, with the new
flexible family of compatible functions, the learning effectiveness of PGS
can also be improved.

To sum up, we have made contributions to the literature in two ways. We

7Please refer to Section 2.2.5 for more details.
8Please refer to Section 2.2.5 for more details.
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first developed a new effective PGS algorithm with reliable value function
learning enabled by the SM. Afterward, we proposed a new flexible family
of compatible functions via the generalization of the compatible condition
to achieve flexible value function learning. With such flexibility, we de-
veloped a new PGS algorithm with the well-demonstrated effectiveness
on many benchmark problems. Furthermore, our research also opened a
new direction to improve the effectiveness of PGS further.

Part of the contribution is evidenced in two conference publications:

- Y. Peng, G. Chen, M. Zhang, and S. Pang. “Generalized Compatible
Function Approximation for Policy Gradient Search,” in The 23rd In-
ternational Conference on Neural Information Processing (ICONIP 2016),
2016.

- Y. Peng., G. Chen., M. Zhang, and S. Pang. “A Sandpile Model for Re-
liable Actor-Critic Reinforcement Learning,” 2017 International Joint
Conference on Neural Networks (IJCNN 2017), 2017.

4. Enhancing Policy Direct Search via Automated Evolutionary Feature Learning

Our study of existing RL algorithms clearly shows that the effectiveness
of PDS is highly sensitive to state features, which are often designed man-
ually based on raw environment inputs. However manual feature design
requires tremendous efforts from domain experts. If important state
features were overlooked, the learning performance could be seriously
affected.

Many researches have considered to automate the feature learning pro-
cess [165, 57, 234] by optimizing/learning a parametric feature base func-
tions (e.g., Radial Basis Function (RBF) Network [165]). However, these
methods aim to accurately approximate the value function of given poli-
cies without attempting to learn effective policies. Some evolutionary ap-
proaches, such as NeuroEvolution of Augmenting Topology (NEAT) [206]
and Hypercube-based NEAT (Hyper-NEAT) [205], search directly in the
policy space by treating each policy represented as an NN as an action
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selector. In such a setting, the state inputs are used directly by NNs to
produce action outputs. Hence the feature learning process is mingled
with the policy search process. However, these methods may completely
fail on large-scale problems as reported in [90, 152].

In this thesis, we have shown how the issues mentioned above can be
solved by seamlessly integrating NeuroEvolution based feature learning
with PGS based policy learning. First, unlike other methods that mingled
feature and policy learning into a single process, the proposed NEAT+PGS
scheme realizes a clear separation between the two processes to avert
interferences while learning them together. In our design, a fixed pre-
trained policy is used for evaluating the NNs evolved by NEAT for ex-
tracting useful features. Afterward, the extracted good features are used
to further search good policies with the help of PGS algorithms. Sec-
ond, only a single policy is required to be retained and be improved
across consecutive learning stages via PGS, and hence the number of
training samples is significantly reduced. Lastly, NEAT+PGS provides
a general scheme to accommodate various cutting-edge PGS algorithms
such as TRPO, Policy learning by weighting exploration with the returns
(POWER) [117] and Advantage Actor-Critic (A2C) [56].

The proposed algorithms have been evaluated on two types of problems,
1) control problems including Cart Pole and Mountain Car, and 2) Ram-
based Atari game playing tasks including Asteroids, Breakout, Freeway,
Seaquest, SpaceInvaders, and TimePilot. The evaluation results have con-
firmed the generalities, sample efficiency, and effectiveness, of the pro-
posed algorithms. Besides, the results of a specially designed experiment
have confirmed that the state features evolved from one task can be trans-
ferred to further facilitate the PGS algorithm in another similar but differ-
ent task.

With the development of NEAT+RAC and NEAT+PGS, we can summa-
rize our contribution to the literature from two aspects. First, we have
developed a novel NE based feature learning technique to construct a
new learning scheme that can improve the effectiveness of various PGS
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algorithms. Second, with the newly developed learning scheme, we have,
for the first time, proposed to clearly separate the feature learning from
the policy learning to enable effective knowledge sharing among multiple
agents in parallel for effective RL.

Part of the contribution is evidenced in three conference publications:

- Y. Peng, G. Chen, S. Holdaway, Y. Mei, and M. Zhang. “Auto-
mated State Feature Learning for Actor-Critic Reinforcement Learn-
ing through NEAT,” in The Genetic and Evolutionary Computation Con-
ference (GECCO Companion 2017), 2017.

- Y. Peng, G. Chen, M. Zhang, and Y. Mei. “Effective Policy Gradient
Search for Reinforcement Learning through NEAT based Feature Ex-
traction,” in Simulated Evolution and Learning - 11th International Con-
ference (SEAL 2017), 2017.

- Y. Peng, G. Chen, H. Singh, and M. Zhang. “NEAT for Large-Scale
Reinforcement Learning through Evolutionary Feature Learning and
Policy Gradient Search,” in The Genetic and Evolutionary Computation
Conference (GECCO 2018), 2018.

1.5 Organization of Thesis

The remainder of the thesis is structured as follows. Chapter 2 provides a lit-
erature survey on the background of RL and followed by a discussion of re-
lated works to motivate the research of the thesis. In Chapters 3-6, the primary
contributions of this thesis are presented, which correspond to each research
contribution stated above. The thesis concludes and proposes future research
directions in Chapter 8.

Chapter 2 presents a general background review for RL and a discussion on
related works to motivate the research of the thesis. It first introduces three fun-
damental ML paradigms, i.e., Supervised Learning (SL), Unsupervised Learn-
ing (UL) and Reinforcement Learning (RL). The main focus is to introduce the
RL framework with formal descriptions of the RL problem. Next, it describes
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the essential techniques used in the thesis, including Evolutionary Computa-
tion (EC) with focus on NeuroEvolution (NE), Transfer Learning (TL) and Fea-
ture Learning (FL). Then it proceeds to a discussion on different approaches
to solving RL problems, mainly it discusses related works with respect to each
research objective introduced in Section 1.3 to support the motivations of the
thesis.

Chapter 4 proposes a new effective policy gradient search framework by
applying the primal-dual sub-gradient approximation based optimization. It
firstly discusses the issues that may be brought by traditional policy gradient
learning which occur in the sophisticated primal problem space. Then it pro-
poses a new learning scheme where a complex primal problem can be con-
verted to a simpler dual problem via the primal-dual sub-gradient approxi-
mate technique. In such dual space, more effective gradient updates can be
achieved. Following the learning scheme, three new PGS algorithms are de-
veloped, i.e., Dual-RAC, Dual-NACA, and Dual-NACF, from the three existing
PGS algorithms including RAC, NACA, and NACF. The proposed three new
algorithms are examined on two benchmark problems in comparison to RAC,
NACA, NACF and two state-of-the-art algorithms, i.e., Augmented Random
Search (ARS) and an adapted PPO algorithm with linear policy. Additionally,
the chapter provides theoretical analysis to analyze the convergence of all pro-
posed algorithms.

Chapter 5 proposes a new evolutionary deep policy optimization algorithm
that achieves state-of-the-art performance in terms of time efficiency, sample
complexity, and learning effectiveness. The chapter firstly discusses cutting-
edge research on DRL and the positions of evolutionary algorithms in the do-
main. Then it proposes a proximal evolutionary strategy algorithm to fulfill
the potential of EAs to achieve competitive performance in terms of both ef-
fectiveness and sample efficiency in comparison to several state-of-the-art DRL
algorithms such as PPO, TRPO, and ACKTR. This is achieved by incorporating
three new improvements: a CMA-ES based layer-wised training for improving
time efficiency, a proximal performance lower bound based surrogate model
for improving sample complexity, and a gradient-based local search method
to further boost learning effectiveness. PES is examined on nine continuous
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benchmark problems with comparisons to three cutting-edge PGS algorithms.
Chapter 6 proposes new policy gradient search algorithms by improving the

reliability of value function learning and generalizing approximation for com-
patible function. The chapter introduces the actor-critic scheme for policy gra-
dient search. Next, it highlights the fact that the effectiveness of policy learning
relies heavily on reliable and accurate value function learning. Driven by the
understanding, the chapter develops two complementary algorithms with two
improvements. One algorithm aims to enhance the reliability of value func-
tion learning with the help of a Sandpile model. The other algorithm targets to
generalize the compatible function condition to obtain a flexible family of new
compatible functions to improve the accuracy of policy gradient estimations
eventually. The two algorithms are all derived from the RAC algorithm and are
evaluated on two benchmark control problems. Experimental results show the
significant improvement in the effectiveness of the two proposed algorithms
compared to RAC, and more importantly, shed new light on how to enhance
policy learning through reliable and accurate learning of value functions.

Chapter 7 proposes a new policy gradient learning scheme, in which auto-
mated feature learning via NEAT is seamlessly integrated with various effective
policy gradient search algorithms. The chapter emphasizes on the importance
of feature learning for effective RL. Driven by the main research goal, it de-
velops a NEAT based three-stage learning scheme for effective feature learning,
which can be seamlessly integrated with different cutting-edge PGS algorithms.
The learning scheme has been deployed onto one classical PGS algorithm, i.e.,
RAC, and three state-of-the-art PGS algorithms including TRPO, PoWER, and
A2C. Our experimental results show that the proposed algorithms outperform
NEAT and the four PGS algorithms on six benchmark Atari games.

Chapter 8 gives a summary of all works proposed in this thesis and con-
cludes the thesis. The discussions are around the contributions of the thesis.
Also, possible future research opportunities are presented.
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Chapter 2

Literature Review

The chapter presents the research background of the thesis and followed by
a discussion of related works that supports the motivations of the thesis. It
starts with a general introduction across different machine learning paradigms
in Section 2.1.1 including Supervised Learning (SL) , Unsupervised Learning
(UL), and Reinforcement Learning (RL), with a strong focus on the reinforce-
ment learning framework by introducing the formal description of the problem
in Section 2.1.2. Following that, the chapter discusses the background knowl-
edge about Evolutionary Computation (EC) including particularly NeuroEvo-
lution (NE) in Section 2.1.3, Transfer Learning (TL) in Section ?? and Feature
Learning (FL) in Section 2.1.4. The chapter then proceeds to discuss different
approaches to solving RL problems in Section 2.2. Subsequently, it discusses re-
lated works in Section 2.3 with respect to the four research objectives introduced
in Section 1.3 to motivate the research works reported in the thesis. To the end,
the chapter summarizes the discussions on related works in Section 2.4 to make
connections to the subsequent contribution chapters (i.e., Chapters 3-6).

23
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2.1 Background

2.1.1 Machine Learning

In the recent years, Machine Learning (ML) has become one of main driv-
ing forces of modern technology, which significantly changes our daily life
with massive useful applications from providing intellectual recommendations
of movies for your tastes [6] to defeating human-beings in the difficult GO
game [199]. Owing to the enormous economic and research potential, ML has
gained more and more popularity not only among industrial practitioners but
also among academic researchers.

A typical ML system is expected to optimize some performance measure-
ment for some task by learning from example data or past experiences [3, 153].
According to Mitchel [153], a formal definition of ML is given below:

“computer program is said to learn from experience E with respect to
some class of tasks T and performance measure P, if its performance
at tasks in T, as measured by P, improves with experience E”

Generally, ML systems can be classified into three broad paradigms accord-
ing to whether or not there are supervisors involved [153]. The paradigms
are Supervised Learning (SL), Unsupervised Learning (UL), and Reinforcement
Learning (RL) [153], which are introduced below respectively.

Supervised Learning

An SL system is to learn from examples containing desired outputs (i.e., labels)
provided by a supervisor [153, 3, 22]. The goal is to find a mapping relationship
from inputs to outputs that can be generalized to unseen inputs to make correct
predictions on unseen inputs. Two typical SL tasks are Classification and Re-
gression. In classification tasks, the learning system is given a set of instances
(i.e., input and output pairs) and is expected to learn a model that can make
predictions on categorical membership of each instance [153, 3, 22]. The spam
filter is a typical example of classification task where the agent is trained to clas-
sify new emails to spam or ham [67]. A regression learning agent is to predict
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a target numeric value based on the given inputs [153, 3, 22]. House pricing
prediction for a specific area based on historical data with many features, such
as neighborhood, location, number of bathrooms, etc., is a good example of re-
gression [67].

Unsupervised Learning

A typical UL system is supplied with solely input data without any desired
outputs pre-determined by human supervisors [153, 3, 22]. UL aims to find reg-
ularities, for instance, regular patterns that occur more often than others, from
the input data. Typical UL methods include Clustering and Association Rule
Learning. Clustering is such a task of finding clusters or groupings within the
given input. Association Rule Learning is a task to discover associated relations
or patterns between feature within the input data. A typical example of UL is to
apply a clustering algorithm to detect groups of similar visitors to a particular
website, where none of group information is given to the algorithm and it finds
connections by itself [67].

Reinforcement Learning

An RL system takes observations from the environment that it interacts with
as inputs, and then produces a sequence of actions as outputs to be performed
in the environment. Meanwhile, it receives instant rewards from the environ-
ment. Its goal is to find a policy that can generate a series of correlated actions
that can enable the RL system to obtain the maximum total rewards. In this
scenario, there is no guidance of supervisors involved. RL is further discussed
in Section 2.1.2 below.

2.1.2 Reinforcement Learning

Reinforcement Learning is defined as a process where actions are drawn by an
agent via its iterative interactions with an unknown environment [153, 3, 22,
212]. The environment provides responsive feedbacks (i.e., reward) to the ac-
tions it receives from the agent. The agent learns from the interactions with the
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environment in order to maximize the long-term pay-off. Fig. 2.1 illustrates the
typical RL problem [212], which can be formally modeled as a Markov Decision
Process (MDP) (see Section 2.1.2)

Agent

Environment

s
(state/observation)

a
(action/decision)

r
(reward/feedback)

t t t

st+1

rt+1

Figure 2.1: A Reinforcement Learning problem is formally modeled as an MDP,
drawn based on Figure 3.1 in [212].

Markov Decision Process

An MDP [136, 212, 153, 236, 148, 185, 218] is modeled as a 5-tuple discrete-time
process at a discrete time interval, namely 〈S,A,P ,R, γ〉, in which:

• S is a state space, where ~st ∈ S is an observed state at time step t, and
n ∈ N.

– For the continuous case, the state space is an uncountable set, such
that S ⊆ Rn.

– For the discrete case, the state space is a countable non-empty set
containing all possible state.

• A is an action space. For any state ~s ∈ S , we have at ∈ A(~st) which
represents the action taken by the agent at time step t.

– For the continuous case, the action space is an uncountable set, such
that A(~s) ⊆ R.
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– For the discrete case, the action space is a countable non-empty set
containing all available action for the given state.

• P is a transition function defined as,

P : S ×A× S → [0, 1], (2.1)

where P(~st, at, ~st+1) denotes Pr(~st+1|~st, at), i.e., a transition probability
from a state ~st taking an action at to a state ~st+1.

• R is a reward function defined as,

R : S ×A× S → R, (2.2)

where R(~st, at, ~st+1) denotes the immediate reward distribution, and r is
used to represent an immediate scalar reward sampled from the reward
distribution, i.e., rt+1 ∼ R(~st, at, ~st+1).

• γ ∈ [0, 1) is a discounted factor used for decaying the future reward.

The MDP model must satisfy the Markov Property below,

Pr(~st+1|~st, at, ~st−1, at−1, . . . , ~s0, a0) = Pr(~st+1|~st, at) = P(~st, at, ~st+1). (2.3)

According to (2.3), the probability of transiting to state ~st+1 only depends
on the action at taken in the state ~st, which does not depend on any previous
actions and states. The property implies that when the agent makes a decision
of performing the action at at the state ~st, it only needs to consider the current
state ~st without looking back to the historyHt = {~s0, a0, . . . , ~st−1, at−1}.

Foundational Concepts of Reinforcement Learning

By learning from its interactions with an unknown MDP, an RL agent attempts
to find an optimal policy, which guides the agent to obtain the maximum long-
term pay-off [212, 136, 236]. To better understand RL, we next introduce several
fundamental concepts in RL, including state features, value function, policy and
the optimality criteria respectively.
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State Feature. In RL, state features usually refer to high-level representations
of the raw state input (e.g. sensory input in a pole balancing control problem)
that will be used by an RL system to effectively learn its policy [212]. In RL
systems, it is beneficial to use such high-level representations because of two
reasons. First, it maps the raw inputs to a high-level feature space where the
relationships among attributes of the input may be extracted to promote the re-
inforcement learning [212, 234]. Second, carefully designed features can contain
prior domain knowledge, which can be essential to improve the effectiveness of
the RL system [212, 234, 70].

The extraction of state features is achieved through basis functions [218],
which can be defined as,

~φ(~s) = [~φ1(~s), . . . , φm(~s)], (2.4)

where ~φi ∈ R for i = 1, . . . ,m, and m is the dimension for the state features. For
a given state space S, one can construct the state features ~φ(~s) where ~s ∈ S by
using many different means, for example, discretization [212], tile coding [212],
Radial Basis Function (RBF) networks [92], Neural Networks (NNs) [212], and
so forth.

Value Function. For one specific state, Value Function (VF) specifies the ex-
pected long-term pay-off 1 that can be obtained by the agent in the future upon
starting its journey from any given state. It indicates the long-term desirability
of the state if the agent starts from the state following a specific policy, which
helps the agent make and evaluate decisions. However, the value function can-
not often be analytically determined. As a matter of fact, to achieve efficient
and precise estimation of value function brings a great many of challenges to
practical reinforcement learning.

Formally, value functions are defined as functions mapping states or state-
action pairs to the expected long-term pay-off when following a particular pol-
icy. There are two types of value functions, i.e., the state value function V π

1The expected long-term pay-off also refers to the expected total rewards, and are often used
interchangeably in the literature.
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(see (2.5)) and the action value function Qπ (see (2.6)). The state value function is
defined as below,

V π(~s) = J (π)

= IE[
∑∞

t=0 γ
trt+1|~s0 = ~s, π],

(2.5)

where ~s0 represents the starting state arbitrarily initialized by any state ~s ∈ S.
This equation means that, the expected long-term pay-off is V π(~s) whenever an
agent starts from any state ~s ∈ S under a specific policy π.

Also, we can have the action value function defined as,

Qπ(~s, a) = IE[
∑∞

t=0 γ
trt+1|~s0 = ~s, a0 = a, π]. (2.6)

Different from the state value function in (2.5), the action value function in (2.6)
indicates that, the expected long-term pay-off Qπ(~s, a) is given when initiating
from any state ~s ∈ S and taking an action a ∈ A(~s), thereafter following the
policy π. The relationship between V π and Qπ is given below,

V π(~s) =

∫
a∈A(~s)

π(a|~s)Qπ(~s, a)da. (2.7)

Intuitively, the optimal value function is,

V ∗(~s) = max
π

V π(~s). (2.8)

Thus, we can obtain the optimal policy as,

π∗ = argmax
π

V π(~s). (2.9)

Policy. A Policy is a core concept of RL. Formally, the policy is a function out-
putting an action a ∈ A(~s) for each state ~s ∈ S [212, 236]. There are two types
of policy, i.e., deterministic and stochastic.

The deterministic policy is formulated as,

π : S → A. (2.10)

On the other hand, the stochastic policy 2 is formulated as,

π : S ×A → [0, 1], (2.11)
2Note that, a stochastic policy no longer outputs actions but probabilities of choosing actions

at the state.
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where π(a|~s) ≥ 0 and ∀~s,
∫
a∈A(~s)

π(a|~s)da = 1.

The stochastic policy in (2.11) actually defines a distribution over all possible
actions in a given state. Such a definition gives us a flexibility to consider both
stochastic and deterministic policies. There, we will only use the definition of
the stochastic policy in (2.11) throughout the thesis.

Optimality Criterion. In RL, the optimality criterion model is derived from
the expected long-term pay-off while the agent follows a particular policy [212,
236, 218]. Two common optimality model are the infinite horizon discounted re-
ward model and the average reward model. The former model is formulated as,

J (π) = lim
h→∞

IE[
1

h

h∑
t=0

rt+1|π], (2.12)

and the latter model is,

J (π) = IE[
∞∑
t=0

γtrt+1|π]. (2.13)

In this thesis, we employ the infinite horizon discounted model, as it is more
commonly studied in the literature [212]. In this model, later rewards are dis-
counted more than earlier rewards. Moreover, the discount factor γ determines
that only finite long-term pay-off by the agent even in an infinite horizon. Note
that, when γ = 0, it means that the agent only concerns about immediate re-
wards.

In summary, the goal of an RL agent is to learn a policy π that maximizes the
expected long-term pay-off J . Such a policy is said to be optimal. Thus, we can
have the optimal policy as,

π∗ = argmaxπ J (π)

= argmaxπ IE[
∑∞

t=0 γ
trt+1|π].

(2.14)

Note that, if the RL problem satisfies the Markov Property in (2.3), there will
exist at least one deterministic optimal policy.
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2.1.3 Evolutionary Computation

In this subsection, we start with a general introduction to EC concerning its
applicability to RL, then proceed to briefly introduce several conventional EC
techniques including Evolutionary Algorithms (EA), Swarm Intelligence (SI),
and NeuroEvolution (NE). This subsection mainly focuses on the basic ideas
and techniques of NE. Also the relevant research of using NE for RL will be
discussed in detail in Section 2.2.6.

Evolutionary Computation

Evolutionary Computation (EC) is a family of computational algorithms in-
spired by biological evolution principles, which is widely used as optimization
or search techniques [244, 64]. Typical EC techniques can be generally cate-
gorized as Evolutionary Algorithms (EAs), Swarm Intelligence (SI), and others
such as NeuroEvolution (NE), which are briefly discussed below. Particularly,
Evolutionary Strategies and NeuroEvolution, as the main EC techniques used
in this thesis, are discussed with more details.

Evolutionary Algorithms

Evolutionary Algorithms are methods of conducting a stochastic search for a
near-optimal solution to a given problem [64, 7]. The search process generally
consists of several key components, including solution representation (chromo-
some encoding), fitness function, population initialization, selection operators,
and reproduction operators (recombination and mutation). A typical EA starts
by initializing a group of encoded solution individuals as an initial population.
Afterward, based on the evaluation of each individual by the fitness function,
the EA utilizes selection and reproduction operations to produce a new pop-
ulation of individuals for the next generation. The process repeats for many
generations until a near-optimal solution is located. Here, we briefly discuss
three important EAs, including Genetic Algorithm (GA) [7], Genetic Program-
ming (GP) [128], and Evolutionary Strategies (ES) [13].
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Genetic Algorithms. Genetic algorithms (GAs) [7] are one of the earliest algo-
rithms developed to mimic biological systems. The search process of GAs is
based on natural selection (i.e., the principle of biological evolution). Each indi-
vidual in standard GAs is expressed as a genotype encoded by a fixed length of
bits (bit-strings) or floating points. During the evolution process, GAs repeat-
edly adapts the population of individuals, which makes the entire population
evolve towards an optimal solution. The main operators in GAs are (1) selec-
tion operator that decides which individuals to survive to the next generation,
(2) recombination operator that combines selected parents to produce offspring
for the next generation, and (3) mutation operator that introduces new varia-
tions into an existing individual for the next generation. Although GAs, as a
global search mechanism, may less likely be trapped by local optima compared
to gradient descent methods, it can often be very computationally expensive
especially when individuals are encoded as large dimensional bit-strings [64].

Genetic Programming. Genetic programming (GP) [128] encodes computer
programs as a set of variable-length genes, and then evolves them via EAs such
as GAs. Each individual in GP is a computer program. For every generation,
each individual is directly evaluated based on a specific problem domain to
determine its fitness for that program. One advantage of GP is that the solu-
tions evolved by itself are interpretable, unlike other oracles such as Neural
Networks. However, the computational cost of using GP is often high [64].

Evolutionary Strategy. Evolution Strategies (ESs), different from GAs or GP,
consider both genotypic and phenotypic evolution 3, which is considered a spe-
cialization of EAs [13, 64, 179]. Thus, ES repeats a similar evolutionary process
as a typical EA to produce new individuals repeatedly by adopting selection,
recombination and mutation operators. However, ESs are distinguished in two
key design principles, namely Unbiasedness and self-adaptive control of strategy
parameters [85, 88].

3A genotypes refers to the genetic composition of an individual inherited from its parents,
whereas a phenotype is the expressed behavioral traits of an individual in a specific environ-
ment.
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• Unbiasedness: In ESs, new information introduced by mutation or recombi-
nation to individuals are unbiased, but selection may bias the information
towards the direction of better fitness. Such bias can lead to premature
convergence, which can be addressed by adopting fitness independent re-
combination and environmental selection that are expected to be unbiased
operators [85, 88]. By doing so, ESs can achieve maximum exploration to-
gether with unbiasedness.

• Self-adaptive control of strategy parameters: In ESs, each individual is en-
coded with decision parameters as well as strategy parameters such as
step size [13]. Thus, these strategy parameters (e.g., step size) are self-
adapted so as to achieve most effective search along each possible direc-
tion.

Covariance Matrix Adaptation Evolutionary Strategy (CMA-ES)

Covariance Matrix Adaptation Evolutionary Strategy (CMA-ES) is a notable
member of the family of ES algorithms. It is a purposefully designed stochas-
tic search method for continuous optimization of non-linear and non-convex
functions [88]. In CMA-ES, it adapts the covariance matrix to learn a second-
oder model of the underlying objective function similar to the approximation of
the inverse Hessian matrix in the Quasi-Newton method in classical optimiza-
tion [88, 86]. Thus, CMA-ES has been widely shown to be more effective in con-
trast to many first-order gradient descent methods as well as other EAs [86, 88].

CMA-ES is implemented in four steps. First, CMA-ES samples a population
of new individuals from a multivariate normal distribution. For each generation
g = 0, 1, 2, . . . , this step is defined as,

~xg+1
k ∼ ~mg + σgN (~0, ~Cg), (2.15)

where N (~0, ~Cg) is the multivariate normal distribution with zero mean and co-
variance matrix ~Cg, ~xg+1

k denotes the k-th individuals of the generation g + 1,
~mg and σg represent the mean of search distribution and step-size at generation
g respectively. Second, it selects µ < λ out of λ individuals by truncated se-
lection, and then recombines these individuals with crossover (e.g., weighted
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intermediate recombination). This step can be represented as,

~mg+1 ∼ ~mg + cm
∑
i=1

µωi(~x
g+1
i:λ − ~mg), (2.16)

where cm ≤ 1 is a learning rate usually set to 1. Third, it updates the covariance
matrix C by different means, such as estimating it from scratch, rank-µ-update,
rank-one-update, and combining rank-µ-update and cumulation method. The
last option is generally adopted in literature, which can represented as,

~Cg+1 = (1− c1 − cµ
∑

ωj)~C
g + c1p

g+1
c pg+1T

c + cµ

λ∑
i=1

ωi~y
g+1
i:λ (~yg+1T

i:λ ) (2.17)

where c1 ≈ 2
n2 , cµ ≈ min( µ

n2 , 1 − c1), yg+1
i:λ =

~xg+1
i:λ −~m

g

σg
,
∑
ωj =

∑λ
i=1 ωi ≈ −c1

cµ
, pg+1

c

is the evolution path 4 that reintroduces the sign information. Fourth, CMA-ES
also explicitly increases or decreases of the scale for covariance matrix adapta-
tion by tweaking the overall step size σ. Additionally, the step size is adapted
according to (2.18) below,

σg+1 = σge
cσ
dσ

(
||pg+1
σ ||

IE||N (~0,~I)||
−1

)
(2.18)

where pgσ is the evolution path for σ.

Swarm Intelligence

Swarm intelligence (SI) is the collective intelligence of using decentralized con-
trol and self-organization [114]. Typical SI systems consists of a population of
simple individuals interacting with each other and their environment, they aim
to optimize global objectives through collaborative search of the space. There
is no centralized control structure to regulate the behaviors of each individual.
These individuals follow simple rules to interact and move towards a center
of mass in the population on important dimensions with a general stochastic
(or chaotic) tendency. Such interaction leads to an “intelligent” global search
behavior that converges to an optimum [114]. Two main techniques in swarm
intelligence are Particle Swarm Optimization (PSO) [115] and Ant Colony Opti-
mization [58].

4The evolution path accumulates historical search directions in successive generations and
acts as a momentum to guide the search [134].
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NeuroEvolution

Inspired by the evolution of a biological nervous system in nature, NeuroEvo-
lution (NE) is an important EC technique where EAs are applied to directly con-
struct/evolve artificial Neural Networks (NNs) [243]. In NE, each individual is
represented as an NN, and the algorithm tries to evolve a population of NNs
with varied weights and topologies. In each generation of NE, each network
is evaluated on a given problem. Based on the results of the evaluation, the
best performing networks are selected via different selection methods, such as
rank-based selection, roulette wheel selection, or tournament selection [243, 64].
Afterward, these selected networks are used to reproduce new networks for the
next generation via crossover and mutation.

While solving an RL problem, individual NNs evolved by a NeuroEvolution
algorithm represents a policy where the input nodes correspond to raw state
inputs or state features, and the output nodes are either actions or the proba-
bility of selecting each action. Each policy is evaluated by conducting multiple
roll-outs in a given MDP, and its fitness is determined by the average total re-
wards observed from the roll-outs. Two typical examples of NeuroEvolution
algorithms are NeuroEvolution of Augmenting Topology (NEAT) [206] and its
variation Hypercube-based NEAT [205], which are introduced below.

NeuroEvolution of Augmenting Topology (NEAT). NEAT is an evolutionary
approach towards learning flexible NNs for various machine learning problems
including RL [207]. It has gained prominent successes on classic RL tasks such
as double pole balancing [206] and robotic control [208]. In comparison to other
Neural Evolution methods, NEAT possesses the following technical strengths:

• Topology evolution: NEAT starts with a population of simplest networks
where no hidden neurons or connections are given. The topology is in-
crementally augmented via two mutation operators, adding nodes and
adding links. In this way, NEAT tends to find an NN with a minimum
number of weights and a suitably complex topology for a given problem.

• Innovation number: NEAT encodes its genome (i.e., an NN) in a direct way
where a group of connection genes defines each genome. Each connection
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gene is specified by one in-node gene, one out-node gene, the weight of
the connection, an enable indicator that determines whether the connec-
tion gene is expressed and an innovation number that helps identify cor-
responding genes for crossover. By using the simple innovation number,
the crossover operation can be efficiently performed without expensive
comparisons on topological similarities across different NNs.

• Speciation: NEAT also speciates its population so that an individual mainly
competes within its speciation rather than within the entire population.
In doing so, NEAT can prevent any topological innovations generated by
individuals within their niches from being overridden by other niches of
the population.

Hypercube-based NEAT. The Hypercube-based NEAT (HyperNEAT) was in-
troduced by Stanley et.al [205] to extend NEAT by using indirect encodings for
NNs. It is based on compositional pattern producing networks (CPPNs), which
are networks used to describes complex patterns such as images. The CPPN
can also be evolved by NEAT to address problems with complex input such as
image-based tasks. In this thesis, we focus more on NEAT over HyperNEAT
because of two reasons. First, HyperNEAT is more suitable for problems where
geometric knowledge is important [205], which are not typical settings of RL
problems. Second, HyperNEAT actually suffer from the “fractured” problems 5

severer than NEAT on some complicated problems as reported in [140, 118].

2.1.4 Feature Learning

The performance of almost all ML methods heavily relies on how the features
(i.e., data representation) are constructed. Traditionally, to properly represent
the data for effective ML, task related features must be carefully designed via
feature engineering with the support of knowledgeable domain experts [26].

5In a “Fractured” problem, the correct decision for the agent changes abruptly and often
rather than slowly and continuously, when the agent transits between states [140, 118]. Thus,
the agent may perform ineffectively in such problems.
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Despite the usefulness of feature engineering, it is still labor intensive. To ad-
dress this, Feature Learning (FL) is a way that can automatically learn general
features from the data so as to effectively extract useful information for ML
tasks.

It is also imperative to learn useful features for RL algorithms [212]. A
known limitation for raw state input (i.e., linear feature) is that it does not take
correlations among different state input dimensions into consideration which
sometimes are very useful for effective learning [212]. For example, in Cart-
Pole problem, it is difficult to judge the goodness of high angular velocity (i.e.,
the fourth dimension of the raw state input) since it depends closely on the an-
gle (the third dimension of the raw state input). If the angle is large, then high
angular velocity indicates a dangerous situation where the pole is falling.

In RL, there are many methods developed to learn/extract features from
raw state input, which can be generally categorized as four different ways. One
common approach is to use supervised learning techniques to learn basis func-
tions, such as [70, 109]. The second common approach is to apply traditional
unsupervised learning techniques to construct features before applying any RL
methods [127]. The third approach to directly apply NeuroEvolution to evolve
NNs that combine feature extraction and action selection together in the form
of high-performing policies [206]. The final approach, which is very popular re-
cently, is to combine deep learning with reinforcement learning autonomously
extract high-level features from raw state inputs, such as [81, 117, 132].

2.2 Reinforcement Learning Methods

In this section, we will focus on technical aspects of different methods for solv-
ing the difficult RL problems which are closely related to the thesis. The chapter
starts from a general taxonomy of RL methods, then proceeds to describe tech-
nical details of each method. It finally discusses several methods for feature
learning to improve the effectiveness of RL algorithms.
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2.2.1 Reinforcement Learning Methods Taxonomy

In literature, a massive number of algorithms have been proposed to address
the RL problem. In a broad sense, they can be simply separated into two ma-
jor categories, i.e., value function indirect search (VIS) and policy direct search
(PDS). VIS aims at learning directly the expected long-term pay-off by following
the optimal policy. Once the value function is determined, RL agent can select
actions under the guidance of the learned value function (without explicit rep-
resentation of the optimal policy). On the other hand, in PDS methods, policies
are explicitly represented and agents search directly in the space of policy rep-
resentations. We will introduce the two categories of methods respectively in
the following subsections.

2.2.2 Value Function Indirect Search

VIS [212, 195, 211, 231, 184, 213] is designed to find an optimal policy by indi-
rectly searching the optimal value function first, and then obtaining the optimal
policy from that optimal value function6 (see (2.8)) [236, 195]. However, value
function is often approximated since it is infeasible to determine it analytically.

In literature, there are three common ways to learn value functions based on
three different representations [212], i.e., tabular value function methods, linear
combination based value function approximation methods and neural network
based value function approximation. Tabular value function methods are the
simplest form to approximate value functions, where value functions are repre-
sented as arrays or tables [212]. These methods often give exactly the optimal
value function and the optimal policy, which contrasts to the other two approx-
imation ways where only approximated solutions can be found. However, tab-
ular methods assume the state and action spaces are sufficiently small (finite
MDP) to be represented as tables, which are impractical in reality 7 [236, 234].
To cope with this issue, one can represent value functions through parametric

6Note that VIS assumes that a greedy policy is always deployed, so if the value function is
optimal (i.e., the maximum long-term pay-off), then the policy will also be optimal.

7Due to its simplicity and unpopularity, we do not cover any technical details about these
tabular methods in the thesis. The technical details can be found in [212]
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functions (a.k.a, function approximation) [212, 236, 218]. Commonly, two types
of parameterization can be applied, linear or nonlinear, which will be detailed
in Subsection 2.2.2 and Subsection 2.2.2 respectively.

Figure 2.2 illustrates a general architecture followed by most VIS algorithms.
The value functions V π or Qπ are learned via an iterative process. When the
algorithm converges, the V π or Qπ is expected to closely approximate V ∗ or Q∗,
i.e., the optimal value functions are obtained. Then, the optimal policy π∗ can
be extracted from the optimal value functions.

Initialization 
(Policy Parameters)

Agent-Environment 
Interaction

Value Functions 
Update

(on-policy/off-policy)
Converge?

No

Optimal Value 
Functions

Yes Optimal Policy

Figure 2.2: Value Function Indirect Search Framework, drawn based on Figure
3 in [193].

Linear Value Function Approximation Methods

A linear parametric value function Ṽ π(~s) (i.e., linear state features explained in
Subsection 2.1.2) is defined as,

V π(~s) ≈ Ṽ π
υ (~s) = υπT · ~φ(~s), (2.19)

where υπ ∈ Υ ⊆ Rm represents the value function parameter vectors, and ~φ(~s) is
the m-dimensional state features (explained below). The linear value function
representation Ṽ π(~s) is linear to its parameters υπ, but its state features ~φ(~s)

may be nonlinear. The usefulness of linear value function representation relies
largely on the choices of proper state features [212, 218, 70, 246, 150].

Temporal Difference (λ). The TD(λ) algorithm is frequently utilized to learn
state value functions (represented in a tabular form). “Eligibility Trace” [212] is
integrated in the algorithm, which works as temporary records for the occur-
rence of events, such as visiting a state or taking an action. More specifically,
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the trace decides the eligibility of events for the undergoing learning process by
λ, hence only eligible records can be given temporal credits. When λ = 0, the
credit will only be given to last state ~st−1. On the other hand, when λ = 1, it
means all visited states will be credited.

Q-learning and State-Action-Reward-State-Action (SARSA). Different from
TD(λ), Q-Learning [231] and SARSA [184] are designed to learn the action value
function Qπ. The difference between Q-Learning and SARSA is that, the former
is off-policy and the latter is on-policy.

Off-policy Q-learning can directly learn the Q function of the optimal policy.
This is achieved by following the updating rule below at any time step t,

Qπ(~st, at)← Qπ(~st, at) + α[rt+1 + γmax
at+1

Qπ(~st+1, at+1)−Qπ(~st, at)]. (2.20)

On the other hand, on-policy SARSA is developed to learn the Q-function of
a specific policy known to the RL system. The corresponding updating rule at
any time step t is given below,

Qπ(~st, at)← Qπ(~st, at) + α[rt+1 + γQπ(~st+1, at+1)−Qπ(~st, at)]. (2.21)

The algorithms discussed above are the most representative VIS methods
only support tabular representation of value functions. In fact, many practical
problems require not only continuous state space but also continuous action
space, but these mentioned algorithms all appear to be incompetent. Next, we
will discuss an algorithm that enables traditional TD learning to handle contin-
uous problems, which is called Gradient Temporal-Difference (GTD) algorithm.

Gradient Temporal Difference Learning. Unlike other TD algorithms, GTD
uses the objective function as L2 form of the following vector:

J (~υ) = IE[δ~φ]T IE[δ~φ] (2.22)

where δ is the TD error defined in (2.38) and ~φ is the state feature vector defined
in (2.4). Its minimum value of 0 can be achieved when IE[δ~φ] = 0. Also, the
gradient of the objective function is,

∇~υJ (~υ) = −2IE[~φ(~φ− γ~φ′)T ]T IE[δ~φ] (2.23)
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Following this, GTD forms the matrixA = IE[~φ(~φ−γ~φ′)T ] and it can be estimated
from t samples as,

At =
1

k

t∑
i=1

~φi(~φi − γ ~φi
′
)T . (2.24)

Accordingly, we can have the value function parameter updating rule:

~υt+1 = ~υt + αtA
T
t δt

~φt. (2.25)

Neural Networks based Value Function Approximation Methods

In ML domain, NNs are widely utilized to approximate nonlinear value func-
tions. There are many value function approximation methods that have
adopted NN as representations for value function [212]. Based on the difference
of training methods, these NN based Value Function Approximation methods
can be divided into two groups, namely Back-Propagation training based meth-
ods and NeuroEvolution based methods.

Figure 2.3 shows a generic feed-forward NN 8. As can be seen from the fig-
ure, the network consists of one output layer with two output neurons, two
hidden layers with eight hidden neurons, and one input layer with four input
neurons. In addition, weights (real values) are assigned to each link which are
the core of a network.

Back-Propagation Training based Value Function Approximation. One of the
most successful algorithms to train NNs is the back-propagation algorithm,
which enables both forward and backward passes through the network. In one
forward pass, signals from inputs nodes are passed layer by layer to the out-
put nodes, meanwhile they are computed with weights along connections and
are activated by the activation functions of hidden nodes. After each forward
pass, a backward pass starts by computing the error from the output, and then
proceeds to distribute the obtained error back to input nodes by computing par-

8In this thesis, we are only interested in feed-forward networks, because generally recurrent
networks are used for solving partially observable MDP which is out of our research scope.
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Figure 2.3: A generic feed-forward NN with four input units, two output units,
and two hidden layers, adapted from Figure 9.14 [212].

tial derivatives of weights with respect to the error. In this way, an NN can be
trained towards the direction of error decrease.

With recent advancements in training deep structured NNs via back-
propagation (i.e., Deep Learning (DL)), NNs have become the most promising
function approximators for RL algorithms to solve challenging problems [212].
The use of Deep NNs (DNNs) in RL gives rise to many cutting-edge Deep
Reinforcement Learning (DRL) algorithms [189, 191, 229, 240], meanwhile has
shown many impressive results on solving very difficult problems such as play-
ing Atari games [12]. Note that, DNNs can be used not only to approximate
value functions, but also policy as well. In this subsection, we only focus on
those algorithms using DNNs for value function approximation, and deep pol-
icy search methods are described in Section 2.2.5. Next, we will discuss the most
popular two VIS algorithms that uses DNN as value function representations,
i.e., Deep Q Network (DQN) [155] and Double Deep Q Network (DDQN) [225].

• Deep Q Network (DQN): DQN is the seminal work that successfully used
deep representation to solve complex problems [155]. In comparison to
traditional Q learning stated in Section 2.2.2, DQN has several technical
advancements. First, it uses experience replay where one step experience
may be used for multiple rounds of weights updates thereby increasing
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sample efficiency. Second, learning is conducted on randomly selected
samples from experience repository that breaks the strong correlations be-
tween samples for improved learning reliability.

• Double Deep Q Network (DDQN): DDQN is proposed by [225] to tackle
the over-estimation problem in traditional Q learning as well as DQN,
because in Q learning and DQN, agent tends to select actions based on
over-estimated Q values. In DDQN, a separate target Q network is pro-
posed to estimate Q values, while another online Q network is being
trained through temporal difference. DDQN was shown to outperform
DQN [225].

• Other DQN extensions: Besides DQN itself and DDQN, there have been
many extensions proposed to further improve learning performance of
VIS. For example, Dueling DQN [230] uses a new network architecture
(Dueling Architecture) to estimate both the state value function (i.e., V (~s)

function) and the advantage function (i.e.,A(~s, a) function) to construct an
estimation of the action value function Q(~s, a). Average-DQN [10] aims
to reduce variances and instability by averaging previously obtained Q-
value estimations. Accelerated-DQN [99] uses a constrained optimization
technique (i.e., optimality tightening) to accelerate DQN with faster re-
ward propagation meanwhile achieving higher accuracy than the original
DQN.

NeuroEvolution Based Value Function Approximation. Another effective way
to train value functions in the form of NNs is the NeuroEvolution algorithms
introduced in Section 2.1.3. Here, we are interested on NeuroEvolution for
value function approximation methods, and leave the NeuroEvolution based
policy search in Section 2.2.6. In the literature, a typical NeuroEvolution based
VIS methods is NEAT based Q Learning (NEAT+Q) proposed by Whiteson and
Stone [232].

• NEAT based Q learning (NEAT+Q): NEAT+Q is also known as evolution-
ary function Approximation [232], which aims to combine evolutionary
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computation technique and temporal-difference methods into a single
method. The key idea is to use NEAT to directly evolve value functions
instead of action selectors (policies). The value functions are updated by
NEAT for topology adaptation and Q learning for weights adaptation.
Like most hybrid methods, NEAT+Q enjoys the advantages from both EC
and TD algorithms. In particular, it allows the agent to explore useful
topologies to enable effective value function approximation. By adapting
th topologies, NEAT+Q can automatically discover effective representa-
tions for the NN based function approximators which are potentially im-
prove the learning effectiveness. In NEAT+Q, each network (individual)
represents a value function which takes state features and actions as input
and outputs a corresponding single scalar as the Q value.

2.2.3 Discussion on Value Function Indirect Search

This section gives a brief review of VIS algorithms. It begins with a general in-
troduction to the three categorizations of VIS, and then it shows a general archi-
tecture followed by most VIS algorithms. Subsequently, the chapters describes
in details on two typical categories of VIS, i.e., Linear Value Function Approx-
imation methods and Neural Network based Value Function Approximation
methods. In linear methods, several well-known algorithms are presented in-
cluding Temporal-Difference methods, Q Learning and SARSA, as well as GTD.
In NN based methods, the popular DQN and DDQN have been briefly intro-
duced from a technical view of point.

VIS algorithms are still very popular in the RL research field owing to its
simplicity and intuitiveness [212]. Some long-standing open questions have
been gradually addressed. For instance, one of these questions claimed by Sut-
ton in [212, 215] is that VIS with linear value function representation lacks of
theoretical proofs on convergence, but as we discussed, some VIS algorithms
(e.g., GTD and GTD2) have already been proven to converge under suitable
conditions [213, 149, 17]. However, there are still several challenging issues for
VIS [168, 52].

• Deterministic Policy vs. Stochastic Policy VIS seeks only for a determinis-
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tic policy [212]. In practice, there may be multiple deterministic policies
satisfying (2.14). In contrast, the stochastic policy has an ability to repre-
sent multiple deterministic policy trajectories. In other words, one optimal
stochastic policy can capture simultaneously multiple optimal determinis-
tic policies. So it may be more desirable to learn a stochastic policy. More-
over, such a policy can often cope with a partially observable environment
more gracefully than a deterministic alternative.

In fact, one can straightforwardly learn stochastic policies, this gives rise
to the popularity of PDS algorithms. Many recent PDS algorithms show
high-level effectiveness in comparison to VIS algorithms [191, 189, 52]. We
will systematically discuss PDS in Section 2.2.4

Specifically, in this thesis, we mainly focus on learning stochastic policy.
Thus all policies discussed in the following contribution chapters (i.e.,
Chapter 3- 6) are stochastic.

• Implicit Policy vs. Explicit Policy

VIS aims to learn a deterministic policy, but the policy is only implicitly
represented. However, after learning the value function (i.e., the value
function converges), it is difficult to recreate the policy to achieve the
learned long-term pay-off. Many emerging research works [215, 218] pro-
posed to explicitly represent the policy and directly search in the policy
space to address the issue, which appears to be straightforward and effec-
tive.

By explicitly representing the policy associated with value function, we
can learn both the policy and the value function, eventually we can obtain
an optimal policy as well as an optimal value function. So the reconstruc-
tion issue stated above can be avoided directly. In fact, this is actually the
so-called Actor-Critic (AC) architecture falling into the PDS family. The
architecture will be depicted in Section 2.2.5.

Particularly, in this thesis, our major research works for developing effec-
tive PDS algorithms presented in Chapters 3-6 are all based on AC algo-
rithms.



46 CHAPTER 2. LITERATURE REVIEW

• Improper Representation vs. Proper Representation

Value function representation are the key to the success of VIS methods.
Improper representations may still guarantee the value function converge,
but a big gap highly likely appears in-between the true value function and
the learned value function, which may lead to “less optimal” performance
(the learned policy may converge to local optima). The improperness is
highly likely to happen whenever inadequate state features were used.
This urges us to develop mechanisms to learn proper state features.

In fact, with the help of feature learning, proper state features can be
learned automatically for constructing proper value function presenta-
tions. The success of DRL is a good example of using DL to extract useful
features from high-dimensional raw state inputs to enable effective rein-
forcement learning, which will be discussed in Section 2.3.

In this thesis, we specifically investigate how to enhance PGS algorithms
via evolutionary feature learning in Chapter 7.

• Stable Learning vs. Unstable Learning

Though value function provides a clear signal for learning and evaluating
policies in the RL framework, many VIS algorithms have difficulties stabi-
lizing the learning process. An unstable learning on the linear value func-
tion can lead to the divergence on specially designed environments [16]
if there are no proper corrections [142]. In fact, the problem is faced not
only by linear methods but also by DNN based methods. DQN is shown
to diverge due to the sparse reward distribution [44] or over-estimated Q
values [225].

The instable value function learning has been a long-standing issue. For
linear methods, though a recent work [214] has proposed a clear solu-
tion of the issue, the unstable learning can still occur resulting in the di-
vergence in value function learning with improper settings on the hyper-
parameters [213]. For DNN based methods, many techniques have been
proposed to stabilize value function learning, such as experience replay
with priority [155] and dueling networks[230]. Nevertheless, they still
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cannot guarantee the stability of learning on value functions, which re-
mains a big room to be studied.

In Chapter 6 of the thesis, we particularly are interested to study ap-
proaches to stabilizing the value function learning and hence eventually
improving policy learning.

2.2.4 Policy Direct Search

Very different from VIS, PDS searches directly in the policy space towards the
optimal policy in (2.14). PDS can address some limitations of VIS as discussed
in Section 2.2.3. In the past decades, massive PDS algorithms have been pro-
posed [15, 121, 183, 21, 2, 170, 215, 31, 192, 117, 119, 168, 20, 160, 143, 198, 53,
169, 194, 63, 8], and they have been successfully applied to solving many chal-
lenging RL problems (e.g., robotics [52, 170, 53], locomotion tasks and intelligent
game-play [189, 161, 190, 191]).

Figure 2.4 shows a taxonomic categorization for PDS algorithms [52]. As
seen from the figure, the PDS methodology is classified into two groups, namely
model-free and model-based policy direct search. Distinguished by the policy
updating process, we can further divide each group into gradient-based search
or gradient-free search.

Policy Direct Search

Model-free Model-based

Gradient-based Gradient-free Gradient-based Gradient-free

Figure 2.4: Categorization for Policy Direct Search, adapted from Figure 1.1 [52].
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Model-free vs. Model-based

Model-free PDS learning is driven completely by the samples (i.e., sampled tra-
jectories) obtained by an agent from interacting with an environment. A general
model-free policy search framework [52, 193] is given in Figure 2.5. Following
the trial-and-error process, policy improvement is achieved from either explic-
itly estimating gradients for gradient-descent policy update in policy space or
conducting population-based random search.

Initialization 
(Policy Parameters)

Agent-Environment 
Interaction

Estimate Gradients 
(Gradient-based)

Or
Search Policy 
Parameters

(Gradient-free)

Converge?

No

Yes Optimal PolicyPolicy Update

Figure 2.5: Model-free Policy Direct Search Framework, prepared based on Fig-
ure 4 in [193].

On the other hand, model-based PDS [52, 51] attempts to learn a predicted
environment model first, then to derive the optimal policy directly from the
learned model. Figure 2.6 gives a general framework for model-based PDS. The
model learning requires to train a model based on observed data to forecast
the environment behaviors. Subsequently through model-based internal simu-
lation, the algorithm evaluates policies with the learned model, and improves
the policy by following a similar approach to model-free PDS. The gradients
here can be computed analytically from the model. When the algorithm con-
verges, the learned policy will guide new rounds of environment sampling to
obtain more data to learn a more precise model. The process terminates until
the problem is solved.

In the thesis, we are only interested in model-free PDS due to several rea-
sons. First, it is usually very impractical to obtain an environmental model
because of the uncertainties of the environment and extremely high computa-
tional cost. Second, an inaccurate model with modeling bias may easily trap the
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Initialization 
(Policy Parameters)

Agent-Environment 
Interaction

(Record Data)

Compute Analytical 
Gradients (Gradient-based)

Or
Search Policy Parameters

(Gradient-free)

Converge?

No

Yes

Policy Update

Model Learning
(Use all data)

No

Internal Simulations
(interactions)

Task Learned? Optimal Policy
Simulated Optimal 

Policy
Yes

Figure 2.6: Model-based Policy Direct Search Framework, prepared based on
Figure 4 in [193], Figure 3.1 in [52] and Algorithm 1 in [51].

learning process to poor local optima. In consequence, in the following, we will
only concentrate on model-free policy search techniques.

Gradient-based vs. Gradient-free

Gradient-based algorithms require to directly compute/estimate gradients of
the expected long-term pay-off with respect to the policy parameters. In con-
trast, gradient-free algorithms do not rely on the policy gradients. Many
methods fall into the gradient-free category, such as cross-entropy optimiza-
tion based policy search [194] and evolutionary computation based policy
search [232].

Episode Learning vs. Step Learning

Another way to classify the PDS methods is to divide PDS according to its train-
ing strategy, i.e., Episode Learning and Step Learning [212]. In episode tasks,
the goal is to take the agent from a starting state to a goal state, thus the term
of episode refers to a fixed length of sequence of state transitions [212, 236].
Episode learning means that, after one episode (or multiple episodes) termi-
nates, the value function or policy learning is conducted based on the samples
obtained from the episode (or multiple episodes) [236]. On the other hand, Step
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learning refers to a learning strategy where the algorithm learns the policy (or
value functions) at every n steps (commonly n = 1) [236]. Note that, if n equals
to the length of an episode, the step learning essentially converts to the episode
learning. In this thesis, we will focus on step learning strategy in Chapter 4,
Chapter 6. Also, we will investigate episode learning strategy in Chapter 5. In
Chapter 7, both strategies are used for policy learning.

2.2.5 Model-free Gradient-based Policy Direct Search

Model-free gradient-based PDS is a widely-used effective framework for
searching the optimal policy parameter that satisfies (2.29) [52, 215]. The frame-
work is also known as PGS 9 [52, 215, 31].

In the following, we will introduce the concepts and examples of PGS algo-
rithms. We will first introduce the two popular representations of policy in the
literature which are also used in this thesis. After that, we will introduce both
the general PGS framework,as well as the specific Actor-Critic (AC) framework
for Direct Policy Optimization (DPO). Following the concepts of PGS, we will
introduce the technical details of several representative PGS algorithms.

Policy Representations

The effectiveness of PGS depends on the choices of policy representation. There
are three typical representations, linear representations, nonlinear representa-
tions, and dynamic movement primitives [52]. In this thesis, we primarily fo-
cus on linear representations and Neural Networks based nonlinear represen-
tations, which will be introduced in the following two subsections.

Linear Representation. Similar to value function representation, the policy
representation is said to be linear in its parameter space, but may be nonlin-
ear in the state features. The policy function with a linear policy representation

9In the following text, we just use PGS to represent Model-free Gradient-based PDS for ex-
pressive convenience.
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can be described as below,

a ∼ π~θ(a|~s)
IE[a|π] = ~θ · ~φ(~s)

(2.26)

where ~θ ∈ Θ denotes the policy parameter, and the policy π is only linearly
dependent on ~θ. Additionally ~φ(~s) is defined as the state features in (2.4).

Neural Network based Representation. In contrast to linear representation,
NN based nonlinear representation is the dominant representation in the RL
field owing to its great power on solving very complex problems. Very simi-
lar to the policy represented linearly, a NN based policy representation can be
described as below,

a ∼ π~θ(a|~s)
IE[a|π] = f(~s, ~θ)

(2.27)

where ~θ ∈ Θ denotes the policy parameter, and the policy π is a function f

described by a NN over state inputs ~s with respect to its parameters ~θ.

The Goal of PDS. Based on the policy representations (either linear or nonlin-
ear), we can reformulate the expected long-term pay-off for PDS as,

J (~θ) = IE[
∞∑
t=0

γtrt+1|π~θ]. (2.28)

The goal of PDS is to find the optimal policy parameter 10 such that,

~θ? = argmax
~θ

J (~θ). (2.29)

In what follows, we use J (π~θ) and J (~θ) interchangeably, which represents the
expected long-term pay-off when the policy π~θ parameterized by ~θ has been
followed.

10Different from ∗ used previously for “true-optimal”, we use ? to denote “near-optimal”. This
is because, after representing π with a set of parameters ~θ, we may only obtain a “near-optimal”
policy sharing the similar performances (e.g., value functions) with the “true-optimal” policy.
However, it is NOT “true-optimal” at all, thus for the precision of expression, we distinguish
them with different symbols.
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General Policy Gradient Search Framework

The general PGS framework follows a basic idea,

∆~θ ∝ ∇~θJ (~θ), (2.30)

which means that the policy parameters updating is proportional to the gradi-
ents of the expected long-term pay-off with respect to policy parameters. Note
that, ∇~θJ (~θ) is not directly computable, but we can use sampled trajectories to
construct unbiased estimators of it.

To conduct the PGS, firstly let us explicitly present the expected long-term
pay-off by following (2.28) as,

J (~θ) = V π(~s0)

= IE[
∑∞

t=0 γ
trt+1|~s0 = s, π~θ(a|~s)]

=
∫
~s∈S p

π(~s)
∫
a∈A(~s)

π~θ(a|~s)R(~s, a, ~s′)dad~s,

(2.31)

where pπ(~s) =
∑∞

t=0 γ
tPr(~st = ~s|~s0, π~θ(a|~s)) is a discounted weighting of en-

countering states (a.k.a, stationary state distribution) initiating from ~s0 follow-
ing a certain policy π.

Next, to search the policy by PGS, we are required to obtain unbiased esti-
mations of∇~θJ (~θ). One of the most influential way to construct this estimation
is the so-called Policy Gradient Theorem proposed by [215]. Most traditional PGS
algorithms or recent state-of-the-art PGS are based on or extended from Policy
Gradient Theorem (PGT), which will be introduced in details below.

Policy Gradient Theorem (PGT). Policy Gradient Theorem proposed by Sutton
[215] is given below,

∂J (~θ)

∂~θ
=
∫
~s∈S p

π(~s)
∫
a∈A(~s)

∂π~θ(a|~s)
∂~θ
R(~s, a, ~s′)dad~s

=
∫
~s∈S p

π(~s)
∫
a∈A(~s)

∂π~θ(a|~s)
∂~θ

Qπ(~s, a)dad~s
(2.32)

where
∫
a∈A(~s)

∂π~θ(a|~s)
∂~θ

Qπ(~s, a)da is an unbiased estimate of ∂J (~θ)

∂~θ
when ~s comes

from sampled trajectories of π.
Obviously, Qπ(~s, a) is unknown and must be estimated. In the same work

[215], Sutton also proposed Compatible Function Approximation Theorem as a suit-
able way to estimate Qπ(~s, a).



2.2. REINFORCEMENT LEARNING METHODS 53

Compatible Function Approximation Theorem. Before discussing the Com-
patible Function Approximation theorem, we need to define a function approx-
imator for Qπ. According to (2.19), we can linearly approximate Qπ as,

Qπ(~s, a) ≈ Q̃π
~ω(~s, a) = ~ωπT · Φ(~s, a), (2.33)

where Φ(~s, a) is compatible features defined below in (2.37).
Following (2.33), the Compatible Function Approximation theorem [215] is

presented below:
Given two conditions,

(1) Compatibility Condition:

∂Q̃π
~ω(~s, a)

∂~ω
=
∂ lnπ~θ(a|~s)

∂~θ
, (2.34)

(2) Mean Squared Error (MSE) Minimization Condition:

ε(~ω) = IE[(Qπ(a|~s)− Q̃π
~ω(~s, a))2|~ω], (2.35)

where we require to find ~ω? = argmin~ω ε(~ω),

if both conditions are satisfied, policy gradient can be precisely determined as,

∂J (~θ)

∂~θ
=

∫
~s∈S

pπ(~s)

∫
a∈A(~s)

∂π~θ(a|~s)
∂~θ

Q̃π
~w?(~s, a)dad~s, (2.36)

and we also have,

Φ(~s, a) =
∂ lnπ~θ(a|~s)

∂~θ
, (2.37)

Consequently, based on (2.36), many PGS algorithms have been developed. We
will further investigate several representative works in Section 2.2.5.

Actor-Critic Architecture

The AC architecture is widely recognized as a sub-branch of PGS framework
[212, 31, 52]. An AC algorithm maintains an explicit policy (i.e., actor) sepa-
rately from the value function (i.e., critic). The value function is used for policy
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Actor
(Policy)

Environment

state action

reward

Critic
(Value Function)

Figure 2.7: Actor-Critic Architecture, adapted from Figure 6.15 in [212].

evaluation. The agent learns both the value function and the policy. Figure 2.7
shows a typical AC architecture. As seen from Figure 2.7, the general actor-
critic architecture is using state value function V π to criticize the action chosen
by policy, normally the criticizing credit is defined as the TD error formulated
below,

δπt = R(~st, at, ~st+1) + γV π(~st+1)− V π(~st), (2.38)

where V π(~st) is the expected long-term pay-off for current state ~st, and V π(~st+1)

is for next state ~st+1 observed when following the policy π to take action at at
state ~st.

Based on δπt in (2.38), if the critic is approximated linearly, it can be learned
by following an incremental updating process,

~υt+1 = ~υt + αtδ
π
t
~φ(~st), (2.39)

with the aim of minimizing

ε(~υ) = ||rt+1 + γ~υ · ~φ(~st+1)− ~υ · ~φ(~st)||2. (2.40)

Simultaneously, actor learning in AC algorithms is realized in general by fol-
lowing the direction of critic improvements, which essentially estimates the gra-
dient of cumulative rewards with respect to all policy parameters, also known
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as the policy gradient, i.e.,∇~θJ (~θt) in (2.36),

~θt+1 = ~θt + βt∇~θJ (~θt), (2.41)

so as to maximize (2.31).
AC methods combine the advantages of both VIS and PDS as mentioned in

Section 2.2.3. It can learn stochastic policies but may require less samples com-
paring to PDS algorithm without explicitly maintaining value functions (e.g.,
REINFORCE [238]). Thus, AC architecture has become one of the most popular
RL framework recently [189].

Direct Policy Optimization

Besides the PGT, another popular way to estimate policy gradients is called Di-
rect Policy Optimization (DPO) [173, 111]. In DPO, the performance of a policy
π with respect to ~θ on a trajectory 11 is defined as,

J(~θ) =

∫
ξ

π~θ(ξ)R(ξ)dξ (2.42)

where R(ξ) is the observed total rewards for the given trajectory ξ.
The ultimate goal for RL is hence to identify the optimal policy parameters

~θ∗ so as to achieve the maximum learning performance in (2.42). Driven by this
goal, some RL algorithms choose to optimize a performance lower bound L~θ(~θ

′)

as derived below [117, 111],

log J(~θ′) = log

∫
ξ

Pr~θ(ξ)

Pr~θ(ξ)
Pr~θ′(ξ)R(ξ)dξ

≥
∫
ξ

Pr~θ(ξ)R(ξ) log
Pr~θ′(ξ)

Pr~θ(ξ)
dξ + C

∝
∫
ξ

Pr~θ(ξ)R(ξ) logPr~θ′(ξ)dξ = L~θ(
~θ′)

(2.43)

where ~θ refers to the policy parameters before update and ~θ′ stands for the up-
dated policy parameters. Given fixed ~θ, the aim is to find suitable ~θ′ that max-
imize L~θ(~θ

′). Thus, the DPO algorithms have the goal to optimize directly the
11In RL, a trajectory ξ is a sequence of state transitions over a set of contiguous timestamps

from a single episode.
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performance lower bound L~θ(
~θ′). Many popular algorithms are developed fol-

lowing this framework, such as Policy learning by weighting exploration with
the returns (PoWER) [117] and Trust Region Policy Optimization (TRPO) [189],
which will be introduced in Section 2.2.5.

Policy Gradient Search Methods

In this subsection, we will introduce the technical details about several typ-
ical PGS algorithms, starting from the earlies PGS (i.e., REINFORCE) to the
latest DPO based algorithms such as TRPO and Proximal Policy Optimization
(PPO) [191].

REINFORCE. REINFORCE proposed by Williams [238] is the first policy gra-
dient methods, which can be considered as a special case of PGT [215]. In REIN-
FORCE, it still uses stochastic gradient descent to update the policy parameters
and following the PGT as stated in Section 2.2.5. However, it does not construct
the Q approximator but uses the sampled total return as an unbiased estimation
of Qπ~θ(~st, at). The gradient estimation in REINFORCE is defined as,

∇~θJ (~θ) = ∇~θ lnπ~θ(~st,at)Rt. (2.44)

where Rt is the actual return. Although REINFORCE enjoys the benefits of low
biases, its learned policy actually yields very high variances.

Actor-Critic Algorithms. To address the high-variance problem, AC methods
have been developed to balance the bias-variance trade-off. AC methods are
to learn from total rewards and/or TD errors to improve value functions so as
to search good policies. Due to this popularity, a great number of AC algo-
rithms are proposed, such as Regular Actor-Critic (RAC) [31], Natural Actor-
Critic (NAC) [31, 170], Asynchronous Advantage Actor-Critic (A3C) [154], Ad-
vantage Actor-Critic(A2C) [56], Actor-Critic using Kronecker-factored Trust Re-
gion(ACKTR) [240] and so forth.

• Regular Actor-Critic (RAC): Following the general AC architecture stated
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in above, RAC derives the TD-error as,

δπt = R(~st, at, ~st+1) + γυπt
T · ~φ(~st+1)− υπt T · ~φ(~st), (2.45)

where υπt denotes the state value function parameter at time t, and υπT ·
~φ(~s) represents an estimated value function as shown in (2.19).

Based on the TD error derived above, RAC estimates the policy gradient
as

∂J (~θ)

∂~θ
= IE[δΦπ(~s, a)|~θ]. (2.46)

• Natural Actor-Critic (NAC): In NAC algorithms, the policy gradients are
transformed to the natural gradients proposed by Amari [5], which give
more reliable estimation of policy gradients. NAC first computes the
natural-gradient estimation from the inverse of a Fisher Information Ma-
trix G , i.e.,

∂J (~θ)

∂~θ
= G−1(~θ)IE[δΦπ(~s, a)|~θ]. (2.47)

. where the Fisher Information matrix G is computed by,

G(~θ) = IE[Φ(~s, a)Φ(~s, a)T |~θ]
= IE[∇~θ lnπ~θ(a|~s)∇~θ lnπ~θ(a|~s)T |~θ].

(2.48)

However, the computation of G−1(~θ) is often extremely complicated and
error-prone. Following the idea of NAC, several algorithms are proposed
to use different ways to estimate the fisher information matrix G. For ex-
ample, Bhatnagar et.al. [31] proposed to use Sherman-Morrison to in-
crementally update G, where the inverse of the fisher information matrix
is initialized as G−1

0 (~θ) = kI where k ∈ R as a tunable meta parameter.
Further, G−1

t is incrementally updated within the learning process by fol-
lowing the Sherman-Morrison matrix inversion lemma as,

G−1
t =

1

1− α [G−1
t−1 − α

(G−1
t−1Φ(~s, a))(G−1

t−1Φ(~s, a))T

1− αt + αtΦ(~s, a)TG−1
t−1Φ(~s, a)

]. (2.49)

Moreover, Peter [170] computes the inverse directly by least square meth-
ods. Recently, ACKTR [240] adopts Kronecker-factored approximation
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to estimate the natural gradients. With help of trust region optimization
technique to restrict the policy updates in a reasonable level, ACKTR have
shown very prominent results on a number of benchmark problems, such
as Atari games. Another interesting work under the AC framework has
been proposed by Rajeswaran et.al, [178]. In their work, a new NAC al-
gorithm with a linear policy has been developed to solve many difficult
RL tasks which previously was supposed to be only solvable by the agent
with deeply structured policy.

• Asynchronous Advantage Actor-Critic(A3C)/Advantage Actor-Critic(A2C):
A3C [154] is one of the cutting-edge AC algorithms, whereas A2C [56]
is just a synchronous and deterministic variant of A3C. Both algorithms
have achieved state-of-the-art performance on playing Atari games and
controlling locomotion tasks. Here, we will describe A3C as an example.

A3C has three key characteristics, Asynchronous, Actor-Critic, and Advan-
tage. Referring to Asynchronous, unlike other DRL algorithms, A3C uses
multiple agents (i.e., multiple neural networks) to learn from multiple en-
vironments. There is a global network, also each individual agent has
an independent network to interact with its own environment instance.
The advantages of this design are, (1) parallel execution greatly speeds
up the learning, and (2) experiences obtained by multiple independent
agents increase the diversity of learning. In addition, A3C also benefits
from training the advantage function below that determines the prefer-
ence of selecting any action in comparison to the average (expected).

Aπ~θ(~s, a) = Qπ~θ(~s, a)− V π~θ(~s) (2.50)

Direct Policy Optimization Algorithms. Here, we explain the technical de-
tails of three typical DPO algorithms, including PoWER, TRPO and PPO.

• Expectation Maximization based PGS: The key idea of Expectation Maxi-
mization based Policy Gradient Search (EM-PGS) is to construct lower
bound for the policy, and instead of maximizing J in (2.42), the lower
bound is expected to be optimized during learning [52]. In line with this



2.2. REINFORCEMENT LEARNING METHODS 59

idea, EM-PGS derives a lower bound shown below,

lnJ (~θ) ≥ L~θ(~θ′) = E
p
~θ′ (τ)

[R(τ) ln p
~θ(τ)], (2.51)

where τ represents any trajectory, ~θ′ is the old policy parameter (i.e., sam-
pling policy) whereas ~θ′ is the new policy parameter, p~θ(τ) and p

~θ′(τ) are
the probabilities of generating the trajectory τ following the new policy π~θ

and π
~θ′ respectively.

Based on (2.51), if ~θ′ and ~θ are close enough, we can estimate the policy
gradient estimation according to

∇~θJ(~θ) = lim
~θ→~θ′
∇~θL

~θ(~θ′) = E
p
~θ′ [
T−1∑
t=0

Qπ
t (~st, at)∇~θ ln π

~θ(~st, at)] (2.52)

In this thesis, we consider a typical EM-PGS algorithm (i.e., PoWER), be-
cause it has shown proven effectiveness on many practical applications
like robotic controls [117].

• Trust Region Policy Optimization: Similar to EM-PGS, TRPO [189] is to opti-
mize a lower bound on learning performance according to a surrogate ob-
jective function L~θ′(~θ) subject to some behavioral constraints as described
below,

maximize~θ[L
~θ′(~θ)]

subject to DKL(π
~θ′ ||π~θ) ≤ δ

(2.53)

where

L~θ′(~θ) = η(~θ′) + E
ρ~θ(~s)

Ea∼π~sA~θ′(~s, a), (2.54)

with DKL(π
~θ′||π~θ)] is the expected KL divergence between the old policy

parameter ~θ′ and the new policy parameter ~θ, ρ~θ(~s) is state visiting fre-
quency which is approximated by using ρ~θ′(~s0). Note, DKL(π

~θ′||π~θ)] is also
known as the Trust Region which guarantees policy parameter updating
to be reasonably small (i.e., “be trusted”) so as to stabilize policy learning.
TRPO is a prominent PGS approach that has been successfully applied to
many difficult RL problems like playing Atari games [189].
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• Proximal Policy Optimization: As discussed previously, TRPO has already
shown great effectiveness on many difficult RL tasks. However, it is tricky
to handle the TRPO constraint given in (2.54), no matter whether to use
it as a hard constraint as what TRPO practically does, or to use it as a
penalty with a fixed coefficient β [191]. To solve the constraint issue, PPO
was proposed. In PPO, a simple approach has been adopted to handle
the constraint by using a clipped probability ratio νt(~θ) as an importance
weight.

In particular, PPO defines a different learning objective from TRPO as,

Jπ = IEt

[
LCLIP
t (~θ)− c1LV Ft (~θ) + c2S(π~θ(~st))

]
(2.55)

where

LCLIP
t (~θ) = IEt

[
min

(
νt(~θ)A

π(~st, at), clip
(
νt(~θ), 1− ε, 1 + ε

)
Aπ(~st, at)

)]
,

(2.56)
and

LVF
t (~θ) = IEt

[
||V ~φold(~st)− V̂t||2], (2.57)

additionally, c1, c2 are coefficients, S is the entropy bonus.

By optimizing the surrogate policy learning objective LCLIP
t (~θ), PPO is able

to control the policy update reliably and adaptively. If Aπ(~st, at) > 0, the
νt will be increased to encourage to select current action at. This is because
that at is the better-than-average action according to the definition of the
advantage function. On the other hand, if Aπ(~st, at) < 0, it implies that a
worse-than-average action at has been selected, thus νt will be decreased
to discourage to select the action. Note that, the clip function limits the
increase/decrease on νt within the range [1− ε, 1 + ε].

In practice, PPO optimizes the entire objective (2.55) to seek for optimal
policy. By doing so, accurate value functions, in particular advantage
function, can be obtained. Meanwhile the entropy term encourages con-
tinued exploration [191].
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2.2.6 Model-free Gradient-free Policy Direct Search

Under the model-free framework, another important method to conduct PDS is
using gradient-free techniques [236], including Cross-Entropy (CE) Optimiza-
tion, Random Search Optimization (RSO), and EC. Each approach is discussed
briefly below

Cross-Entropy Optimization based Policy Direct Search

CE optimization method is considered as a gradient-free optimization tech-
nique in the optimization domain [48], which has been widely used to solve
combinatorial and multi-extremal continuous optimization problem. Let us
consider the following general maximization problem as below,

S(~x∗) = Γ∗ = max
~x∈X

S(~x), (2.58)

where X is a finite set of states, S is real-valued performance function on X ,
and the maximum is denoted as Γ∗. Next, the CE method is to associated an
estimation problem to (2.58). To do so, one firstly define a collection of indi-
cator functions I{S(~x)≥Γ} on X with various thresholds Γ ∈ R. Subsequently,
let {f(~·, ~v, ~v ∈ V)} be a family of discrete Probability Density Functions (PDFs)
over X with parameters of ~v. Then, for a certain ~u ∈ V , (2.58) can be associated
with a problem of estimating the number

l(Γ) = P~u(S(X) ≥ Γ) =
∑
~x

I{S(~x)≥Γ}f(~x; ~u) = IE~uI{S(X)≥Γ}, (2.59)

where P~u is the probability measure under which the random state X has a pdf
f(~·; ~u). The estimation problem of (2.59) is called associated stochastic problem
(ASP). After transforming (2.58) to simpler (2.59), CE first generates a random
sample from the data distribution and then randomly updates the parameters
of the data distribution to produce a better sample. The process repeats until
the random sequence of solutions converges to the optimal or near-optimal.
Following the idea of CE, there are some PGS methods proposed [194, 40].

We will brief the key ideas of the first CE based PDS proposed in [194]. In
this work, CE first generates N random trajectories T = {ξ0, ξ1, . . . , ξN} using a
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parametric policy π~θ and meanwhile compute the performance (i.e., the average
total reward obtained by the policy). Afterwards, it updates the parameters ~θ on
the basis of those collected trajectories by solving the stochastic program below,

~θ = argmax
~θ

1

N

N∑
i=1

~IS(ξi)≥γt lnπ(ξi|~θ), (2.60)

where I stands for the indicator function, and γt is predefined threshold. By
iteratively conduct these two steps, the algorithm is able to constantly improve
policy parameters.

Random Search Optimization based Policy Direct Search

Random Search (RS) is one of the simplest gradient-free optimization tech-
niques [248], which randomly selects a direction with the uniform distribution
in the parameter space and then updates the parameters along the direction.
RS normally are considered slow in convergence speed, which hence is seldom
used in RL domain until very recent. Mania et al. [146] shows that a simple ran-
dom search algorithm with only linear policy can be competitive to a number
of state-of-the-art PGS or EC algorithms equipped with deep-layered policy.

The algorithm is named as Augmented Random Search (ARS), which is de-
veloped on the basis of Basic Random Search (BRS) [248]. In BRS, the algorithm
approximates a finite difference along the random direction as follows,

r(π~θ+ν~δ, ε1)− r(π~θ−ν~δ, ε2)

ν
, (2.61)

where r(π~θ,ξ) is the total reward achieved on one trajectory ξ generated by the
policy π~θ,ε1 and ε2 are two i.i.d random variables, ν is a positive real number,
and ~δ ∼ N (~0, ~I). Next, BRS uses a line search to take one step updating in the
direction.

ARS follows a similar strategy of BRS, it starts with the first iteration j = 0

and samples noises δ1, δ2, . . . , δN of the same size as the policy parameters ~θj
with i.i.d standard normal entries. Next, ARS collects 2N trajectories and corre-
sponding rewards following the policies, πj,k,+(~θj) = π~θj + ν~δk and πj,k,−(~θj) =
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π~θj − ν~δk, where k ∈ {1, 2, . . . , N}. Afterward, ARS updates the policy parame-
ters by

~θj+1 = ~θj +
α

N

N∑
k=1

[r(πj,k,+)− r(πj,k,−)]δk. (2.62)

Lastly, ARS enters the next iteration by j = j + 1.

Evolutionary Computation based Policy Direct Search

Evolutionary Computation (EC) has been proven to be a suitable technique for
solving RL problems without relying on estimated policy gradients, because of
its ability of automatically finding proper representations, handling continuous
spaces, etc [236, 234, 232, 206]. Here, we introduce a few typical EC based RL
algorithms.

NEAT based Policy Direct Search. NEAT was frequently utilized to evolve a
direct action selector, i.e., policy networks. In this setting, NEAT starts with
a population of individuals (i.e., policy networks) that are initiated with the
simplest form where there are only fully connected input and output nodes.
Afterwards, NEAT attempts to use specially designed crossover and mutation
operators to reproduce new networks for next generation. Each evolved NN
represents a policy network, which takes raw state input and produce the ac-
tion to be selected for the encountered state. NEAT was previously shown its
effectiveness on solving some simple control tasks, for example, pole balancing
problem.

Evolutionary Strategies based Policy Direct Search. Evolution Strategies (ES),
as a class of black box optimization algorithms, have already shown their great
power on heuristically searching optimal solutions for continuous optimization
problems [179, 13, 151]. Based on the differences of how the population is rep-
resented and how the evolutionary operators perform, ES have many differ-
ent but related variations, such as 1+1 ES [179], µ/λ-ES [179], CMA-ES [85],
and so forth. For solving RL problems, CMA-ES has already been widely
used [226, 14]. A more recent work is reported by Salimans et.al [186] of Open
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AI labs to use a simple variant of the basic ES to solve very challenging RL prob-
lems with highly competitive results compared to most of cutting-edge DRL
algorithms. We use OpenAI-ES to represent the algorithm for convenience of
expression.

• CMA-ES based PDS: CMA-ES have already been widely used as a policy
search algorithm for solving RL problems, such as [103, 228, 82, 83, 219],
etc. The key principle behind these work is to directly apply CMA-ES to
optimizing policy parameters to improve its performance on different RL
tasks. The evolution process of CMA-ES can be found in Section 2.1.3.
However, as it is a second-order method, CMA-ES becomes more difficult
when being applied to large-scale RL problems in terms of high computa-
tional cost [14, 85].

• OpenAI-ES: OpenAI-ES belongs to the family of Natural Evolution Strate-
gies (NES) [237]. In general, given an objective function J with respect to
~θ. The population of NES is represented as a distribution over ~θ, i.e., p~ψ(~θ)

parametrized by ~ψ. NES proceeds to maximize IE~θ∼p~ψ
F (~θ) over the pop-

ulation with gradient descent. Moreover, NES conducts gradient updates
with the estimator below,

∇~ψIE~θ∼p~ψ
F (~θ) = IE~θ∼p~ψ

[F (~θ)∇~ψ ln(p~ψ(~θ))] (2.63)

In (2.63), F (·) is the total rewards from the environment, and ~θ is the pol-
icy parameter. The population is initialized with mean ~ψ and fixed covari-
ance σ2~I . More specifically, in OpenAI-ES, the gradient estimation based
on (2.63) is approximated by samples, which is described as,

∇~θIE~ε∼N (~0,~I)F (~θ + σ~ε) =
1

σ
IE~ε∼N (~0,~I)[F (~θ + σ~ε)~ε] (2.64)

Accordingly, we can have the updating rule for the policy parameters as,

~θt+1 = ~θt + α
1

nσ

n∑
i=1

Fi~εi, (2.65)

where n is the number of individuals.
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Evolutionary Algorithms based Policy Direct Search. In literature, there have
already been attempts of using Evolutionary Algorithms to solve simple RL
tasks as reported in [157, 236]. A very recent successful application of GA al-
gorithm for DRL is reported by Such et.al. [210] from Uber AI group. In the
following, we use Uber-GA to represent the algorithm for convenience.

• Uber-GA: Uber-GA is a variant of the traditional Genetic Algorithm pro-
posed in [7] where a population of N individuals are evolved. In Uber-
GA, the individuals are parameter vectors of the policy network. The
average total reward over multiple trajectories collected by one individ-
ual (π~θ) is used as a fitness score for evaluation. A truncation selection is
adopted to select the top-ranked T individuals as parents to produce off-
spring for next generation. The evolution in Uber-GA repeats the follow-
ing process: A parent is selected uniformly at random and then is mutated
by introducing a Gaussian noise as follows,

~θg+1 = ~θg + σ~ε, (2.66)

where ~ε ∼ N (~0, ~I), σ is the step-size which is determined empirically for
different experiment. In addition, elitism is also adopted to maintain n

individuals where n << N . Note that, Uber-GA does not include the
crossover operator and hence functions more like an ES algorithm. Af-
ter new population is generated, it then will be evaluated. The process
repeats for g generations or until other stopping criteria are met.

2.2.7 Discussion on Policy Direct Search

In the above subsection, we have elaborated many representative model-free
PDS algorithms. In particular, we have described both gradient-based and
gradient-free PDS techniques. In this subsection, we will discuss the advan-
tages and challenges of these methods in comparison to VIS algorithms.

PDS enjoys many advantages in comparison to VIS algorithms, more im-
portantly, these advantages help PDS address several challenges stated in Sec-
tion 2.2.3. Firstly, PGS can straightforwardly handle problems with a contin-
uous action space (see (2.26)). Secondly, PDS can directly search for both de-
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terministic and stochastic policies. Thirdly, PGS can achieve higher sample ef-
ficiency than VIS algorithms [12]. Fourthly, some gradient-free methods can
be effectively exploited to balance the exploration and exploitation during the
learning process. This is because PDS they directly perturbs in the policy pa-
rameter space whereas VIS can only perturb in action space. The latter is em-
pirically found less efficient than the former [45].

However, we also have identified several challenges after reviewing state-
of-the-art PDS algorithms:

• Linear Function Approximation vs. Nonlinear Function Approximation

Linear function approximation is straightforward but lacks accuracy. In
view of this understanding, nonlinear function approximation may be
more appropriate for addressing complicated problems. On the other
hand, nonlinear approximation sometimes over-complexify the problem,
and produce overcomplicated model that is overfitted by a specific tasks.
This may cause the agent performing badly in environments with high
uncertainty. It is a challenge to find proper approximation for solutions
on specific problems.

Particularly, in this thesis, we investigate how to improve step learning
based PGS with linear policy representation in Chapter 4. Next, we study
the nonlinear policy representations (i.e., NN based representation) in
Chapter 5. In addition, to better examine the reliability of value function
learning in Chapter 6 and the usefulness of feature learning in Chapter 7,
we must ensure the minimum impact of policy learning, therefore we also
adopt linear policy representation in these chapters.

• Accurate Gradient Estimation vs. Inaccurate Gradient Estimation

A critical factor for the success of PGS is to obtain accurate policy gradient
estimations. Almost all PGS algorithms discussed so far are designed to
obtain more accurate estimations of the policy gradients than before so as
to eventually enable effective reinforcement learning. In particular, step
learning based PGS algorithms estimate the gradients based on one step
sample, then follow the stochastic gradient descent to update the policy
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parameters. In this way, the estimation can vary significantly from step
to step, which results in unstable learning. This is because step learn-
ing based PGS algorithms disregard all historical gradients with an as-
sumption that the past gradients are no longer useful, which is not always
true [61]. In view of this, it raises another challenge of how to effectively
use these historical gradients.

More specifically, we aim to answer this question by obtaining more ac-
curate policy gradient estimations for several representative step learning
based PGS algorithms with historical gradients in Chapter 4.

• Sample Efficiency vs. Learning Effectiveness

The key of all model free methods is to learn from samples. For example,
PGS uses Monte Carlo methods to estimate the expected return. Gradient-
free methods require policies to be evaluated by actual simulations in the
environment. However, it is very difficult to collect millions of samples in
a real-world application. For instance, it is almost impossible to conduct
thousands of real Lunar Lander experiments. This raises a new question
how can we use less samples to achieve reasonable effectiveness (i.e., im-
prove sample efficiency). It is clear that using less samples may degrade
the learning effectiveness. Consequently, it is truly challenging to find a
trade-off between these two factors (sample efficiency and learning effec-
tiveness).

To particularly answer these questions, we investigate the improvements
of sample efficiency on evolutionary policy optimization with the help of
a surrogate model in Chapter 5. Also, we study to enhance sample effi-
ciency of NEAT by integrating NEAT based automated feature learning
with cutting-edge PGS algorithms in Chapter 7.

• Exploration vs. Exploitation

The exploration-exploitation trade-off is a long standing dilemma for all
RL methods. The dilemma is about, at a time point, whether the agent
needs to behave greedily with the best action found so far or to explore
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the environment for better actions. It is widely accepted that gradient-
based methods are good at exploitation, as they always follow the direc-
tion of improving the best policy found so far [45]. In contrast, gradient-
free methods, especially EC based PDS, possess clear strengthen on explo-
ration. In fact EC methods are population-based which greatly increases
the policy diversity to encourage more exploration. However, gradient-
free methods are more sample inefficient than gradient-based methods.
Thus, it is a challenge to balance the exploration-exploitation trade-off
while developing new policy direct search algorithms.

In this thesis, we specifically to investigate balancing the exploration and
exploitation in PGS by adopting an seamless integration of EC based
global search and PGS based local search in Chapter 5.

2.2.8 Feature Learning in Reinforcement Learning

As introduced in Section 2.1.4, Feature learning (FL) plays an important role
in RL. FL generally aims to achieve two goals by incorporating feature learn-
ing with RL algorithms [71, 236]: first, FL can extract useful features or reduce
the dimensionality of raw state inputs; second, with the learned (extracted) fea-
tures, FL can realize more effective RL in comparison to learning from raw state.
There are four common approaches developed to achieve feature learning so as
to improve RL performance as shown in Section 2.1.4, which will be discussed
in details below.

Basis Function Adaptation

For methods that search linear policy, the state features are often consid-
ered as basis functions. Many researchers have considered to implement self-
adaptive basis functions to assist RL. These methods usually combine super-
vised learning approach into RL for training the basis functions, which is nor-
mally achieved through two steps. First, a parametric function is chosen care-
fully as a feature base, including Radial Basis Function Network [165], Fourier
Basis Function [123] and other types of bases [212]. Next, the feature function
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parameters are learned by optimizing carefully-designed score functions such
as the Bellman Error [150, 165], and Mean Squared Error [57].

Unsupervised Feature Learning

UL can help grouping similar features, eliminating useless features, or trans-
forming low-level features to high-level features so as to improve the general
learning performance for its subsequent tasks particularly RL [26, 71, 132, 239].
Two typical examples of using unsupervised feature learning in conjunction
with reinforcement learning are given below:

HORDE. HORDE was proposed by Sutton et. al [216], where general value
function, policy, termination function, reward function, and terminal reward
function are all represented as parametric functions (i.e., so-called knowledge).
Essentially, HORDE is a scalable real-time architecture consisting of many inde-
pendent sub-agents and a base-agent. Each sub-agent is responsible for learning
one small piece of knowledge about the base-agent’s interaction with the envi-
ronment. By using HORDE, one can learn to predict the sensor inputs, build
general value functions, and identify policies to maximize those sensor values.
It follows essentially off-policy learning where it learns in real-time while fol-
lowing some behavior policy, and updates value functions with gradient-based
TD learning methods.

Unsupervised Auxiliary Learning. UNsupervised REinforcement and Auxil-
iary Learning (UNREAL) is an algorithm proposed by Jaderberg et al. [106] to
improve learning efficiency by maximizing pseudo-reward functions associated
with the usual cumulative reward. The pseudo-reward functions and the usual
cumulative reward share a common representation. Long-Short-Term-Memory
based Recurrent Neural Network (LSTM-RNN) is used to compose of the learn-
ing agent in UNREAL. It has technical features such as pixel control, reward
prediction, and value function replay. The RL agent is trained on-policy with
A3C [154]. Experiences of state transitions are stored in a replay buffer, for aux-
iliary tasks. To maximize changes in pixel intensity of different regions of the
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input images, the auxiliary policies use the base Convolution Neural Network
(CNN) and LSTM-RNN, together with a deconvolutional network. To tackle
the issue of reward sparsity, it also equips with a reward prediction module
which is to predict short-term rewards in next frame by observing the last three
frames. Value function replay is further adopted to train the value function to
stabilize the value function learning. UNREAL outperforms A3C on Atari game
playing tasks and a 3D Labyrinth game.

Deep Learning and NeuroEvolution

In fact, most of RL algorithms that adopt Deep Neural Networks as represen-
tations for either value function or policy have already embedded the feature
learning through end-to-end training of NNs [12]. As discussed in Section 2.1.4,
the multi-layered structures of NNs can be treated as two consecutive parts.
The first several layers can be viewed as feature networks and the last layer is
treated as the model for the value function or the policy. The training of both
feature learning and reinforcement learning are coupled together as a whole,
which can be done by either gradient-based back-propagation or gradient-free
evolutionary operations.

NeuroEvolution based RL algorithms are similar to DRL algorithms [204],
the feature learning is already mingled with policy search process as a couple.
The only difference is about the topology representations and training meth-
ods [204, 152]. As introduced in Section 2.1.3, some NeuroEvolution algorithms
are capable of adapting the topology as well as weights simultaneously. In addi-
tion, NeuroEvolution algorithms use evolutionary algorithms to adapt network
parameters instead of gradient-descent techniques.

2.2.9 Discussion on Feature Learning in Reinforcement Learn-

ing

In the above subsections, we have introduced the research progress made in
literature on FL for RL. To better understand the effect of FL in RL and moti-
vate our research in the thesis, we next discuss the importance as well as the
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challenges of FL in RL.
There are several obvious advantages of introducing FL into the RL algo-

rithms. First, some FL algorithms are capable of largely reducing the dimen-
sions of the raw state input which help improve the time efficiency of RL al-
gorithms. Second, feature learning straightforwardly automates the feature ex-
traction process which releases human experts from the labor-intensive feature
engineering process. Third, self-adapted feature extractor obtained by FL algo-
rithms can improve the generalization of RL algorithms on different problems.
Fourth, the learned features, in comparison to the raw state inputs, can be more
informative and less noisy which enables more effective learning.

Despite of these superiorities, the integration of feature learning and rein-
forcement learning may still encounter some challenges as below.

• Complete Automation vs. Partial Automation

One of the objectives for feature learning is actually to automate the fea-
ture extraction process hereby to avoid human interferences during the
learning process. However, current existing feature learning approaches,
when being applied to RL domain, still require domain knowledges. In
other words, these feature learning methods have achieved only partial
automation. For example, DRL algorithms require to pre-determine the
network topology which is usually a very challenging task. For training
the self-adaptive basis functions, one must determine the error function as
well as target values in advance before applying the supervised learning
techniques. Thus, complete automation on feature learning remains a big
challenge for us at current stage.

• Reusable Features vs. Problem Specific Features

Another key objective of feature learning is to extract useful features. In
literature, the useful features normally refers to two aspects. First, the fea-
ture must promote the learning on current task. Second, it can be reused
for the case when environments or the learning tasks change. Thus, the
learned features that are strongly limited to the specific tasks cannot be
treated as useful features. However, in literature, there are few attempts
being made to improve the re-usability of features.
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• Coupling vs. Decoupling

For DRL or NeuroEvolution based RL algorithms, feature learning and re-
inforcement learning are coupled together. The upside of such a coupling
approach is that training is viewed as a whole where no extra require-
ments on designing different training strategy for FL. However, the down-
side of coupling is also prominent. First, the couple of the two learning
processes blend the feature output with final decisions (actions), result-
ing in learned features with poor generality. Second, it hinders effective
knowledge (feature) sharing across agents for algorithms that use multi-
ple learning agents. Therefore, this raises a challenge of how to effectively
decouple the two learning processes so as to obtain useful features as well
as find good policies.

In particular, we study how to achieve more effective PDS by adopting com-
pletely automated feature learning decoupled from policy learning to extract
reusable state features in Chapter 7.

2.3 Related Work

In this section, we will introduce the research works that are closely related to
this thesis regarding their pros and cons to better motivate the research of this
thesis. The section is organized in correspondence to research objectives stated
in Section 1.3.

2.3.1 Effective Policy Direct Search through Primal Dual Ap-

proximation

Recently, the challenge of using linear approximation or non-linear approxima-
tion stated in Section 2.2.7 has gained more attention [146, 178]. For instance,
Rajeswaran et al. [178] and Mania et al. [146] have found that linear policy with
simple search techniques can achieve competitive performance as opposed to
state-of-the-art DRL algorithms with reasonable computational resources. They
argued that the reasons for such findings are as follows. First, current DRL
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systems have been found prone to over-fitting problems, especially when large
data collection is unavailable [178]. Second, results of many current RL methods
are difficult to be reproduced due to their high sensitivity to hyper-parameters,
random seeds, or even the diversities of implementations [146]. Third, the en-
gagement of DNN (e.g., Convolutional Neural Networks (CNN)) brings ex-
tra workload for engineers/researchers to carefully choose/design the network
structure for hard problems [178]. In addition, the randomness and sparseness
of reward distributions can significantly affect the effectiveness of RL methods,
which is often addressed by carefully engineering the reward functions [146].
Fourth, extremely high demands of computational resources are common in
the DL field, especially DRL [178]. Besides the heavy computations of back-
propagation, effective learning also requires to process massive trial samples
from simulations or real-world applications.

However, there remain some limitations with the two works of [178]
and [146]. For the NAC algorithm proposed by Rajeswaran et al’s [178], it actu-
ally learns from high-level state features extracted by an NN rather than from
the raw state input. In addition, it focuses only on episode learning strategy
but overlooks another training strategy, i.e., step learning. For ARS proposed
by Mania et. al [146], it is also episode learning. Moreover it can be very sample
inefficient, because as a random search technique, it normally requires much
more samples for performance evaluation than those for PGS algorithms such
as TRPO [189], PPO [191], ACKTR [240].

In view of this, we aim to study simple step-wise PGS algorithm also with
linear policy. We choose is RAC and its variants proposed by [31] as base algo-
rithms. This is because 1) RAC features a simple structure that are easy to be
customized and extended, and 2) its effectiveness has already been witnessed
in the literature [31].

Nonetheless, referring to step learning strategy, we have confronted with
another challenge of how to obtain accurate estimations of policy gradients
with lower variances as mentioned in Section 2.2.7. One possibility is to use
the historical gradients to stabilize the gradient-based learning as suggested
in [62, 241]. However, to our best knowledge, there are no existing studies about
how to utilize the historical gradients on step-based PGS such as RAC.
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Motivated by this understanding, we intend to develop new step learning
based PGS algorithms by properly utilizing historical gradients via the Primal-
Dual Approximation (PDA) technique. With the help of PDA, the algorithm
is expected to achieve more accurate policy gradients resulting more effective
policy updates. The development and evaluations of the new PGS algorithms
are presented in Chapter 4.

2.3.2 Proximal Evolutionary Strategies for Sample Efficient

Policy Direct Search

The applicability of EAs for RL to solve continuous control problems has been
an enduring research topic for many decades. Among all different EAs for RL,
NeuroEvolution (NE) plays a dominating role. This is because 1) Neural Net-
works (NN) provides flexible representations that are suitable proven suitable
for solving RL problems, 2) NN provides a good platform where most optimiza-
tion methods are directly applicable. NE approaches can be simply classified as
two branches by whether or not the topology is changed. Typical representa-
tives for the NE approaches where topologies and weights are co-evolved are
NEAT and its variation HyperNEAT. They have been found to perform effec-
tively on solving classic control problems, such as pole-balancing and mountain
car [205]. Another type of NE is only to adapt weights leaving the topology un-
changed, typical examples are ES based algorithms. The successful applications
of these methods in RL are fruitful, such as [228, 82, 83, 219, 94, 227].

However, all the NE approaches discussed above are proven difficult to
solve complex problems [186, 210]. In an attempt to evolve DNNs, a few Deep
NE approaches have been proposed recently, such as OpenAI-ES [186] and
Uber-GA [210]. They have shown outstanding performance on very compli-
cated problems, such as Atari games or locomotion problems. Thanks to the
efforts made in [186, 210], EAs have been widely accepted now as an alterna-
tive to the gradient-based DRL approach.

There are three issues faced by EAs when they are used for DRL, includ-
ing (I1) Low Time Efficiency, (I2) High Sample Complexity and (I3) Low Learning
Effectiveness, which are discussed below:
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(I1) EAs can be very time inefficient while handling a large search space. For
example, both OpenAI-ES [186] and Uber-GA [210] must maintain an im-
mense population size to reasonably cover the search space better in order
to solve complex RL problems. The time complexity in the situation can
be significant because they require a large number of evaluations that in-
creases linearly with respect to the population size. Although the issue can
be mitigated by large-scale parallelization, it requires large computational
facility.

(I2) EAs are more sample complex compared to traditional PGS. For exam-
ple, as reported in [186], OpenAI-ES have used 3x and 10x as many sam-
ples to perform well in some environments compared to A3C [154] or
TRPO [189].

(I3) EAs cannot challenge cutting-edge PGS algorithms in terms of learning
performance on many benchmark problems. For example, OpenAI-ES has
only achieved moderate performance on 23 games but worse on 28 games
compared to A3C [186].

Aiming to address the above issues, we are urged to investigate new EA based
DRL algorithm which can achieve state-of-the-art performance regarding high
time efficiency, low sample complexity, and high learning effectiveness. Par-
ticularly, in Chapter 5, we aim to develop a sample efficient evolutionary deep
policy optimization algorithm based on CMA-ES. The algorithm is expected to
resolve the issues mentioned above while being compared to cutting-edge PGS
algorithms (e.g., TRPO [189], PPO [191], ACKTR [240]) and advanced EAs (e.g.,
OpenAI-ES [186], Uber-GA [210]).

2.3.3 Reliable and Flexible Value Function Learning for Policy

Direct Search

One of the critical challenges for VIS is how to stabilize the learning on value
functions as stated in Section 2.2.3. It is also a challenge particularly for AC algo-
rithms where value function must be learned to guide policy search. The overall



76 CHAPTER 2. LITERATURE REVIEW

effectiveness of AC algorithms largely depends on critic learning. Traditionally,
Aimed at improving reliability of critic learning, various research works have
been proposed [122, 212, 213, 66, 49, 37, 36]. For example, Sutton and his col-
leagues [214] proposed Gradient Temporal Difference (GTD) to use off-policy
gradient-based training techniques to stabilize the temporal difference learn-
ing, but the algorithm converges very slowly. A later version GTD2 was pro-
posed in [213] by replacing the objective function from the common used Mean
Squared Bellman Error (MSBE) [122, 212, 213, 66] to the mean-square projected
Bellman error (MSPBE) to further enhance the learning reliability with a faster
convergent pace compared to GTD. However, both GTD and GTD2 empirically
exhibit the behavior of divergence on critic learning, calling into question its
practical utility. Several second-order methods, such as Least Square Temporal
Difference (LSTD) [37, 36], can guarantee the reliability but with high computa-
tional complexity O(n2), where n is the number of state features. The problems
of the existing works motivate us to consider another possible solution to im-
prove the reliability in critic learning in a fast manner without incurring extra
learning complexity.

Another common challenge for PDS is to accurately estimate policy gradi-
ent estimations based on the value function learning process under the Policy
Gradient Theorem [215]. Most existing PGS algorithms focus on constructing
accurate policy gradients by replacing the other component, i.e.,Qπ(~s, a) as seen
in (2.36). However, these algorithms overlooked the importance of another key
component to form the policy gradient, i.e., Φ(~s, a) = ∇~θ lnπ

~θ(~s, a). To our best
knowledge so far, existing works that study different forms of the compatible
features Φ(~s, a) are very limited. This urges us to dive into this direction to
investigate the effects of different form of compatible features to the learning
effectiveness of PGS.

In line with this understanding, we intend to address the two challenges
mentioned above in Chapter 6 by developing new PGS algorithms via differ-
ent techniques to improve reliability and flexibility of value function learning.
Specifically, the algorithms can stabilize value function learning via the SM or
can generalize compatible features via q-logarithm to provide a new flexible
family of compatible functions. The developed algorithms are expected to even-



2.3. RELATED WORK 77

tually achieve effective policy learning on benchmark RL problems.

2.3.4 Enhancing Policy Direct Search via Automated Evolu-

tionary Feature Learning

The importance of Feature Learning (FL) has gained more and more notices in
RL research domain, which has been considered as an effective auxiliary ap-
proach to promote reinforcement learning [132, 71, 138]. Traditionally, features
are manually designed, it has been considered to be time-consuming and error-
prone, because the design process normally requires special domain knowledge
from human experts. In practice, the human experts are not often available, and
such a manual process can also bring biases into the extracted features possi-
bly producing unexpected results. Some early methods have been developed,
such as [123, 212], by using fixed feature functions to transform low-level states
to high-level features. These methods are problem-specific, as some features
may only be suitable for specific tasks. In view of this, a group of methods
have been proposed to implement self-adaptive basis functions (feature func-
tions) [150, 165, 57]. These methods have adopted SL techniques to train the ba-
sis functions, but the SL techniques require human experts to carefully choose
error functions and determine labels.

To address the issue, many methods adopted NNs or DNNs as representa-
tions for policy or value function where feature learning is considered coupled
with the reinforcement learning. Such approaches face two main challenges,
i.e., 1) completed automation vs. partial automation and 2) coupling vs. decou-
pling, as stated in Section 2.2.7.

To address these challenges, in comparison to DRL, NeuroEvolution has
more potential for the complete automation on feature learning. First, NEAT
can automatically evolve the topology without specifying it in advance. Second,
NEAT gradually complexify the topology which can result in a reasonably suit-
able (i.e., less complicated than some pre-defined DNNs) representations [152].
Because of this, we consider that NEAT can be a good candidate for feature
learning during RL. However, we are not the first to explore this idea. For ex-
ample, FS-NEAT [233] and its variations [139] have been proposed to perform
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feature selection but not feature extraction, where no high-level features are
explicitly evolved. NEAT+Q [232] considers feature extraction, but it is a VIS
algorithm which does not explicitly learn a policy. Besides, the features learned
through NEAT+Q are embedded in value functions. They cannot be directly
reused for other learning algorithms.

Another challenge of “decoupling vs. coupling” introduced in Section 2.2.7
becomes severe when NEAT is applied to solving large-scale RL problems. For
NEAT, it must evolve a highly sophisticated NN, since the network by itself
has to accomplish two tasks, i.e., feature extraction and policy search. Also,
it must evolve the network from the simplest initial structure with no hidden
neurons and connections. This makes the tasks even more difficult and sample
inefficient. In addition, extensive investigations of HyperNEAT [205] suggest
that HyperNEAT may perform much worse than NEAT on many large-scale
problems including Atari games, especially in the presence of high-level fea-
tures [90]. Besides, NEAT was found vulnerable to the fracture issue, i.e. the
mapping from states to optimal actions is highly discontinuous [118]. The same
issue is proven to be even more challenging for HyperNEAT in [224].

To address these important issues, we make a first a first attempt to
split feature learning from policy learning, resulting in a new algorithm
called NEAT+RAC in Chapter 7. Despite of clear performance advantages of
NEAT+RAC on classic control problems, NEAT+RAC still has limited effective-
ness for large-scale RL. This is because, NEAT+RAC relies on the traditional
RAC which often fails to learn reliably with non-linear and more powerful pol-
icy networks. Moreover, feature learning and policy learning are heavily min-
gled in a single process, preventing easy sharing of learned knowledge (e.g.
policy networks) across multiple agents. Further motivated by this, we study
how to clearly separate the feature learning and policy learning, meanwhile to
achieve policy improvements by using cutting-edge PGS algorithms suitable for
training deeply-structured policy networks in the same Chapter(i.e., Chapter 7).
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2.4 Chapter Summary

The Chapter provided a comprehensive literature review, including fundamen-
tal concepts of ML with focus on RL, the general principles and formulation
of the RL framework, and several popular techniques widely used in the RL
domain. Besides, in order to motivate the research of the thesis, the chapter
analyzed and discussed advantages as well as challenges of related works with
the focus on PDS approach.

Although PDS has become more and more popular and influential in the
RL domain, there are still rooms to develop new policy direct search algo-
rithms further. In comparison to existing work, the new algorithms ought to
1) be more effective, 2) be more sample efficient, 3) achieve better balance of
the exploration-exploitation trade-off, 4) support seamlessly integration with a
decoupled feature learning to extract useful features, and 5) be capable to stabi-
lizing learning on value functions. Our understanding on the challenges of RL
methods discussed in prior sections, form the fundamental motivations of the
thesis.

Despite the general challenges, more specific limitations of existing works
discussed in Section 2.3 are summarized below to motivate the research of the
thesis further.

• Episode learning based PGS with linear policy has already been inves-
tigated in the literature. However, the existing works overlooked an-
other important learning strategy, i.e., step-learning. Nevertheless, the
step learning strategy conducts the policy updates based on a single step
sample, which often yields high variances in the updated policy. There-
fore, it is necessary to investigate techniques further to improve policy
gradient estimation accuracy and stability to further improve the learning
effectiveness for step learning based PGS.

• Some existing work has shown that EAs can be useful algorithms for
solving RL problems when the solution dimensions are reasonably small.
However, all existing EAs are still facing three critical issues, i.e., low
time efficiency, high sample complexity and low learning effectiveness,



80 CHAPTER 2. LITERATURE REVIEW

when they are applied to training deep structured policy networks. This
makes EAs lagging behind cutting-edge PGS algorithms. Given this situ-
ation, it is worthy to investigate new EA based DRL algorithms to address
the above three issues so that EAs can truly become state-of-the-art algo-
rithms.

• Value function learning is vital for AC algorithms, as the learned value
function is used to estimate the policy gradients. However, value func-
tions learned from samples by Monte Carlo methods often exhibit high
variances, resulting in the unstable and fluctuated value function learning,
and hence deteriorated policy learning. Some existing works attempted to
address the issue by introducing extra complexity into the objective func-
tion, which may lead to performance degradation as well. Hence, it is
necessary to discover new methods to stabilize the value function learning
without introducing any extra complexity. Moreover, most existing works
overlooked the importance of compatible features proposed in [215] for
accurately estimating policy gradients. To our best knowledge, there is no
existing work studying this important problem that must be investigated
further.

• Feature learning is another key factor for the success of reinforcement
learning. In traditional RL, features are normally hand-crafted by human
experts, which is considered time-consuming and error-prone. Many ex-
isting algorithms can naturally address these issues by naturally coupling
the feature learning into policy learning. However, such a coupled learn-
ing process has limitations in terms of the effective knowledge sharing and
easy splitting features from final decisions. Motivated by this, some other
existing work proposed to decouple the feature learning and policy learn-
ing and automate the feature learning process. Nevertheless, these meth-
ods either have to use a fixed policy or have to adopt domain knowledge
from human experts. Therefore, it is useful to study a fully automated
feature learning process that is capable of extracting useful features and
finding good policies.

Multiple chapters in the thesis is constructed will address the above issues.
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Chapter 4 will develop three new AC algorithms for training linear policies
based on a primal-dual approximation technique. Chapter 5 will develop a
CMA-ES based deep policy optimization algorithm. Chapter 6 will develop
two PGS algorithms. One algorithm is a new RAC algorithm with stabilized
critic learning by self-organized SandPile Model. The other algorithm is a new
RAC algorithm where the compatible function is generalized based on a gen-
eralized logarithm function. Chapter 7 will develop two new PGS algorithms.
The first algorithm integrates NEAT based feature learning with the RAC al-
gorithm for PGS called NEAT+RAC. The second algorithm presents a major
improvement of NEAT+RAC by explicitly decoupling the NEAT based feature
learning from PGS to enable effective knowledge sharing and by integrating
with various state-of-the-art PGS algorithms.
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Chapter 3

Experimental Methodology

The chapter presents the core experimental methodology of this thesis. It starts
with the benchmark problems used throughout the thesis. At the end of the
chapter, it summarizes statistical treatment used in this thesis including general
experiment setup and the statistical methods for experimental results analysis.

3.1 Benchmark Problems

To evaluate RL algorithms, there are many applicable benchmark prob-
lems [212]. In this thesis, we have primarily focused on control problems, be-
cause of two reasons: (1) It is widely recognized challenging to RL agents in
the literature [212], which can genuinely reflect the true capability of the agent.
(2) It has good coverage on both continuous and discrete problems. In this the-
sis, we have adopted 16 commonly used benchmark continuous control prob-
lems. Four problems, i.e., Mountain Car Continuous, LunarLander, Bipedal-
Walker, and BipedalWalkerHardcore, are provided by GYM environment [39].
The other six problems are simulated by using Bullet Physics Engine [220], in-
cluding HalfCheetah, Hopper, Inverted Double Pendulum, Inverted Pendulum,
Inverted Pendulum Swingup, and Walker2D. We briefly describe each problem
used in experiments in the rest of the subsection, more detailed descriptions
about these problems can be found in [65, 221, 95].

• Mountain Car Continuous is a continuous version of the classic Mountain

83
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Car Problem. In the problem, a car is positioned between two ”moun-
tains” in a one-dimensional axis. The goal is to drive the car up to the
mountain on the right side. To make the problem difficult, the car’s en-
gine is not strong enough to reach the goal in a single pass. The key to
success is the use of the momentum produced by driving the car back and
forth. Moreover, the instant reward is the distance from the current car
position to the goal region, and a +10 is directly given once the car reaches
the goal region. It is designed to have one continuous action in [-1.0, 1.0].

• Lunar Lander is to control an agent accepting 8-dimensional continuous
sensor input to produce a two-dimensional continuous action ranging
from −1.0 to 1.0. It aims to smoothly and accurately guide the lander
robot to land on a target pad which is always set at the origin (0.0, 0.0).
While moving from the top of the screen to the target pad with zero speed,
the agent will be awarded a reward ranging from 100 to 140. However, it
loses rewards due to it is moving away from the pad. As long as the lan-
der crashes or comes to rest, it receives an additional −100 or 100, and the
episode completes.

• Bipedal Walker is to drive a robot move along flat terrain. It is constituted
of 24-dimensional continuous state space and 4-dimensional continuous
action space. The agent is rewarded +1 point by moving forward, and a
total of +300 points are given at the far end. The fallen of the robot will
cause a −100 penalty; also motor torque costs a small number of points.

• Inverted Pendulum(i.e., Cart Pole) is the classical pole balancing problem,
where a pole is attached by a joint to a cart moving horizontally. It aims
to find a plot that balances the pole to the upright angle as long as possi-
ble. It is designed to have four state inputs and one continuous action in
[−1.0, 1.0]. As long as the pole maintains upright, it receives a +1 reward.

• Inverted Pendulum Swingup is an analogy to Inverted Pendulum, but it re-
quires additional swing the pole up to maintain its balance to the upright
angle.
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• Inverted Double Pendulum is a hardcore version of Inverted Pendulum, as
it contains two joints connecting two poles to a fixed point. The controller
actuates the joint to swing the end of the lower pole to a given height from
the initial situation where both poles are hanging downwards.

• Bipedal Walker Hardcore is very similar to the Bipedal Walker. The only dif-
ference is that the robot travels on a tough terrain where ladders, stumps,
and pitfalls are placed. These obstacles increase the time limit hence the
difficulty of the problem.

• Half Cheetah is a planar locomotion task where the agent is required to con-
trol a cheetah-like robot to move along a flat plane as quickly as possible.
It contains 26 state inputs and six action outputs; each action dimension
is located in the range [-1.0, 1.0]. The rewards is given by the function
r = vx + 0.1 ∗ ||a||2, where vx is the velocity along x-axis.

• Hopper aims to move one-legged robot travel forward as fast as possible
on a 2D plane in a 3D environment. It consists of 15-dimensional state
space and three-dimensional action space within the range [-1.0, 1.0]. The
reward is given by the velocity position of x and y with an alive bonus 1
point. Note, there is a 0.001 ∗ ||a||2 cost on control.

• Walker2D is like a two-legged Hopper with a larger state space and action
space. It uses 24-dimensional inputs to generate six-dimensional contin-
uous actions ranging from -1.0 to 1.0 for each dimension. The reward
consists of x-velocity of the torso with penalties of quadratic control cost,
distance between the torso and the target height, and the orientation.

• Reacher describes a problem where a robot with two links aiming at
reaching a target position. It contains 11-dimensional state space and 2-
dimensional action space. It receives rewards by using the negative dis-
tance from the end of the arm to the target. Each movement control costs
||a||2.

• Puddle World is a two-dimensional continuous environment (i.e., [0, 1]2) in
which round puddles are placed at (0.2, 0.25) to (0.55, 0.25) and (0.45, 0.2)
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to (0.45, 0.6) with a radius 0.1. A mobile agent initiates at a random posi-
tion in the environment and learns to reach the goal region (i.e., x+y ≥ 1.9)
without entering the puddles. When reaching the goal region, the agent
will receive an instant reward of +40. Otherwise, it will be penalized with
−1 for its movement. In particular, when entering the puddle area, it re-
ceives a penalty computed by multiplying −400 with the agent’s short-
est distance to the border of the puddle [43]. In this problem, a learning
episode is defined as the learning period from the agent’s initial state to
the moment when it arrives at the goal region.

• Heating-Coil Problem is one member of the challenging Heating, Ventila-
tion, and Air Conditioning (HVAC) problem set [9, 84]. The problem has
several dynamics (i.e., state dimensions), and theses dynamics are catego-
rized as IPV and EPV respectively. IPV are variables directly influenced
by the controller, whereas EPV is controller-independent variables solely
reflecting the environment changes (i.e., environment disturbance). In or-
der to simulate the environment disturbance, the EPVs (i.e., Tai, Twi, fa) are
changed by random walk every κ (benchmarked as 30 in [84]) time-steps
within their own intervals. The goal of the problem is to make the output
air temperature Tao close enough to the target temperature of Td. This can
be achieved by adjusting the opening valve c to control the system [84].

In addition to control problems, we have also adopted six Atari gameplay
tasks to evaluate the effectiveness of our algorithms in Chapter 6. This is be-
cause the proposed algorithms must be evaluated on large-scale reinforcement
learning to fulfill our research goals. Hence Atari game playing tasks are con-
sidered as suitable benchmarks for our experiments. However, due to a limited
computational resource, we consider mainly six widely-used/representative
games, including Asteroids, Breakout, Freeway, Seaquest, SpaceInvaders, and
TimePilot, implemented in Atari Learning Environment (ALE) [23]. In the RL
literature, ALE is a set of well-known and highly challenging benchmark prob-
lems [23, 59, 91, 189, 154, 155]. ALE provides two types of Atari game play-
ing tasks with the key difference on state representations: one is RAM-based
games where states are represented as 128-bit integers stored in memory, the
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other is IMAGE-based games where states are represented as video frames cap-
tured directly from the games. In Chapter 6, we choose RAM-based games,
because they are more suitable for NeuroEvolution of Augmenting Topology
(NEAT) [206] as 128 dimensions of raw state inputs are considered sufficiently
large for our empirical study. Because when the number of samples allowed for
training is limited at a certain number, NEAT has shown bad performances on
the 128-dimensional ram-based Atari game playing tasks as reported in [90].

3.2 Statistical Treatment

In this section, we depict the statistical treatment used in this thesis to determine
the performance significance among experiments results. We firstly describe
our general experiment setup to explain how the experiments are performed.
Then we explain different statistical methods used in this thesis, including Stu-
dent’s t-test, and Analysis of Variance (ANOVA) [4].

3.2.1 General Experiment Setup

To determine any performance significant differences in experiment results, we
conduct a standard experiment setup for all experiments in this thesis. Firstly,
we perform 30 independent runs for all algorithms on each continuous control
task. At every 10,000 samples or the end of every 50 training episode, we con-
duct one independent testing episode with the learned policy (deterministic).
The testing episode is performed in a separated testing environment with the
same random seed as the one used for training. In doing so, we can also identify
the true effectiveness of each algorithm. All these independent tests are carried
out by using the best policy learned so far till the testing point (i.e., every 10,000
samples or every training episode). For all experiments, we have performed
training on each algorithm for only 5,000,000 samples or only 10,000 training
episodes due to the computational resource limitation.
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3.2.2 Statistical Methods

In this thesis, we have used four different statistical methods for experiment
analysis. To show the significant differences of algorithms visually, we have
plotted the confidence intervals for each algorithm on the learning curve fig-
ures. To determine the performance significance among a group of algorithms,
we have performed ANOVA. Specifically, when comparing two algorithms, we
have performed a student’s t-test on the performance. Lastly, we have per-
formed correlation analysis particularly in Chapter 5 to examine the correlation
between the stability of value function learning and the effectiveness of police
learning. In the following subsection, we will brief these statistical methods.

Confidence Interval

One classic method to examine the statistical difference is to compute the con-
fidence interval, which is an estimated range of values that likely includes an
unknown population parameter [4]. Such an estimated range can be calculated
from a given set of sample data [4].

In this thesis, we consider the confidence interval where the population of
interest is not known, i.e., both the population mean and standard deviations
are unknown. In addition, in this thesis, we have only a small portion of sam-
ples, so we consider t-distribution rather than the normal distribution. Thus, in
this case, we use the following formula to compute the confidence interval,

X ± t∗ S√
n
, (3.1)

where n is the sample size,t∗ is the upper (1−C)
2

critical value for the t-
distribution with n− 1 degrees of freedom, i.e., t(n− 1).

Student’s t-test

Student’s t-test is a classical statistical method to test the null hypothesis of
whether there is a significant difference between the means of two groups [4].
It can be generally used for checking the means estimated by two dependent
samples differ significantly, i.e., the paired t-test.
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In this thesis, we have adopted the paired t-test in the experiments when
determining the significance between the performances of two algorithms. The
formula we used for the paired t-test is,

t =
(
∑

D) /N√
ΣD2−

(
(
∑

D)2

N

)
(N−1)(N)

(3.2)

where D is the difference and N is the number of samples.
As every t-value has a p-value associated with it, so after obtaining the t-

value, we can find the p-value in the t-table [4]. In this thesis, we define the
alpha level as 0.05 (5%). Next, we can check whether the computed t-value is
greater than the given table value at an alpha level of 0.05. If p < 0.05, we can
reject the null hypothesis that there is no difference between the means.

ANOVA

However, in our thesis, we have cases where more than two algorithms are
compared to determine the significance. In this case, the Student’s t-test is not
applicable. Thus, we consider ANOVA for analysis of such experiments.

ANOVA is to test if there is any significant difference between the means of
two or more groups [4]. In this thesis, we consider one-way ANOVA, as there
is only one independent variable to be taken into account. In fact, one way
ANOVA is a generalisation of the two sample Student’s t-test [4]. In particular,
ANOVA compares the variability between the groups to the variability within
the groups. The formula we use in the thesis is,

F =
MST

MSE

MST =

∑k
i=1 (T 2

i /ni)−G2/n

k − 1

MSE =

∑k
i=1

∑ni
j=1 Y

2
ij −

∑k
i=1 (T 2

i /ni)

n− k ,

(3.3)

where F is the overall test variance ratio, MST is the mean square between
groups, MSE is the mean square within groups, Yij is an observation, Ti is a
group total, G is the grand total of all observations, ni is the number in group i

and n is the number of all observations.



90 CHAPTER 3. EXPERIMENTAL METHODOLOGY



Chapter 4

Effective Policy Direct Search
through Primal-Dual Approximation

This chapter is developed to answer the research question Q(1) in Section 1.2
and achieve the research objective O(1) in Section 1.3. In particular, we develop
a Primal-Dual Approximation (PDA) technique based step learning framework,
where the primal policy optimization problem is converted to a simpler dual
problem through averaging historical gradients accompanied with a strongly
convex regularization term. This enables us to obtain a more precise policy
gradient estimation for effective policy direct search. Based on this idea, we de-
velop three new PGS algorithms on the basis of three existing conventional step-
wise learning based PGS algorithms proposed in [31] (i.e., Regular Actor-Critic
(RAC), Natural Actor-Critic with Fisher Matrix(NACF), Natural Actor-Critic
with Advantage Parameters(NACA)), with the aim to achieve high-performing
learning of linear parametric policies. With the development of the three algo-
rithms, we have made two contributions in below:

1. With our formulation of PDA for PGS and the newly derived learning
rules, we show that each of the three original PGS algorithms (i.e., RAC,
NACF, NACA) can be treated, respectively, as special cases of our pro-
posed PDA based PGS algorithms (i.e., Dual-RAC, Dual-NACF, Dual-
NACA).

2. We theoretically prove that our PDA based PGS algorithms can eventually
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converge under suitable conditions.

The evaluations are conducted in-between the three newly proposed dual algo-
rithms (i.e., Dual-RAC, Dual-NACF, Dual-NACA) against six competitors. The
six competitors can be split into two streams. One purely uses a step learn-
ing strategy including RAC, NACF, NACA, and Natural Actor-Critic with Ad-
vantage Parameters and Fisher Matrix (NACAF) [31], The other is based on
episodic learning including Augmented Random Search (ARS) [146] and Proxi-
mal Policy Optimization with linear policies [191]. The testing benchmark prob-
lems include Mountain Car, Inverted Pendulum, Inverted Double Pendulum,
Inverted Pendulum Swingup, Lunar Lander and Bipedal Walker. The obtained
results have shown that

• Step-wise PGS 1 can be equivalently effective but more sample efficient in
comparison to episodic learning based algorithms, and

• PDA based PGS algorithms perform significantly better than all other six
competing algorithms.

4.1 Introduction

As discussed in Section 2.2.4, PDS searches an explicitly represented policy di-
rectly for solving RL problems. There are two common ways to represent the
policies, namely linear parametrization and non-linear parameterization [212].
The former way is the simplest form where a policy is represented by a linear
combination of a group of parameters, and the latter way is to use a complex
non-linear parametric model, such as a Neural Network (NN), to represent the
policy [212]. Despite the simplicity of linear parametrization, PGS algorithms
with linear policies have three significant advantages over those with non-linear
policies: (1) they are easier to be interpreted and understood [54]; (2) they are
more efficient in terms of computational cost [164]; (3) they have strong theoret-
ical guarantees of convergence [212, 215, 164]. However, traditional PGS with

1For simplicity, we use “Step-wise PGS” to represent the term of “PGS on linear parametric
policies with step learning strategy” in the remainder of the chapter.
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linear policies are believed difficult to solve difficult continuous RL problems,
and hence NN based complex representations are often considered as the first
choice in recent PDS algorithms such as [52, 191, 189, 135].

Till very recently, two original works [178, 146] have recreated the glory of
PGS with linear parametric policies with empirical evidence of effectively solv-
ing the complicated RL continuous control problems. However, the two works
both focus on the context of episodic learning and neglect a big family of algo-
rithms that learn linear policies in a step-wise manner (i.e., step learning strat-
egy).

In view of this understanding, in this chapter, we intend to build new PGS
algorithms with linear policy in the context of step learning that is effective to
tackle the complicated RL problems. To achieve this, we are required to address
a critical technical challenge of step learning strategy. Currently, following the
Stochastic Gradient Descent (SGD) technique, all current step learning methods
use the current step policy gradient to update the policy, which is a volatile
process and the resultant policies are often associated with high variances [78,
52, 170, 176].

Ideally, the issue can be tackled by cumulating historical gradients, but it
remains a critical challenge of how to properly use the historical gradients to
maintain the effectiveness and the convergence of the policy learning. To the
best of our knowledge, the research towards addressing the challenge for step-
wise PGS remains unveiled, which is worthwhile for further exploration.

4.1.1 Chapter Goals

The overall goal of the chapter is to develop a new PDA framework for building
new linear policy search algorithms with stable step-wise learning, good learn-
ing performance as well as theoretical convergence guarantees. In particular,
we intend to achieve three research objectives in this chapter:

1. To build a new PGS framework based on the general PDA technique,
and under which to derive new dual problems with respect to three
commonly-used step-wise PGS algorithms, i.e., RAC, NACA, and NACF.
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2. To theoretically analyze the convergence behaviors of the PDA based PGS
algorithms under suitable conditions.

3. To empirically evaluate the learning effectiveness of PDA based PGS (i.e.,
Dual-RAC, Dual-NACA, and Dual-NACF) against the original PGS (i.e.,
RAC, NACA, NACF) and two cutting-edge PGS algorithms (i.e., ARS and
PPO-Linear) on six benchmark continuous control problems.

4.1.2 Chapter Organization

The chapter is structured as follows. Section 4.2 presents a preliminary knowl-
edge of the general PDA. Next, Section 4.3 gradually builds the new PGS frame-
work using the PDA technique, and under the framework, the section develops
three new PGS algorithms (i.e., Dual-RAC, Dual-NACA, Dual-NACF). Subse-
quently, a theoretical analysis for convergence of the proposed algorithms are
presented in Section 4.4. The design of experiments and the discussion on re-
sults are given in Section 4.5 and Section 4.6 respectively. The chapter is finally
summarized in Section 4.7.

4.2 Preliminaries — A General Primal-Dual Ap-

proximation Method

This section introduces the preliminary background of the general PDA tech-
nique to pave the way for the development of new algorithms in Section 4.3.
Moreover, we refer readers to the details about the general PGS framework and
the typical algorithms such as RAC, NACA, NACF and NACAF in Section 2.2.5

The core notion of PDA [158] is to approximate a complicated primal prob-
lem for learning through a simpler linear dual problem that can be solved im-
mediately. The work [158] showed that, although PDA works on a simplified
linear dual problem with some loss of precision, the technique can still guaran-
tee to solve the original learning problem accurately. A mathematical descrip-
tion of PDA is given below. Given a general optimization/learning problem
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(i.e., the primal problem)
f(~x?) = max

~x∈D
f(~x), (4.1)

where D ⊆ Rm is a convex subset of the real vector space, and the convex scalar
objective function f : D → R is Lipschitz continuous.

To solve (4.1), the work [158] reformulated (4.1) to a simple dual problem. To
construct the dual formulation, we assume that k (k ≥ 0) candidate solutions
{~xi}ki=0 ⊂ D are available in advance. Based on these candidate solutions, the
dual problem is defined as

lk(~x
?) = max

~x∈D
[

1

k + 1

k∑
i=0

[f(~xi) +∇~xf(~xi)
T · (~x− ~xi)]− µkd(~x, ~x0)], (4.2)

where µk = 1
2β(k+1)

is a scaling parameter, and d(~x, ~x0) is an arbitrary distance
measure between any two solutions, e.g., ~x and ~x0. In order to provide such k

candidate solutions in (4.2), an iterative learning process is often adopted [158,
241]. Assuming that d(~x, ~x0) gives the Euclidean distance, then during each
learning iteration, (4.2) can be solved directly to produce the next candidate
solution as

~xk+1 = ~x0 + β 1
k+1

∑k
i=0∇~xf(~xi)

= ~xk + β 1
k+1
∇~xf(~xk),

(4.3)

where β is the learning rate.
Comparing (4.3) to (2.39) or (2.41), they are essentially identical for both

critic learning and actor learning. This implies that the dual formulation of (4.3)
is not suitable to achieve our goal mentioned in Section 4.1. Therefore, we must
investigate the usefulness of different reformulations from (4.2), which have not
been investigated in-depth in the literature.

Recall the SGD method, (4.3) is fairly similar to the iterative process in SGD.
The difference is that, for one iterative update, the gradient in SGD is com-
puted based on the current sample, but the PDA approach uses an average of
all k steps historical gradients. In other words, the iterative learning process of
SGD is one-step based whereas that of PDA is k-steps based. The advantage of
the PDA approach is that the error of parameter updates caused by noises of
gradient estimations can be reduced. For example, if assuming the gradient es-
timation∇xf(x) and the estimation noise ε are identical for every step in k-step



96 CHAPTER 4. EFFECTIVE PDS THROUGH PDA

learning, by following SGD updating, the xk will have an accumulated noise of
k×ε. However, in PDA, the noises are averaged which results in xk with a noise
of only ε. In consequence, for PGS in RL, the effectiveness of policy gradient is
highly dependent on the variance of gradient estimation [78]. The main concern
of direct use of SGD onto RL algorithms relates to the high variance problem in
policy gradient estimations [78, 68]. The drawback can be conquered by apply-
ing the low-variant PDA approach to policy-gradient based search algorithms.

In addition, though the work [158] has proposed a dual formulation for the
general optimization, the true usefulness of such a formulation has not been
assessed in RL ever before. Even similar techniques, such as mirror-descent,
have been successfully applied to a single time-scale learning of VIS in [143],
but its applicability to two time-scale learning in AC architecture still demands
in-depth investigations. Moreover, owing to the complexity of the strongly cou-
pled parametric learning processes in the AC framework, the suitability of the
newly derived dual formulations requires further investigations.

Hence, it is worth exploring, whether there are any other suitable formula-
tions (primal or dual), and whether these formulations can improve effective-
ness for the PGS algorithms. To the utmost of our awareness, there are still
very few research works in the literature focusing on investigating the useful-
ness of PDA from the challenging perceptive discussed above. Motivated by
these understandings above, we intend to take the first step to adopt PDA for
developing new PGS algorithms to solve difficult RL problems.

4.3 The Proposed Algorithms

In this section, we will gradually build up a general PDA framework for RL.
We start with an introduction to a general formulation of the dual problem in
PGS. Through various extensions of the dual problem formulations, we subse-
quently develop three different RL algorithms. Meanwhile, an analysis of the
relationships with some important existing algorithms will also be highlighted.
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4.3.1 General Dual Formulation for Policy Gradient Search

In this subsection, we study some general dual problem formulations based on
the primal problem defined as,

J (~θ?) = max~θ∈~ΘJ (~θ)

= max~θ∈~Θ[
∫
~s∈S p

π(~s)
∫
a∈A(~s)

π~θ(a|~s)R(~s, a, ~s′)dad~s]
. (4.4)

for actor learning as well as in (2.40) and (2.35) for critic learning. Instead of
using the dual formulation given in (4.2), we will consider other useful prob-
lem formulations based on (4.2) in order to develop new and effective RL algo-
rithms.

Without exploring all possible dual problem formulations, we concentrate
on three main aspects to build new dual problems: (A1) changing the arith-
metic averaging in (4.2) to the exponentially-weighted averaging in (4.5); (A2)
adopting varied distance measurements for d(~x, ~x0) in (4.2); (A3) applying PDA
to different primal problems for actor learning in (2.41) and critic learning in
(2.35).

We consider mainly these three aspects because they enable us to construct
different dual problems straightforwardly. They also cover the main factors
and differences in formulating the dual problems. As seen from Figure 4.1, a
few important dual problem formulations can be derived from (4.2). In fact,
several possible aspects can be considered. For example, we can make the scal-
ing parameter µk in the dual problem formulation self-adaptive. Also, we can
use a different weighted averaging method by setting the norm of the gradients
as the weights [158]. This implies that only the directions of the gradients will
be considered during the learning process. However, we have not found empir-
ical deviations in terms of effectiveness with the use of other possible aspects.
Thus, they are not considered in this chapter. Moreover, to accurately evaluate
the usefulness of adopting each specific aspect, in this study every aspect will
be considered individually while developing any new algorithms.

Based on these aspects, we can build up three different dual problem formu-
lations. These formulations give rise to three new AC algorithms as we summa-
rize in Figure 4.1. Particularly, from Aspect (A1), we develop the dual problem
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Critic

Actor

Regular Gradient Actor Critic
(RAC)

Natural Gradient Actor Critic 
with Fisher Information Matrix

(NACF)

Natural Gradient Actor Critic 
with Advantage Parameters

(NACA)

Improvement Evaluation

Dual Regular Gradient Actor 
Critic

(Dual-RAC)

Dual Natural Gradient Actor 
Critic with Fisher Information 

Matrix
(Dual-NACF)

Dual Natural Gradient Actor 
Critic with Advantage 

Parameters
(Dual-NACA)

Using the dual problem formulation in (3.5) Using the dual problem formulation in (3.14)

Using the dual problem formulation in (3.19)

Figure 4.1: The Primal-Dual Approximation based Actor-Critic Algorithms.

formulation in (4.5) and generalize the RAC algorithm to the new Dual Regu-
lar Gradient Actor-Critic (Dual-RAC) algorithm. Meanwhile, following Aspect
(A2), we propose another dual problem formulation (4.14), which serves as the
basis for the development of the new Dual Natural Gradient Actor-Critic with
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Fisher Information Matrix (Dual-NACF) algorithm. In line with Aspect (A3),
we further derive the dual problem formulation in (4.19). Based on (4.19), Dual
Natural Gradient Actor-Critic with Advantage Parameters (Dual-NACA) al-
gorithm is obtained from the NACA algorithm. The technical details of each
algorithm are presented in the following subsections.

4.3.2 Dual Regular Gradient Actor Critic Algorithm

Following Aspect (A1), the dual problem formulation for actor learning defined
in (4.2) can be presented as

l(~θ?) = max
~θ∈Θ

[
t∑
i=0

ρt−i[J (~θi) +∇~θJ (~θi)
T · (~θ − ~θi)]− µt||~θ − ~θ0||22]. (4.5)

It is clear to see that, in this new formulation, we no longer use the arithmetic
averaging method. Instead the exponentially-weighted averaging is applied.
Particularly, ρ ∈ (0, 1] is the weighting parameter given for measuring the im-
portance of historical gradients (i.e., gradients obtained from the prior t time
points) at an exponential scale. In the meantime, the regularization term can be
arbitrary distance measures. For example, one can consider Kullback–Leibler
divergence [170] which is normally difficult to be computed analytically. In our
case, we consider the Euclidean distance for simplicity.

To analytically solve (4.5), we can simply compute the gradient of l(~θ?) with
respect to ~θ as,

∂l′t(
~θ)

∂~θ
=

∂[ 1
t+1

∑t
i=0[f(~θi)+(

∂J (~θi)

∂~θi
)T ·(~θ−~θi)]+µtd(~θ)]

∂~θ

= ( 1
t+1

)
∑t

i=0(∂J (~θi)

∂~θi
) + µt

∂d(~θ)

∂~θ
.

(4.6)

Afterward, we just simply let (4.6) equal to ~0,

(
1

t+ 1
)

t∑
i=0

(
∂J (~θi)

∂~θi
) + µt

∂d(~θ)

∂~θ
= ~0, (4.7)

Following (4.7), we can generalize the framework by introducing a tunable
parameter 0 < ρ ≤ 1,

1

(t+ 1)
∑t

i=0 ρ
t−i

t∑
i=0

[ρt−i(
∂J (~θi)

∂~θi
)] = µt

∂d(~θ)

∂~θ
, (4.8)
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According to the definition of µt in [158] and (4.7), we can have the scaling
parameter µt as,

µt =

∑t
i=0 ρ

t−i

2t(t+ 1)
∑t

i=0 ρ
t−i
, (4.9)

Thereby, (4.8) can be reformulated as,
t∑
i=0

[ρt−i(
∂J (~θi)

∂~θi
)] = (

∑t
i=0 ρ

t−i

2t
)
∂d(~θ)

∂~θ
. (4.10)

In such a way, we have actually generalize the typical stepwise gradient-based
learning. If ρ = 1, the learning can downgrade to original average model shown
in (4.7). Additionally, the scaling parameter is obtained as µt =

∑t
i=0 ρ

t−i

2(t+1)
.

Following the above derivations, we can obtain the policy parameter updat-
ing rule as

~θt+1 ← ~θ0 + βt(
t+ 1∑t
i=0 ρ

t−i
)

t∑
i=0

[ρt−i∇~θJ (~θi)], (4.11)

where βt is the learning rate for the t step.
By using the exponentially-weighted averaging method, we emphasize

more on recently obtained policy gradients which are considered more impor-
tant in a two time-scale learning process. Furthermore, in a two time-scale
learning process, the change to policy parameter can be made to be reason-
ably small while learning the value function in the fast time-scale. Along with
the entire learning process, the value function becomes better and better, which
implies that the estimated policy gradients become more and more accurate.
In fact, for a t-step learning, the gradients obtained in early steps (e.g., when
t = 0) may not be as crucial as those obtained in later steps if the time elapsed
to the t time is very long. However, in (4.2), the historical gradients are treated
equally, they may not be as accurate as the gradients obtained recently. Thus
we introduce the dual problem formulation in (4.5), where gradients obtained
more recently are considered more important in contrast to those gradients ob-
tained from candidates close to ~θ0. Moreover, in the literature, numerous re-
search works have shown that the adaptive changes of weights for each linear
subproblem, i.e., the approximation of original problem at each candidate solu-
tion point, can potentially result in better convergence rat [130, 32]. We also per-
formed several preliminary numerical studies on simple functions. Our study
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consistently shows that the convergence rate of using exponentially-weighted
averaging method is faster than that of using the arithmetic averaging method.

However, there is a key issue of directly using (4.11). The issue is that fol-
lowing the rule (4.11), if t is very large, the policy gradients obtained close to
the time point t = 0 will become useless as they are not very important. This
may lead to biased learning.

To demonstrate this issue further, we give a simple example in Figure 4.2.
Here, we use a 2D contour graph to represent the policy parameter space. Each
parameter value is represented as a black point at different time points. The
red dashed vectors represent the normal updating trajectories from ~θ0 to ~θt+1

generated by following regular gradients. Particularly, Figure 4.2 shows that,
at the time point t, based on the parameter ~θt and the gradient of ∇~θJ (~θt), we
will get the updated parameter ~θt+1. On the other hand, considering the up-
dating rule (4.11), its second part can be illustrated as the solid blue vector, i.e.,

t+1∑t
i=0 ρ

t−i

∑t
i=0 ρ

t−i∇~θJ (~θt). This is because, when t is very large, the policy gra-
dient (the dashed blue vector) is largely determined by the recent gradients,
namely the two parts A and B shown in the figure. If still following the direc-
tion of the solid blue vector (i.e., the dashed blue vector) to conduct the updat-
ing from ~θ0, the updated parameter ~θ′t+1 will end up at an unideal position as
shown in the figure. As seen clearly, ~θ′t+1 and ~θ0 are almost locating on the same
contour line, resulting in no improvement in performance.

To address the issue demonstrated in Figure 4.2, we considered a periodical
updating process for learning the policy parameters. This means that the policy
parameters are updated every K (i.e.,the periodic interval) steps where K >

0 is a small constant. In other words, after every K steps, we will apply the
updating rule (4.11), as a result, ~θ0 becomes ~θK . Accordingly, we can rewrite
(4.11) to a more general periodic updating rule as

~θ(n+1)K ← ~θnK + βnK(
nK∑nK

i=0 ρ
n(K−i)

)
nK∑
i=0

[ρn(K−i)∇~θJ (~θi)], (4.12)

where n ∈ N. Additionally, within one single period, we have the step-updating
rule as

~θt+1 ← ~θt + βt∇~θJ (~θi). (4.13)
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Figure 4.2: An example of the biased learning following (4.11) when t is very
large.

where 0 ≤ t < K.

Note that, the RAC algorithm can be viewed as a special case of the Dual-
RAC algorithm. This is because under the specific setting of ρ = 1, the proposed
updating rules in (4.12) and (4.13) are equivalent to (2.41) adopted directly by
the RAC algorithm. Hence Dual-RAC algorithm is a generalization of RAC.

Follow (4.12) and (4.13) for actor learning, we present the complete Dual-
RAC algorithm in Algorithm 4.3.1. In addition, we obtain the regular gradi-
ent estimator at each learning step as ∇~θJ (~θi) = IE~θ[δ

πi
i Φ(~si, ai)], where δπii and

Φ(~si, ai) can be obtained by (2.38) and (2.37) respectively.
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Algorithm 4.3.1 Dual-RAC Algorithm

Require: an MDP 〈S,A,P ,R, γ〉, the periodic step interval K.
Ensure: ~θ, ~υπ

1: Initialization:
2: ~θ ← ~θ0, ~υπ ← υπ0 , ~st ← ~s0, ~̂g ← ~0, ~g ← ~0, k ← 0

3: Learning Process for one episode:
4: for t = 0, 1, 2, ... do
5: at ∼ π~θ(a|~st)
6: Take action at, observe reward rt+1 and new state ~st+1

7: δπt ← rt+1 + γ~υπTt · ~φ(~st+1)− ~υπTt · ~φ(~st)

8: ~υπt+1 ← ~υπt + ~αδπt
~φ(~st)

9: ~̂g ← ~̂g + ρδπt
~Φ(~st, at)

10: k ← k + 1

11: ~g ← k∑k
i=0 ρ

k−i
~̂g

12: ~θt+1 ← ~θt + β~Φ(~st, at)

13: if k ≥ K then
14: ~θt+1 ← ~θ0 + β~g

15: ~θ0 ← ~θt+1

16: k ← 0

17: end if
18: end for
19: ~θ0 ← ~θt+1, ~υπ ← υπ0 , ~st ← ~s0, ~̂g ← ~0, ~g ← ~0, k ← 0

20: return ~θ, ~υπ

4.3.3 Dual Natural Gradient Actor Critic with Fisher Informa-

tion Matrix

Following Aspect (A2), we derive the new dual problem formulation for actor
learning where the Riemannian Distance is used as the regularization term in
(4.2),

lt(~θ
?) = max

~θ∈Θ
[

1

t+ 1

t∑
i=0

[J (~θi)+∇~θJ (~θi)
T ·(~θ−~θi)]−µt(~θ−~θ0)TG(~θt)(~θ−~θ0)], (4.14)
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Algorithm 4.3.2 Dual-NACF Algorithm

Require: an MDP 〈S,A,P ,R, γ〉.
Ensure: ~θ, ~υπ

1: Initialization:
2: ~θ ← ~θ0, G← G0, ~υπ ← ~υπ0 , ~st ← ~s0, ~̂g ← ~0, ~g ← ~0,k ← 0

3: Learning Process:
4: for k = 0, 1, 2, ... do
5: for t = 0, 1, 2, ... do
6: at ∼ π~θ(a|~st)
7: Take action at, observe reward rt+1 and new state ~st+1

8: δπt ← rt+1 + γ~υπTt · ~φ(~st+1)− ~υπTt · ~φ(~st)

9: ~υπt+1 ← ~υπt + αδπt
~φ(~st)

10: ~̂g ← ~̂g + δπt ~Φ(~st, at)

11: G−1
t+1 = 1

1−α [G−1
t − α (G−1

t
~Φ(~st,at))(G

−1
t
~Φ(~st,at))T

1−α+α~Φ(~st,at)TG
−1
t
~Φ(~st,at)

]

12: ~θt+1 ← ~θt + βδπt
~Φ(~st, at)

13: end for
14: ~g ← t(ρ−1)

ρt−1
G−1
t+1 × ~̂g

15: ~θk ← ~θ0

16: ~θk+1 ← ~θk + β~g

17: ~θ0 ← ~θkc+1, ~θ ← ~θ0, ~̂g ← ~0, G← G0, ~υπ ← ~υπ0 , ~st ← ~s0

18: end for
19: return ~θ, ~υπ

where G(~θt) =
∫
~s∈S d

π(s)
∫
a∈A π(~s, a)∇ ln π(~s, a)∇ lnπ(~s, a)Td~sda is the Fisher In-

formation Matrix [172], here we use the same unbiased estimation G(~θt) ≈
1
t+1

∑t
i=0

~Φ(~si, ai)~Φ(~si, ai)
T presented in [31] and the scaling factor µt = 1

2(t+1)

as in [158].

Similar to the derivation of Dual-RAC, following (4.14), we can analytically
obtain the policy parameter updating rule by introducing a tunable parameter
0 ≤ ρ < 1 as

~θt+1 ← ~θ0 + βt
t(ρ− 1)

ρt+1 − 1
G(~θt)

−1

t∑
i=0

∇~θρ
t−iJ (~θi). (4.15)
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For the policy parameters updating, we can have two choices, namely step-
by-step updating and periodic updating. Either of the two choices can be ap-
plied to our Dual-NACF algorithm. To have a better approximation of G(~θt),
we choose the second choice, where the periodic interval K as explained in Sec-
tion 4.3.2.

Accordingly, we can have an K interval updating rule for Dual-NACF rep-
resented as

~θ(n+1)K ← ~θnK + βnK
nK(ρ− 1)

ρnK − 1
G(~θnK)−1

nk∑
i=0

∇~θJ (~θi), (4.16)

where n ∈ N denotes the total steps for the specified interval K. Moreover, in
each specified interval, we can also have a step-based updating rule using the
regular gradient as,

~θt+1 ← ~θt + βt∇~θJ (~θt). (4.17)

If setting ρ = 0, then the Dual-NACF algorithm becomes the NACF algo-
rithm, which shows the latter is a special case of the former.

Moreover, based on (4.16) and (4.17), we have the pseudo codes of Dual-
NACF is derived and given in Algorithm 4.3.2. Note that, we also use the
Sherman-Morrison matrix inversion lemma given in (30) of NACF in [31] to
update the G(~θ)−1 incrementally in avoidance of the complex computation on
G(~θ)−1.

4.3.4 Dual Natural Gradient Actor Critic with Advantage Pa-

rameters

Following Aspect (A3), in this subsection, we concentrate on the primal prob-
lem in critic learning, i.e.,

ε(~ω?) = min
~ω∈Ω

IE~s∼dπ(~s),a∼π[(Qπ(~s, a)− ~ωT · ~Φ(~s, a))2], (4.18)

to derive the new dual problem from (4.2) as

lt(~ω
?) = min

~ω∈Ω
[
t∑
i=0

ρt−i[ε(~ωi) +∇~ωε(~ωi)
T · (~ω − ~ωi)] + µt||~ω − ~ω0||22], (4.19)
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Algorithm 4.3.3 Dual-NACA Algorithm

Require: an MDP 〈S,A,P ,R, γ〉, the periodic step interval K.
Ensure: ~θ, ~υπ

1: Initialization:
2: ~θ ← ~θ0, ~ωπ ← ~ωπ0 , ~υπ ← ~υπ0 , ~st ← ~s0, ~̂g ← ~0,~g ← ~0, k ← 0

3: Learning Process:
4: for E = 0, 1, 2, ... do
5: for t = 0, 1, 2, ... do
6: at ∼ π~θ(a|~st)
7: Take action at, observe reward rt+1 and new state ~st+1

8: δπt ← rt+1 + γ~υπTt · ~φ(~st+1)− ~υπTt · ~φ(~st)

9: ~υπt+1 ← ~υπt + αδπt
~φ(~st)

10: ~̂g ← ~̂g + [~Φ(~st, at)~Φ(~st, at)
T~ωt − δt~Φ(~st, at)]

11: k ← k + 1

12: ~g ← k∑k
0 ρ

k
~̂g

13: if k ≥ K then
14: ~ωπ0 ← ~ωπt

15: ~g ←∑k
0 ρ

k~̂g

16: ~ωπt+1 ← ~ωπ0 − α~g
17: k ← 0

18: else
19: ~ωπt+1 ← ~ωπ0 − α[~Φ(~st, at)~Φ(~st, at)

T~ωt − δt~Φ(~st, at)]

20: end if
21: end for
22: ~ωπ0 ← ~ωπt+1

23: ~θE+1 ← ~θE + β~ωπ0 ,
24: ~̂g ← ~0, k ← 0

25: end for
26: return ~θ, ~υπ

where the gradient of ε(~ωi) is given and approximated in the original NACA
algorithm, i.e.,

∇~ωε(~ωi) = 2
∫
~s∈S d

π(~s)
∫
a∈A π(~s, a)[Qπ(~s, a)− ~ωT · ~Φ(~s, a)]~Φ(~s, a)d~sda,

≈ ~Φ(~si, ai)~Φ(~si, ai)
T~ωi − δπii ~Φ(~si, ai).

(4.20)
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Analogue to Dual-RAC and Dual-NACF, we can also obtain the critic param-
eter updating rule by analytically solving (4.19) with introducing the parameter
0 ≤ ρ < 1 and let µt =

∑t
i=0 ρ

t−i

2(t+1)
, i.e.,

~ωπt+1 ← ~ωπ0 − αt(
t+ 1∑t
i=0 ρ

t−i
)

t∑
i=0

[ρt−i∇~ωε(~ωi)], (4.21)

where ρ ∈ (0, 1] and αt is the learning rate for critic learning at step t.
The development of the Dual-NACA algorithm and the Dual-RAC algo-

rithm follow the same principle. Particularly, the K step periodic learning for
Dual-NACA can be defined as

~ω(n+1)K ← ~ωnK − αnK(
nK∑nK

i=0 ρ
nK−i

)
nK∑
i=0

[ρnK−i∇~ωε(~ωi)]. (4.22)

Additionally, within one episode, we have the single step updating rule,

~ωt+1 ← ~ωt − αt∇~ωε(~ωt), (4.23)

where 0 ≤ t < K.
After K steps periodic learning, ~ω(n+1)K becomes an accurate approximation

of the natural gradient as evidenced in [31]. Because of this, the policy parame-
ter updating will be conducted at the end of each episode, i.e.,

~θE+1 ← ~θE + β~ω(n+1)K , (4.24)

where ~ω(n+1)∗K is the updated critic parameter obtained by following the pe-
riodic updating in (4.22) until the end of an episode E. The pseudo code of
Dual-NACA is given in Algorithm 4.3.3.

Note that, following the discussion for Dual-RAC in Section 4.3.2, the Dual-
NACA algorithm also generalizes NACA algorithm which adopts the setting of
ρ = 1 and K = 1 in (4.22).

4.4 Theoretical Analysis

In this section, we present a theoretical convergence analysis for our algorithms.
Similar to the analysis procedure in [31], our investigation starts at introducing
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the learning as a multi-scale learning process, and later turns to view the ACRL
algorithms as two time-scale learning process where the convergence under cer-
tain conditions can be guaranteed. Essential assumptions for the correctness of
our proof have also been discussed in details. Lastly, we present the conver-
gence analysis for each of our generalized dual AC algorithms.

4.4.1 Learning as Multi Time-Scale Stochastic Approximation

Learning as the two time-scale stochastic approximation is a process adhered to
two coupled updating recursions. Each recursion has different decreasing step-
sizes so that one recursion can learn faster than the other. In contrast, learning
in the manner of single time-scale approximation involves solely one recursive
learning process. Here, we first present the single time-scale learning process
briefly, followed by a detailed description of two time-scale learning process,
and finally discuss their applicabilities to convergence analysis for reinforce-
ment learning algorithms.

Single Time-Scale Learning Process

Single time-scale learning process is also known as the classical stochastic ap-
proximation algorithm [129]. The algorithm has only a recursive updating a
sequence along with a time interval t ≥ 0 shown as,

Xt+1 = Xt + αt(f(Xt) +Nt+1), (4.25)

where f : Rd → Rd, d ≥ 1 is a Lipschitz continuous function, {αt} ⊂ {0,∞}
satisfy

∑
t αt = ∞,

∑
t αt < ∞, as well as limt→∞ αt → 0, and {Nt,Ft} is a

martingale sequence for the σ-fields Ft = σ(Xn, Nn, n ≤ t), t ≥ 0.
To analyze the asymptotic behavior of (4.25), one can consider the following

Ordinary Differential Equation (ODE) as,

Ẋt = f(Xt), (4.26)

where we assume that 1) a unique solution exists for any initial conditions for
all t ≥ 0, 2) there is a globally asymptotically stable attractor =. Following that,
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let =ε denote the ε-neighborhood of =, i.e., =ε = {X|||X − Y || < ε, Y ∈ =} for a
given ε > 0.

Following the Lemma 6 presented in [31], the learning process can ensure
Xt as well as a (T,4)-perturbation of (4.26) converging to =ε with probability
one for given ε > 0, T > 0,4 > 0. Sophisticated derivations and proofs can be
found in works [31, 34].

Two Time-Scale Learning Process

Evidenced in literature, the aforementioned paradigm is inadequate for some
recent applications [76, 121, 122, 34]. This is because RHS of (4.25) may require
an extra recursion to evaluate in these applications. Motivated by this, the two
time-scale learning process had been brought to the foreground and applied
to many areas like reinforcement learning, signal processing, and admission
control in communication networks [34, 113].

Two time-scale learning process can be viewed as a variant of the aforemen-
tioned single time-scale learning process. Following the same notations stated
above, we can have the two time-scale learning process as two coupled itera-
tions, i.e.,

Xt+1 = Xt + αt(f(Xt, Yt) +Nt+1),

Yt+1 = Yt + βt(g(Xt, Yt) +N ′t+1),
(4.27)

where f : Rd+d′ → Rd, g : Rd+d′ → Rd are Lipschitz continuous; {αt},
{βt} are step-sizes subject to

∑
t αt =

∑
t βt = ∞,

∑
t α

2
t ,
∑

t β
2
t < ∞.

{Nt, F̄t}, {N ′t , F̄t} are two martingale sequences with respect to the σ-fields
F̄t = σ{Xn, Yn, Nn, N

′
n, n ≤ t}, t ≥ 0 satisfying

∑
t αtNt <∞,

∑
t βtN

′
t <∞.

Owing to βt = o(αt), the schedule with step size α achieves faster conver-
gence speed than the second schedule with rate β. Thus, to analyze the asymp-
totic behavior of (4.27), one can track the following ODE,

Ẋt = f(Xt, Yt)

Ẏt = 0.
(4.28)

As Ẏt = 0, one may also consider the ODE,

Ẋ = f(Xt, Y ), (4.29)
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where Y is a constant.

Essential Assumptions

For the correctness of convergence analysis, six assumptions in the litera-
ture [33, 129, 31] are essential which are given in this subsection.

Assumption 1.
supt ||Xt|| <∞
supt ||Yt|| <∞

Assumption 2. The ODE (4.29) has a unique global asymptotically stable equilibrium
λ(Y (t)) and λ : Rd → Rd′ is a Lipschitz continuous function.

Assumption 3. The ODE
Ẏ = g(λ(Yt), Yt) (4.30)

also has a unique global asymptotically stable equilibrium Y ∗.

Under the above assumptions, one can follow Theorem 1 presented in [31]
to prove that the two time-scale learning process converges with probability
one, i.e., (Xt, Yt) → (λ(Yt), Yt) as t → ∞. Related proofs can be found in works
[31, 34, 129].

Assumption 4. The sequence of states {~st}, t = 0, 1, 2, . . . (i.e., a Markov Chain)
produced by an MDP is irreducible and aperiodic while following arbitrary policy.

Assumption 5. Every policy π(~s, a) is continuously differentiable w.r.t its parameter
~θ for any state-action pair (~s, a).

Assumption 6. The state features (i.e., basis functions) ~φ has full column rank, which
means that ~φ(~s) = {φi(~s)}, i = 0, 1, 2, . . . , k (i.e., a d× k matrix) are linearly indepen-
dent and k ≤ d. Also, for every υ ∈ Rk, ~φυ 6= e where e is the k-dimensional vector
with all entries equal to one.

Additionally, we regard the total rewards maximization problem as a cost
minimization problem associating with negative rewards. Followed the discus-
sion above, the convergence of our dual algorithms has been presented below.
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4.4.2 Convergence Analysis

In this section, we first provide Proposition 1 that guarantees the convergence
of Dual-RAC followed by a complete theoretical proof. Next, we present the
other two propositions (i.e., Proposition 2 and Proposition 3) for convergence
guarantees of Dual-NACF and Dual-NACA respectively. The proofs for the
latter two propositions are very similar to that of Proposition 1, which are hence
not explicitly given in the chapter.

The convergence analysis of Dual-RAC follows and extends the analysis of
RAC presented in [31]. The key idea of this analysis is to find a way to cat-
egorize Dual-RAC into the two time-scale learning process. Distinct from the
single-step parameter updating process of RAC, Dual-RAC features a k-step pa-
rameter updating process where k is a pre-defined step-length. In what follows,
we give a detailed analysis on the case k = 2 and explain how to transform the
2-step updating to its step counterpart. Afterward, we also discuss how to ex-
tend the analysis to k →∞.

Proposition 1. Under Assumptions 1- 6, given some small η > 0 2 and ε > 0, ∃δ > 0

such that for ~θt, t ≥ 0 obtained from Dual-RAC, if
∑t

i=0 sup~θi ||e
~θi || < tδ, also∇~θJ (~θ)

and∇2
~θ
J (~θ) are bounded, then ~θt → =ε as t→∞ with probability one.

Proof. Assumptions 1- 6 are required here. Let us recall that the single-step
policy parameter learning can be regarded as,

~θt+1 = ~θt − βt∇~θt
J (~θt). (4.31)

Following (4.31), we can obtain a sequence of policy parameters over time, i.e.,

~θ0, . . . , ~θt.

Our idea for the parameter updating in Dual-RAC is to treat the k-step as a
single step shown as below,

~θ0, . . . , ~θk︸ ︷︷ ︸
~̂θ1

, ~θk+1, . . . , ~θk+k︸ ︷︷ ︸
~̂θ2

, . . . , ~θt−k, . . . , ~θt︸ ︷︷ ︸
~̂θt

.

2η is a new learning rate introduced to mitigate the affect of higher order terms, when ex-
panding the first order gradient of J , i.e., ∇~θJ (~θ), with Taylor Series. Thus, the value must be
assumed to be small enough.
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Accordingly, we can have another variant single-step updating sequence of pa-
rameters, i.e.,

~̂θ0, . . . , ~̂θt.

Thus, following the findings in previous research [31], we can easily understand

the convergence of sequence ~̂θt if each ~̂θt is bounded.

Next, we need to further investigate the boundedness of each ~̂θt. For sim-
plicity, here we only consider the case while k = 2, i.e.,

~θ0, ~θ1, ~θ2︸ ︷︷ ︸
~̂θ1

, ~θ2, ~θ3, ~θ4︸ ︷︷ ︸
~̂θ2

, . . . , ~θt−2, ~θt−1, ~θt︸ ︷︷ ︸
~̂θt

.

Let us consider the objective functionJ (~θ) which expanded at ~θ0, we can obtain,

J (~θ) ≈ Ĵ (~θ) = J (~θ0) +∇~θ0
J (~θ − ~θ0) +

1

2
∇2
~θ0
J (~θ − ~θ0)2 + ε(~θ − ~θ0)3, (4.32)

where we conventionally assume∇~θJ (~θ) and∇2
~θ
J (~θ) are bounded, ε(~θ−~θ0)3 is

the infinitesimal of higher order which can be viewed as a noise term N ′. Using
the first small sequence ~θ0, ~θ1, ~θ2 as a starting point, based on (4.11), (4.27), (4.31)
and (4.32), we can obtain the equation,

~θ2 = ~θ0 − β1[
1 + ρ

ρ
[ρ∇~θ0

J (~θ0) +∇~θ1
J (~θ1) + ρe

~θ0(~s0) + e
~θ1(~s1)] +N ′], (4.33)

where ρ ∈ [0, 1], N ′ is the noise term. Here, we keep expanding the first order
gradient ∇~θ1

J (~θ1) with Taylor Series, afterwards, we introduce another learn-
ing rate η which is reasonably small to mitigate the impacts of higher order
terms. Consequently, based on (4.32) we can have,

∇~θ1
J (~θ1) = ∇~θ0

J (~θ0) + η∇~θ0
J (~θ0)∇2

~θ0
J (~θ0) + η2ε[∇~θ0

J (~θ0)]2. (4.34)

From (4.33) and (4.34), let β1
1+ρ
ρ

= A, we can show that,

~θ2 = ~θ0 − A[(ρ+ 1)∇~θ0
J (~θ0) + η∇~θ0

J (~θ0)∇2
~θ0
J (~θ0)

+η2ε[∇~θ0
J (~θ0)]2 + ρe

~θ0(~s0) + e
~θ1(~s1)].

(4.35)
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Let ρ+1 = B, η∇2
~θ0
J (~θ0) = C, η2ε∇~θ0

J (~θ0) = D, then from (4.35) we can obtain,

~θ2 = ~θ0 − A[B∇~θ0
J (~θ0) + C∇~θ0

J (~θ0)

+D∇~θ0
J (~θ0) + ρe

~θ0(~s0) + e
~θ1(~s1)].

(4.36)

Consequently, we can see that if η is reasonably small, the update to ~θ2 can be
bounded as,

~θ2 ≤ ~θ0 − A(B + C +D)∇~θ0
J (~θ0)− A[ρe

~θ0(~s0) + e
~θ1(~s1)]. (4.37)

Note that, we assume that supπt ||eπt(~s)|| < δ for some small δ > 0. Therefore

t∑
i=0

sup
πi

||eπi(~s)|| <
t∑
i=0

δ = tδ, (4.38)

where t→∞ gives δ → 0.

Following the above derivations, we can easily extend the conclusion of
(4.37) to other cases when k ≥ 2, i.e.,

~θk ≤ ~θ0−(k−1)A(B+C+D)∇~θ0
J (~θ0)−(k−1)A[ρe

~θ0(~s0)+e
~θ1(~s1)+· · ·+e~θk−1(~sk−1)].

(4.39)

Up to now, we can consider the ODE,

~̇θ = Γ̂(−∇~θ0
J (~θ0)− e~θ), (4.40)

where e
~θ = ρ

∑
~s∈S d

~θ0(~s)[∇V̄ ~θ0(~s) − ∇~υ~θ0~φ(~s)] +
∑

~s∈S d
~θ1(~s)[∇V̄ ~θ1(~s) −

∇~υ~θ1T ~φ(~s)], as following (4.38), e~θ is bounded. Meanwhile, let us consider an-
other ODE,

~̇θ = Γ̂(−∇~θ0
J (~θ0)), (4.41)

Following similar steps in the proof for Theorem 2 in [31], we can let ~̄θ(z), z > 0

be continuous linear interpolation of ~θt over intervals [n(t), n(t + 1)], t ≥ 0, i.e.,
~̄θ(n(t)) = ~θt. Thus, we can have for any4 > 0, ∃z(4) > 0 such that ~̄θ(z(4) + ·)
is a (T,4)-perturbation of ODE (4.40). As a consequence, we follow Lemma 6
proposed in [31], the learning process of ~θ converges to a local equilibrium of
(4.41) as (4.38) holds.
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Following the similar proof of Dual-RAC above and Theorem 3 in [31], we
can also have the following convergence guarantee for Dual-NACF as in Propo-
sition 2 below,

Proposition 2. Under Assumptions 1- 4, given some small η > 0 and ε > 0, ∃δ > 0

such that for ~θt, t ≥ 0 obtained from Dual-NACF, if
∑t

i=0 sup~θi ||e
~θi || < tδ, also

∇~θJ (~θ) and ∇2
~θ
J (~θ) are bounded, then ~θt → =ε as t→∞ with probability one.

Furthermore, with a similar proof manner in the proof of Proposition 1 and
Theorem 4 in [31], we obtain the following Proposition 3.

Proposition 3. Under Assumptions 1- 6, given some small η > 0 and ε > 0, ∃δ > 0

such that for ~θt, t ≥ 0 obtained from Dual-NACA, if
∑t

i=0 sup~θi ||e
~θi|| < tδ, also

∇~θJ (~θ) and∇2
~θ
J (~θ) are bounded, then ~θt → =ε as t→∞ with probability one.

4.5 Design of Experiments

In this section, we investigate the usefulness of different dual problem formu-
lations by evaluating the effectiveness of corresponding dual algorithms pre-
sented in Section 4.3. The evaluations have been conducted on six benchmarked
continuous control tasks provided by Bullet Physical Engine [220] and GYM
benchmark environments [39], including Bipedal Walker, LunarLander, Moun-
tain Car Continuous, Pendulum, Inverted Double Pendulum, and Inverted Pen-
dulum Swingup. The detailed descriptions of each benchmark problem can
be found in Section 3.1. Subsequently, the detailed setups for experiments in-
cluding competing algorithms, value function and policy representations, and
hyper-parameter configurations. Lastly, the experiment design in line with our
research goals stated in Section 4.1.1 is presented.

4.5.1 Experiment Setup

We describe the overall experimental setups in this subsection. The description
includes: (1) the competing algorithms including ARS and PPO-Linear, (2) the
stochastic policy distribution adopted by the agent to learn, i.e., the Gaussian
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distribution; (3) the representations for value function (i.e., NNs) and policy
(i.e., linear parametric representations) used in our experiments; (4) the hyper-
parameter configurations for adjusting the behaviors of the algorithms, such as
the learning rate and the discount factor.

Competing Algorithms

In our experiments, we consider six competing algorithms, including RAC,
NACF, NACA, NACAF, ARS, and PPO-Linear, because of two major reasons.
First, to evaluate the effectiveness of our dual algorithms, we need to compare
the performance of newly proposed algorithms to that of their counterparts, i.e.,
RAC, NACF, and NACA. Second, to position our dual algorithms in the context
of state-of-the-art algorithms, we compare with two cutting-edge algorithms
closely related to our work in this chapter, i.e., ARS [146] and PPO-Linear [191].
As a matter fact, we have not included another related work [178], because it es-
sentially is an episodic natural actor-critic with a linear policy which is very sim-
ilar to the design of PPO. Also, PPO has been reported as the best-performing
algorithms on challenging control problems in comparison to many state-of-
the-art PGS algorithms [191]. Thus, we have decided to modify the PPO algo-
rithm [178] to support linear policy representation for our experiments. Empir-
ically, we have found that the adapted PPO (i.e., PPO-Linear) is still effective
on most control continuous problems, which satisfies our experimental require-
ments. To ensure good performance for all competing algorithms, we rely on
high-quality algorithm implementations provided by OpenAI Baselines 3 [56].

Value Function and Policy Representations

As discussed in Section 2.2.5, AC algorithms rely heavily on the quality of value
function learning. To ensure the quality of value function learning, we decided
to represent the value function by using an NN which has shown proven ef-
fectiveness in the literature [178, 212]. Thus, we present the NN architecture

3Our implementations of all algorithms can be found at
https://github.com/yimingpeng/primal dual baseline
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for value function representation first in this subsection. Following that, we de-
scribe the stochastic policy implementation where the policy is represented as a
linear parametric function.

Value Function Representation

Sensor 
Inputs
(state)

Value 
Function

Input 
Layer

Fully
Connected

Layer
(64 units)

Fully
Connected

Layer
(64 units)

tanhtanh linear

Figure 4.3: The Architecture of NN for representing Value Function for Dual-
RAC, Dual-NACF, Dual-NACA, RAC, NACF, NACA, NACAF, and PPO-
Linear.

For fair comparisons, we consistently use the same network architecture for
all competing AC algorithms except for ARS which does not require a value
function for policy search. In our experiments, we adopt the commonly-used
network architecture when being applied to continuous control problems in the
literature [191, 189, 56]. The architecture is illustrated in Figure 4.3.

Stochastic Policy Implementation

Two commonly used stochastic policy implementations in the literature are the
Gaussian distribution for continuous problems or Gibbs distribution for dis-
crete problems [168, 52]. As our research only is interested in the continuous



4.5. DESIGN OF EXPERIMENTS 117

problem, we select the Gaussian policy for all experiments which is parameter-
ized by ~θ as

π~θ(a|~s) =
1

σ
√

2π
e−

(a−µ)2

2σ2 , (4.42)

where µ = ~θT · ~φ(~s) 4 is the mean action output from policy π~θ in state ~s, which
can be adjusted by changing policy parameters ~θ. Following the common setup
in the literature [171], the exploration meta-parameter (i.e., the standard devi-
ation) is fixed for all experiments, i.e., σ = 1.0. Note that, π at the RHS of
the (4.42) is the regular circumference ratio.

Hyper-parameter Configurations

Regarding the meta-parameters settings (e.g., learning rate, discount factor, etc.)
algorithms’ performance comparisons, we have adopted the hyper-parameter
configurations differently according to the best reported settings for competing
algorithms (i.e., ARS, PPO-Linear, RAC, NACF, NACA and NACAF) in the lit-
erature [146, 191, 31]. For our proposed dual algorithms, we followed the same
settings to their counterparts. All the important configurations can be found in
Table 4.1, we refer readers to relevant papers or our implementation in Github
for more detailed configurations.

Based on Table 4.1, we briefly recapitulate the essence of these meta-
parameters here: α and β are learning rates for critic and actor respectively;
γ is the future reward discount factor; κ represents the coefficient for Fisher In-
formation matrix; ρ controls the importance level of historical gradients while
estimating new gradient in dual algorithms;K is a periodic interval window for
Dual-RAC and Dual-NACA to conduct the periodic updating, σ is the standard
deviations for noise in ARS.

4.5.2 Experiment Design

In the experiments, we evaluate our algorithms in terms of learning effective-
ness. Following the standard setting in the literature [191, 56, 189], effectiveness

4Note that, the policy adopts a linear parametric representation.
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Table 4.1: The Hyper-parameter settings of all algorithms including RAC,
NACF, NACA, NACAF, Dual-RAC, Dual-NACF, Dual-NACA, ARS and PPO-
Linear used for all problems.

Algorithms
Hyper-parameters

α β γ κ ρ K σ

RAC 3e-4 3e-5 0.99 N/A N/A N/A N/A
NACF 3e-4 3e-5 0.99 1.0 N/A N/A N/A
NACA 3e-4 3e-5 0.99 N/A N/A N/A N/A

NACAF 3e-4 3e-5 0.99 N/A N/A N/A N/A
Dual-RAC 3e-4 3e-5 0.99 N/A 0.95 5 N/A

Dual-NACF 3e-4 3e-5 0.99 1.0 1.0 5 N/A
Dual-NACA 3e-4 3e-5 0.99 N/A 0.95 5 N/A

ARS N/A 0.025 0.99 N/A N/A N/A 0.1
PPO-Linear 3e-4 3e-4 0.99 N/A N/A N/A N/A

is defined as the average total rewards of the last 100 episodes 5.

To determine any performance significant differences in experiment results,
we perform 30 independent runs for all algorithms on each continuous control
task. At every 10,000 samples, we conduct one independent testing episode
with a deterministic policy. The testing episode is performed in a separated
testing environment with the same random seed as the one used for training.
In doing so, we can also identify the true effectiveness as well as sample effi-
ciency of each algorithm. All these independent tests are carried out by using
the best policy learned so far till the testing point (i.e., every 10,000 samples).
For all three experiments, we have performed training on each algorithm for
only 5,000,000 samples (i.e., 5 million steps) due to the computational resource
limitation.

5One episode indicates a sequence of interactions (i.e., state transitions) between an agent
and an environment, which ends with some terminal conditions. For example, in the Cart Pole
problem, one episode starts when the agent balances the pole and terminates when the pole
falls down.
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4.6 Results and Discussion

In what follows, we present experimental results with discussions of nine
algorithms (i.e., Dual-RAC, Dual-NACF, Dual-NACA, RAC, NACF, NACA,
NACAF, ARS, and PPO-Linear) on the six benchmark problems (i.e., Bipedal
Walker, Lunar Lander, Mountain Car Continuous, Inverted Pendulum, Inverted
Double Pendulum, and Inverted Pendulum Swingup). We present evaluations
with respect to each problem to clearly show the performance difference, since
the performance of the same algorithm may vary largely on different problems.

In the experiment on each problem, we first compare each newly proposed
dual algorithm against its primal counterpart to assess the performance dif-
ference. Next, an overview of all dual algorithms in comparison to all their
counterparts is presented. Lastly, we investigate the performance of all dual al-
gorithms in comparison to the two cutting-edge algorithms, i.e., ARS and PPO-
Linear.

4.6.1 Discussion on Results of Bipedal Walker

Figure 4.4 illustrates the learning curves of the proposed dual algorithms in
comparison to the competing algorithms. As can be seen from Figure 4.4a- 4.4c,
all three new dual algorithms (i.e., Dual-RAC, Dual-NACF and Dual-NACA)
perform significantly better than their counterparts (i.e., RAC, NACF, NACA)
on the Bipedal Walker problem. In addition, Figure 4.4d shows that there is
no significant performance difference among all three dual algorithms. Lastly,
compared to the cutting-edge algorithms, all three dual algorithms outperform
ARS and achieve competitive performance to PPO-Linear.

An interesting finding is that ARS did not manage to achieve good perfor-
mance on the problem. This is because fitness evaluation in ARS requires a large
number of samples. In our case, 5,000,000 learning steps may not be sufficient
for the algorithm to converge. In the original paper of ARS [146], the average
number for solving one particular control task at minimum is 1,000,000 steps,
but it searches the optimal policy with 100 CPU cores in parallel. This implies
that, in total, it actually requires 100,000,000 samples which are far more what
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(a) Dual-RAC vs. RAC
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(b) Dual-NACF vs. NACF
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(c) Dual-NACA vs. NACA
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(d) Dual Algorithms vs. Primal Algorithms
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(e) Dual Algorithms vs. Cutting-edge Algorithms

Figure 4.4: A performance comparison of the proposed dual algorithms includ-
ing Dual-RAC, Dual-NACF, Dual-NACA against the competing algorithms in-
cluding RAC, NACF, NACA, NACAF, ARS [146] and PPO-Linear [191] on the
Bipedal Walker problem.

we can support in our experiments.

To sum up, on the Bipedal Walker problem, we can confirm that our dual
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algorithms performed generally better than the competing algorithms in terms
of both learning effectiveness and sample efficiency.
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(a) Dual-RAC vs. RAC
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(b) Dual-NACF vs. NACF
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(c) Dual-NACA vs. NACA
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(d) Dual Algorithms vs. Primal Algorithms
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(e) Dual Algorithms vs. Cutting-edge Algorithms

Figure 4.5: A performance comparison of the proposed dual algorithms includ-
ing Dual-RAC, Dual-NACF, Dual-NACA against the competing algorithms in-
cluding RAC, NACF, NACA, NACAF, ARS [146] and PPO-Linear [191] on the
Lunar Lander problem.
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4.6.2 Discussion on Results of Lunar Lander

We present the performance comparisons of all algorithms on the Lunar Lan-
der problem in Figure 4.5. In this experiment, we can clearly see significant
performance difference between Dual-RAC and RAC in Figure 4.5a as well as
between Dual-NACF and NACF in Figure 4.5b. Additionally, the performance
advantage of Dual-RAC and Dual-NACF in comparison to all primal counter-
parts including RAC, NACF, NACA and NACAF can also be witnessed in Fig-
ure 4.5d.

Interestingly, a small performance gap can be seen between the dual algo-
rithms (i.e., Dual-RAC and Dual-NACF) and PPO-Linear. In fact, the Lunar
Lander problem is a complicated problem where the system performance is
highly sensitive to precise control signals. This implies that the changes to
the policy cannot be too large otherwise it may generate unexpected behaviors.
PPO naturally can keep the policy changes properly bounded by a gradually
reducing threshold. However, this ability may prevent PPO-Linear from ex-
ploring effectively on other problems such as Mountain Car Continuous and
Inverted Double Pendulum.

In consequence, we can also conclude the two dual algorithms (i.e., Dual-
RAC and Dual-NACF) are highly competitive algorithms on the Lunar Lander
problem.

4.6.3 Discussion on Results of Mountain Car Continuous

On the Mountain Car Continuous problem, all algorithms except for NACAF
have completely solved the problem by reaching average rewards of 90 for 100
consecutive episodes as illustrated in Figure 4.6. In Figure 4.6a- 4.6c, the pro-
posed dual algorithms including Dual-RAC, Dual-NACF, and Dual-NACA can
learn much faster than their counterparts. In addition, Figure 4.6e shows that all
of our dual algorithms are more sample efficient than PPO-Linear. For example,
PPO-Linear requires 1,000,000 more steps to reach the competitive performance
in comparison to all our dual algorithms.
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(a) Dual-RAC vs. RAC

0 1 2 3 4 5
Million Steps

−75

−50

−25

0

25

50

75

100

A
ve

ra
ge

T
ot

al
R

ew
ar

ds

(b) Dual-NACF vs. NACF
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(c) Dual-NACA vs. NACA
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(d) Dual Algorithms vs. Primal Algorithms
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(e) Dual Algorithms vs. Cutting-edge Algorithms

Figure 4.6: A performance comparison of the proposed dual algorithms includ-
ing Dual-RAC, Dual-NACF, Dual-NACA against the competing algorithms in-
cluding RAC, NACF, NACA, NACAF, ARS [146] and PPO-Linear [191] on the
Mountain Car Continuous problem.
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(a) Dual-RAC vs. RAC
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(b) Dual-NACF vs. NACF
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(c) Dual-NACA vs. NACA
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(d) Dual Algorithms vs. Primal Algorithms
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(e) Dual Algorithms vs. Cutting-edge Algorithms

Figure 4.7: A performance comparison of the proposed dual algorithms includ-
ing Dual-RAC, Dual-NACF, Dual-NACA against the competing algorithms in-
cluding RAC, NACF, NACA, NACAF, ARS [146] and PPO-Linear [191] on the
Inverted Pendulum problem.

4.6.4 Discussion on Results of Inverted Pendulum

Similar to the results obtained on the Lunar Lander problem, two of our dual
algorithms, Dual-RAC and Dual-NACF are significantly more effective than
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RAC, NACF, NACA, NACAF, and ARS on Inverted Pendulum as shown in
Figure 4.7. More importantly, as can be seen in Figure 4.7e, both algorithms
achieved a significantly higher performance level eventually compared to PPO-
Linear although they converge slightly slower than PPO-Linear at the early
learning stage.

4.6.5 Discussion on Results of Inverted Double Pendulum

Figure 4.8 generally shows that Dual-RAC and Dual-NACF remain the leading
algorithms on Inverted Double Pendulum in terms of effectiveness as well as
sample efficiency against all other algorithms such as RAC, NACF, ARS and
PPO-Linear.

4.6.6 Discussion on Results of Inverted Pendulum Swingup

As can been witnessed in Figure 4.9, all our proposed dual algorithms, includ-
ing Dual-RAC, Dual-NACF and Dual-NACA, are much more sample efficient
than ARS and PPO-Linear on the Inverted Pendulum Swingup problem. More-
over, they also significantly outperform ARS.

4.6.7 Result Summary

By conducting the experiments discussed above, we have successfully achieved
the third research objective of this chapter in Section 4.1.1. Specifically, as can
be seen in Table 4.2 the experimental results on all benchmark problems show
that the proposed dual algorithms, i.e., Dual-RAC, Dual-NACF, Dual-NACA,
are generally more effective as well as more sample efficient than their coun-
terparts, i.e., RAC, NACF, and NACA. In particular, two out of three dual algo-
rithms (i.e., Dual-RAC and Dual-NACF) significantly outperform all other algo-
rithms on five out of six benchmark problems including Bipedal Walker, Lunar
Lander, Mountain Car Continuous, Inverted Pendulum, and Inverted Double
Pendulum. In addition, Dual-NACA algorithm achieved highly competitive
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(a) Dual-RAC vs. RAC
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(b) Dual-NACF vs. NACF
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(c) Dual-NACA vs. NACA

0 1 2 3 4 5
Million Steps

0

2000

4000

6000

8000

A
ve

ra
ge

T
ot

al
R

ew
ar

ds

(d) Dual Algorithms vs. Primal Algorithms
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(e) Dual Algorithms vs. Cutting-edge Algorithms

Figure 4.8: A performance comparison of the proposed dual algorithms includ-
ing Dual-RAC, Dual-NACF, Dual-NACA against the competing algorithms in-
cluding RAC, NACF, NACA, NACAF, ARS [146] and PPO-Linear [191] on the
Inverted Double Pendulum problem.

performances to Dual-RAC and Dual-NACF on Lunar Lander, Mountain Car
Continuous, and Inverted Pendulum Swingup. Particularly, on the Inverted
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(a) Dual-RAC vs. RAC

0 1 2 3 4 5
Million Steps

−1000

−800

−600

−400

−200

0

200

A
ve

ra
ge

T
ot

al
R

ew
ar

ds

(b) Dual-NACF vs. NACF

0 1 2 3 4 5
Million Steps

−1000

−800

−600

−400

−200

0

200

A
ve

ra
ge

T
ot

al
R

ew
ar

ds

(c) Dual-NACA vs. NACA
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(d) Dual Algorithms vs. Primal Algorithms
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(e) Dual Algorithms vs. Cutting-edge Algorithms

Figure 4.9: A performance comparison of the proposed dual algorithms includ-
ing Dual-RAC, Dual-NACF, Dual-NACA against the competing algorithms in-
cluding RAC, NACF, NACA, NACAF, ARS [146] and PPO-Linear [191] on the
Inverted Pendulum Swingup problem.

Pendulum Swingup problem, all three of our dual algorithms also performed
competitively to both their counterparts and ARS and PPO Linear.
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Table 4.2: The final episode performance comparison of nine algorithms (i.e.,
ARS, Dual-RAC, Dual-NACF, Dual-NACA, RAC, NACF, NACA, NACAF, and
PPO-Linear) on six benchmark problems (i.e., Bipedal Walker, Inverted Double
Pendulum, Inverted Pendulum, Inverted Pendulum Swingup, Lunar Lander
Continuous, and Mountain Car Continuous).

Algorithms/Problems Bipedal Walker Inverted Double Pendulum Inverted Pendulum Inverted Pendulum Swingup Lunar Lander Continuous Mountain Car Continuous

ARS -27.78±51.43 4000.07±4017.15 135.63±231.02 19.30±25.84 -77.04±83.59 0.00±0.00
Dual-NACA 187.08±44.91 412.03±7.26 53.49±57.52 106.37±51.86 -179.04±28.20 93.07±0.15
Dual-NACF 141.59±57.52 7969.90±479.66 998.35±2.33 143.15±12.14 147.93±8.60 92.96±0.22
Dual-RAC 145.13±30.54 9271.13±131.03 1000.00±0.00 156.14±7.54 155.77±4.37 92.79±0.07

NACA 23.31±105.47 420.30±15.76 54.77±49.92 -194.63±324.26 -183.95±45.48 91.95±0.89
NACF 108.75±64.89 1376.44±102.71 20.41±15.60 116.56±8.84 -62.57±20.06 90.84±0.16

PPO-Linear 146.32±28.03 426.51±6.43 931.19±3.56 140.48±29.33 188.04±20.80 90.19±0.08
RAC 39.76±63.33 1184.29±116.89 215.41±356.46 149.52±14.31 -16.73±37.79 91.10±0.06

NACAF -95.04±59.32 450.21±37.82 15.61±1.38 -65.40±146.56 -186.04±80.61 -99.90±0.00

4.7 Chapter Summary

The primary goal of this chapter was to adopt the Primal-Dual Approximation
technique to simplify and generalize several typical PGS to improve step-wise
learning on linear policies. We have successfully achieved the goal by deriving
three dual problems from the primal problems given in the original PGS (i.e.,
RAC, NACA, and NACF). As a result, we have developed three new step-wise
PGS algorithms, i.e., Dual-RAC, Dual-NACA, and Dual-NACF.

More specifically, in Dual-RAC, we have utilized weighted historical gra-
dients to obtain more accurate policy gradient estimations for effective actor
learning. Instead of treating all historical gradients equally, Dual-RAC mitigates
the effects of gradients which are far away from and less useful for current step
updating. For Dual-NACF, by using of Riemannian distance with Fisher In-
formation Matrix on the regularizing components for actor learning, we extend
the policy parameter space into more generalized Riemannian space rather than
simple Euclidean space. The adaptation of Dual-NACA is to adopt the primal-
dual approximation on critic learning rather than to apply it to actor learning.
In such a way, we have shown a wide applicable range of our proposed dual
generalization.

In addition, we have experimentally shown the superiorities on the effec-
tiveness of applying dual algorithms to most benchmark cases in comparison
to primal algorithms as well as other competing algorithms. Meanwhile, the
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convergence of the dual algorithms is also theoretically guaranteed.
This work provides possibilities for future exploration. Firstly, in our work,

the variance for the policy distribution is predefined and maintained the same
throughout the experiments, which can be learned by the algorithms to im-
prove the effectiveness as shown in [43]. Secondly, the algorithms we discussed
here are all gradient-based learning, which often suffers from high variances on
gradient estimations. Gradient-free methods, as exemplified in ARS, usually ex-
hibit much more stable learning despite its poor sample efficiency. Lastly, this
chapter develops the algorithms based on the linear policy which enjoys the
benefits like proved convergence and efficient learning, but it may fail in more
complex scenarios, such as continuous locomotion tasks with high-dimensional
control signals. This can be addressed by generalizing the policy represen-
tation in a non-linear manner, for example, adopting Deep Neural Networks,
which may also result in more improvements in terms of effectiveness. In view
of these situations, in the next chapter, we will further study to develop new
PGS algorithms based on an integration of both gradient-free global search and
gradient-based local search for effectively finding good policies to tackle diffi-
cult RL problems.
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Chapter 5

Proximal Evolutionary Strategies for
Sample Efficient Policy Direct
Search

This chapter presents the second core contribution of the thesis, which aims
at addressing the research question Q(2) in Section 1.2 as well as the research
objective O(2) in Section 1.3. In particular, we develop a new evolutionary
deep policy optimization algorithm on the basis of Covariance Matrix Adap-
tation Evolutionary Strategy (CMA-ES). The algorithm exploits the proximal
(performance lower bound driven) policy optimization techniques [191], which
is called Proximal Evolutionary Strategy (PES). PES has three key technical ad-
vancements.

1. We develop a layer-wise learning strategy for CMA-ES to improve its com-
putational efficiency for training Deep Neural Networks (DNNs).

2. We establish a proximal performance lower bound based surrogate model
for fitness evaluation to reduce the sample cost.

3. We introduce a gradient-based local search technique to significantly im-
prove the performance of evolutionary policy optimization.

Our experiments on ten continuous control problems show that,

131



132 CHAPTER 5. PES FOR SAMPLE EFFICIENT PDS

• PES with layer-wise training can be more computationally efficient in
terms of running time to reach high performance in comparison to other
EAs, such as CMA-ES [88], OpenAI-ES [186], Uber-GA [210]);

• PES with a surrogate model can substantially reduce the sample cost;

• Upon using the gradient-based local search technique, PES can achieve
better effectiveness in comparison to three state-of-the-art PGS algorithms
(i.e., Trust Region Policy Optimization (TRPO) [189], Actor-Critic using
Kronecker-Factored Trust Region (ACKTR) [240], Proximal Policy Op-
timization(PPO) [191]) and two recently developed evolutionary algo-
rithms (i.e., OpenAI-ES [186], Uber-GA [210]).

5.1 Introduction

Building intelligent agents to solve complex tasks in unknown environments ef-
fectively is the ultimate goal of reinforcement learning (RL). Recent significant
breakthroughs in RL are marked by the engagement with deep learning that fu-
els the development of a series of prominent deep reinforcement learning (DRL)
algorithms, such as Distributed Deterministic Policy Gradient (DDPG) [135],
Trust Region Policy Optimization (TRPO) [189], Proximal Policy Optimization
(PPO) [191], Actor-Critic with Experience Replay (ACER) [229], OpenAI Evo-
lutionary Strategies (OpenAI-ES) [186] and Uber Genetic Algorithms (Uber-
GA) [210]. By using DNNs to represent policies (i.e., policy direct search) di-
rectly, these algorithms are capable of directly processing raw state represen-
tations to solve complicated tasks without relying on any feature engineering.
DRL so far has achieved outstanding success on many difficult problems, es-
pecially in the domain of automated control characterized by continuous and
high-dimensional action spaces [240, 191, 189, 229, 135].

In general, there are two approaches of training DNNs in PGS algorithms, 1)
back-propagation with policy gradients [215, 52], a.k.a., Policy Gradient Search
(PGS) and 2) fitness guided evolutionary search, a.k.a, Evolutionary Algorithms
(EAs) [186, 210]. PGS applies Stochastic Gradient Descent (SGD) to learn the
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weights of policy networks (sometimes value function networks [155, 225, 230]).
It conducts a search based on one policy (or one value function) by following
the direction of its gradient with respect to some performance measure (e.g., the
expected total rewards) in a more exploitative manner. Meanwhile, it requires
to carefully select suitable exploration techniques for balancing exploration and
exploitation, which is often a tricky part [45]. On the other hand, guided by
a general fitness measure, EAs constantly evolve a population of DNNs in the
hope of discovering the most suitable DNN for solving any given RL problems.
Different from PGS, EAs focus more on exploration and are particularly reliable
for tackling complex RL problems whose learning goals have many local op-
tima. Hence they are widely considered as a promising alternative to PGS for
effective DRL [186, 210, 45].

5.1.1 Chapter Goals

In this paper, we aim to develop a new EA-based DRL algorithm that can satis-
factorily address all the three challenges above. As a result, our new algorithm
is expected to achieve high sample efficiency and state-of-the-art performance,
in comparison to many advanced DRL algorithms developed in recent years.
Our algorithm will also demonstrate the potential of EAs as a strong competi-
tor of PGS for DRL. It particularly encourages the fusion of EAs and PGS in the
DRL research community. The development of PES enables us to achieve three
main research goals as summarized below.

(G1) To address (C1), we propose to reduce computation efficiency by using
the divide-and-conquer strategy. Specifically, while training DNNs, we
can decompose the search space based on the layering structures of the
DNNs, where each layer is treated as a smaller subspace to be trained sep-
arately. Such layer-wise training techniques have already been well inves-
tigated in the literature, such as [27]. Different from these existing works,
within each layer of a DNN, our algorithm is designed to train a portion
of the weights (parameters) in that layer which are selected uniformly at
random during the evolutionary process. This is because, in CMA-ES, the
dimensionality of a solution should be kept in a reasonable small level to
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keep the computation cost in association with the processing of the co-
variance matrix at a reasonable level and achieve effective and efficient
adaptation on the covariance matrix. However, this raises new questions
regarding whether or when to retrain the weights in previous learning
iterations and how to balance in between training new weights and re-
training old weights. To answer these questions, we further develop an
epsilon-greedy based weights selection method, following which we can
ensure mathematically that a suitable proportion of weights will be re-
trained across consecutive iterations.

(G2) To tackle (C2), we propose to avoid a direct evaluation of candidate
DNNs, instead the performance lower bound of any DNN is estimated
through a surrogate model. The use of surrogate model has already been
widely recognized as an effective way to reduce search cost for EAs in lit-
erature [249]. Inspired by years of development of RL technologies, sev-
eral different performance lower bounds as surrogate models for evalu-
ating DNNs as evidenced in [111, 189, 111, 191, 117]. In this paper, we
are particularly interested in the proximal performance lower bound ini-
tially proposed by Kakade in [111] and subsequently improved for train-
ing deep neural networks in TRPO [189] and PPO [191]. By optimizing
this performance lower bound, PES enjoys the theoretical advantage of
consistently improving the learning performance without consuming sub-
stantial environment samples. Following the design of PPO, we use gra-
dient descent techniques to train the surrogate model which is further uti-
lized to evaluate the policy networks evolved by CMA-ES. In this way,
we expect to significantly improve sample efficiency without noticeable
impact on learning effectiveness.

(G3) To solve (C3), we propose to introduce gradient-based local search to en-
hance learning performance further. As discussed previously, EAs do not
require to follow a gradient but conducting extensive exploration via a
population of candidates searching in the solution space. However, it
requires more computational efforts and often can only reach near opti-
mal (i.e., the optima with less precision) [133]. This can be problematic
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in the situations of dealing with RL problems. For instance, those loco-
motion tasks are very challenging because of their high sensitivity high-
dimensional control signals. A small variation along with one degree of
the freedom often can cause failure to the system fatally, sometimes such
failure is by no means affordable (e.g., a real lunar landing mission). Ap-
parently, it is essential for a controller (i.e., an RL solution) to produce
precise actions for these problems. Gradient-based approaches seem to be
able to locate such optimal solutions within a local vicinity precisely and
quickly, but are often trapped by the first found optima and unable to have
further improvements [133]. Therefore it can be seen that neither EAs nor
gradient-based search alone is suitable for handling this situation. A bet-
ter way is to take merits of both sides, namely to combine both EAs and
gradient-based local searches to efficiently explore globally meanwhile ef-
fectively exploit locally [133, 11]. Motivated by this understanding, we in-
corporate the gradient-based policy search of PPO as an exploitative local
search to locally fine-tune the fitted policy chosen by CMA-ES. By doing
so, the learning performance is expected to be further boosted.

Driven by the proposed three goals, we develop a new algorithm named PES
for DRL. With the aim for direct policy optimization, PES is particularly suit-
able for tackling challenging continuous control problems. The effectiveness
of PES is further evidenced in promising experimental results obtained on ten
benchmark control tasks [220], including Inverted Pendulum, Inverted Double
Pendulum, Inverted Pendulum Swingup, Hopper, Walker2D, HalfCheetah, Lu-
nar Lander, BipedalWalker, Bipedal Walker Hardcore and Reacher.

5.1.2 Chapter Organization

The remainder of the chapter is organized as follows. The next section, Sec-
tion 5.2, describes the new algorithm, i.e., PES, which is followed by design of
experiments in Section 5.3. Section 5.4 discusses experimental results with de-
tailed analysis. Finally, the chapter draws conclusions and briefs future work in
Section 5.5.
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5.2 The Proposed Algorithm — Proximal Evolution-

ary Strategy

In this section, we propose a new evolutionary deep reinforcement learning
algorithm, i.e., Proximal Evolutionary Strategy (PES), for tackling challenging
continuous control tasks. In line with the three research goals presented in
Section 5.1.1, we design PES progressively across three stages. The first stage
aims at supporting layer-wise training of deep neural networks for improved
computation efficiency. The resulting algorithm will be named as PES-S1 ex-
plained in Section 5.2.1. The second stage targets at sample efficient learning
through evaluating evolved deep neural networks based on a proximal surro-
gate model. An improved algorithm called PES-S2 (see Section 5.2.2) is devel-
oped based on PES-S1. Finally, the third stage aims at further boosting learning
effectiveness via effective incorporation of PPO’s gradient-based local search
with PES-S2. The final resulting algorithms is named as PES-S3 1 to be pre-
sented in Section 5.2.3. A complete algorithmic description of PES is presented
in Algorithm 5.2.2. The section summarizes the key characteristics of all these
improvements against existing works to the end.

5.2.1 PES-S1: Layer-wise Learning

It is challenging to use CMA-ES directly for DRL. To address challenging RL
problems, the NN models (i.e., value function network or policy network) in
DRL must be sufficiently complex, and hence their parameter spaces are often
with huge dimensionality. However, as being discussed previously, a critical
issue of CMA-ES is its lower computational efficiency when the search space
size becomes more significant. Particularly, CMA-ES requires to maintain the
covariance matrix in a reasonable small level, for example, it is suggested that
the dimension of the solution should be no more than hundreds [86].

To make CMA-ES effective for DRL, we overcome the limitations with by
designing a layer-wise learning process with two steps of improvements.

1Note that, PES-S3 is essentially the overall algorithm, i.e., PES. In the following text, we will
use the two acronyms interchangeably.
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Layer-wise Training

Divide-and-conquer strategy is always a natural choice to tackle complex prob-
lems, by which a complicated problem can be decomposed into several simpler
sub-problems such that the original complexity can be significantly reduced
[180]. Owing to the layered hierarchical structure of DNNs, such decompo-
sition for DNNs can be straightforwardly realized by treating the learning on
each layer as a subproblem. Thus for each sub learning problem, we are only re-
quired to take care of a portion of weights of the entire network (i.e., the weights
of one layer), which significantly reduces the impact of dimensionality in con-
trast to that of training the NN as a whole.

In this stage, as being illustrated in Figure 5.1, the layer-wise training pro-
cess is designed to repeat over ni learning iterations. Inside one iteration, we
use CMA-ES to train a DNN one layer at a time, whereas other layers remain
fixed. For each layer, CMA-ES evolves all weights as well as biases within the
layer for ng generations. The fitness of an individual can be determined either
by averaging the total rewards obtained over ne full-length simulations 2 (i.e.,
episodes) or by computing the performance bound from a surrogate model de-
picted in Section 5.2.2. Until all layers have been updated, the algorithm enters
next iteration.

Epsilon-Greedy based Uniform Random Selection

In fact, the direct use of layer-wise learning has already been witnessed in the
literature [27], where all weights within one layer are learned at a time for deep
belief networks. However, even if layer-wise training to a large extent can re-
duce the complexity limitation faced by CMA-ES for DRL, the total number of
weights in one layer can still be high, unsuitable for simultaneous and direct
evolutionary search through CMA-ES. For example, some layer of a DNN with
64 × 64 hidden neurons can have 4160 parameters (i.e., weights and biases) in

2Here, a full-length simulation or an episode means one rollout where an agent interacts
with an unknown environment repeatedly until some termination condition is reached. For
example, Algorithm 5.2.4 defines a rollout function that conducts ne full-length simulations.



138 CHAPTER 5. PES FOR SAMPLE EFFICIENT PDS

Policy Network

Policy Network

Policy Network

Learning Iterations
0 ni

<latexit sha1_base64="EoyIL9Klx3jqUrq7qR5Pz0tKx0M=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG9FLx4rGltoQ9lsJ+3SzSbsboQS+hO8eFDx6j/y5r9x2+agrQ8GHu/NMDMvTAXXxnW/ndLK6tr6RnmzsrW9s7tX3T941EmmGPosEYlqh1Sj4BJ9w43AdqqQxqHAVji6mfqtJ1SaJ/LBjFMMYjqQPOKMGivdyx7vVWtu3Z2BLBOvIDUo0OxVv7r9hGUxSsME1brjuakJcqoMZwInlW6mMaVsRAfYsVTSGHWQz06dkBOr9EmUKFvSkJn6eyKnsdbjOLSdMTVDvehNxf+8TmaiyyDnMs0MSjZfFGWCmIRM/yZ9rpAZMbaEMsXtrYQNqaLM2HQqNgRv8eVl4p/Vr+re3XmtcV2kUYYjOIZT8OACGnALTfCBwQCe4RXeHOG8OO/Ox7y15BQzh/AHzucPvuuNog==</latexit><latexit sha1_base64="EoyIL9Klx3jqUrq7qR5Pz0tKx0M=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG9FLx4rGltoQ9lsJ+3SzSbsboQS+hO8eFDx6j/y5r9x2+agrQ8GHu/NMDMvTAXXxnW/ndLK6tr6RnmzsrW9s7tX3T941EmmGPosEYlqh1Sj4BJ9w43AdqqQxqHAVji6mfqtJ1SaJ/LBjFMMYjqQPOKMGivdyx7vVWtu3Z2BLBOvIDUo0OxVv7r9hGUxSsME1brjuakJcqoMZwInlW6mMaVsRAfYsVTSGHWQz06dkBOr9EmUKFvSkJn6eyKnsdbjOLSdMTVDvehNxf+8TmaiyyDnMs0MSjZfFGWCmIRM/yZ9rpAZMbaEMsXtrYQNqaLM2HQqNgRv8eVl4p/Vr+re3XmtcV2kUYYjOIZT8OACGnALTfCBwQCe4RXeHOG8OO/Ox7y15BQzh/AHzucPvuuNog==</latexit><latexit sha1_base64="EoyIL9Klx3jqUrq7qR5Pz0tKx0M=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG9FLx4rGltoQ9lsJ+3SzSbsboQS+hO8eFDx6j/y5r9x2+agrQ8GHu/NMDMvTAXXxnW/ndLK6tr6RnmzsrW9s7tX3T941EmmGPosEYlqh1Sj4BJ9w43AdqqQxqHAVji6mfqtJ1SaJ/LBjFMMYjqQPOKMGivdyx7vVWtu3Z2BLBOvIDUo0OxVv7r9hGUxSsME1brjuakJcqoMZwInlW6mMaVsRAfYsVTSGHWQz06dkBOr9EmUKFvSkJn6eyKnsdbjOLSdMTVDvehNxf+8TmaiyyDnMs0MSjZfFGWCmIRM/yZ9rpAZMbaEMsXtrYQNqaLM2HQqNgRv8eVl4p/Vr+re3XmtcV2kUYYjOIZT8OACGnALTfCBwQCe4RXeHOG8OO/Ox7y15BQzh/AHzucPvuuNog==</latexit><latexit sha1_base64="EoyIL9Klx3jqUrq7qR5Pz0tKx0M=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG9FLx4rGltoQ9lsJ+3SzSbsboQS+hO8eFDx6j/y5r9x2+agrQ8GHu/NMDMvTAXXxnW/ndLK6tr6RnmzsrW9s7tX3T941EmmGPosEYlqh1Sj4BJ9w43AdqqQxqHAVji6mfqtJ1SaJ/LBjFMMYjqQPOKMGivdyx7vVWtu3Z2BLBOvIDUo0OxVv7r9hGUxSsME1brjuakJcqoMZwInlW6mMaVsRAfYsVTSGHWQz06dkBOr9EmUKFvSkJn6eyKnsdbjOLSdMTVDvehNxf+8TmaiyyDnMs0MSjZfFGWCmIRM/yZ9rpAZMbaEMsXtrYQNqaLM2HQqNgRv8eVl4p/Vr+re3XmtcV2kUYYjOIZT8OACGnALTfCBwQCe4RXeHOG8OO/Ox7y15BQzh/AHzucPvuuNog==</latexit>

CMA-ES

Layer 1

Layer 2

Layer 3

CMA-ES

CMA-ES

1

nl
<latexit sha1_base64="afnj90nc01TTaSa9CMY/Mr+EMx8=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG9FLx4rGltoQ9lsJ+3SzSbsboQS+hO8eFDx6j/y5r9x2+agrQ8GHu/NMDMvTAXXxnW/ndLK6tr6RnmzsrW9s7tX3T941EmmGPosEYlqh1Sj4BJ9w43AdqqQxqHAVji6mfqtJ1SaJ/LBjFMMYjqQPOKMGivdy57oVWtu3Z2BLBOvIDUo0OxVv7r9hGUxSsME1brjuakJcqoMZwInlW6mMaVsRAfYsVTSGHWQz06dkBOr9EmUKFvSkJn6eyKnsdbjOLSdMTVDvehNxf+8TmaiyyDnMs0MSjZfFGWCmIRM/yZ9rpAZMbaEMsXtrYQNqaLM2HQqNgRv8eVl4p/Vr+re3XmtcV2kUYYjOIZT8OACGnALTfCBwQCe4RXeHOG8OO/Ox7y15BQzh/AHzucPw3SNpQ==</latexit><latexit sha1_base64="afnj90nc01TTaSa9CMY/Mr+EMx8=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG9FLx4rGltoQ9lsJ+3SzSbsboQS+hO8eFDx6j/y5r9x2+agrQ8GHu/NMDMvTAXXxnW/ndLK6tr6RnmzsrW9s7tX3T941EmmGPosEYlqh1Sj4BJ9w43AdqqQxqHAVji6mfqtJ1SaJ/LBjFMMYjqQPOKMGivdy57oVWtu3Z2BLBOvIDUo0OxVv7r9hGUxSsME1brjuakJcqoMZwInlW6mMaVsRAfYsVTSGHWQz06dkBOr9EmUKFvSkJn6eyKnsdbjOLSdMTVDvehNxf+8TmaiyyDnMs0MSjZfFGWCmIRM/yZ9rpAZMbaEMsXtrYQNqaLM2HQqNgRv8eVl4p/Vr+re3XmtcV2kUYYjOIZT8OACGnALTfCBwQCe4RXeHOG8OO/Ox7y15BQzh/AHzucPw3SNpQ==</latexit><latexit sha1_base64="afnj90nc01TTaSa9CMY/Mr+EMx8=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG9FLx4rGltoQ9lsJ+3SzSbsboQS+hO8eFDx6j/y5r9x2+agrQ8GHu/NMDMvTAXXxnW/ndLK6tr6RnmzsrW9s7tX3T941EmmGPosEYlqh1Sj4BJ9w43AdqqQxqHAVji6mfqtJ1SaJ/LBjFMMYjqQPOKMGivdy57oVWtu3Z2BLBOvIDUo0OxVv7r9hGUxSsME1brjuakJcqoMZwInlW6mMaVsRAfYsVTSGHWQz06dkBOr9EmUKFvSkJn6eyKnsdbjOLSdMTVDvehNxf+8TmaiyyDnMs0MSjZfFGWCmIRM/yZ9rpAZMbaEMsXtrYQNqaLM2HQqNgRv8eVl4p/Vr+re3XmtcV2kUYYjOIZT8OACGnALTfCBwQCe4RXeHOG8OO/Ox7y15BQzh/AHzucPw3SNpQ==</latexit><latexit sha1_base64="afnj90nc01TTaSa9CMY/Mr+EMx8=">AAAB6XicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEUG9FLx4rGltoQ9lsJ+3SzSbsboQS+hO8eFDx6j/y5r9x2+agrQ8GHu/NMDMvTAXXxnW/ndLK6tr6RnmzsrW9s7tX3T941EmmGPosEYlqh1Sj4BJ9w43AdqqQxqHAVji6mfqtJ1SaJ/LBjFMMYjqQPOKMGivdy57oVWtu3Z2BLBOvIDUo0OxVv7r9hGUxSsME1brjuakJcqoMZwInlW6mMaVsRAfYsVTSGHWQz06dkBOr9EmUKFvSkJn6eyKnsdbjOLSdMTVDvehNxf+8TmaiyyDnMs0MSjZfFGWCmIRM/yZ9rpAZMbaEMsXtrYQNqaLM2HQqNgRv8eVl4p/Vr+re3XmtcV2kUYYjOIZT8OACGnALTfCBwQCe4RXeHOG8OO/Ox7y15BQzh/AHzucPw3SNpQ==</latexit>

Policy Network

Policy Network

Policy Network

CMA-ES

CMA-ES

CMA-ES

2

Policy Network

Policy Network

Policy Network

CMA-ES

CMA-ES

CMA-ES

ni�1
<latexit sha1_base64="YPfQa7cbKOegBM/KVOC+qrq5gGI=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBiyURQb0VvXisYGyhDWWznbRLN5uwuxFK6I/w4kHFq//Hm//GbZuDtj4YeLw3w8y8MBVcG9f9dkorq2vrG+XNytb2zu5edf/gUSeZYuizRCSqHVKNgkv0DTcC26lCGocCW+Hoduq3nlBpnsgHM04xiOlA8ogzaqzUkr2cn3mTXrXm1t0ZyDLxClKDAs1e9avbT1gWozRMUK07npuaIKfKcCZwUulmGlPKRnSAHUsljVEH+ezcCTmxSp9EibIlDZmpvydyGms9jkPbGVMz1IveVPzP62QmugpyLtPMoGTzRVEmiEnI9HfS5wqZEWNLKFPc3krYkCrKjE2oYkPwFl9eJv55/bru3V/UGjdFGmU4gmM4BQ8uoQF30AQfGIzgGV7hzUmdF+fd+Zi3lpxi5hD+wPn8AV6ojyA=</latexit><latexit sha1_base64="YPfQa7cbKOegBM/KVOC+qrq5gGI=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBiyURQb0VvXisYGyhDWWznbRLN5uwuxFK6I/w4kHFq//Hm//GbZuDtj4YeLw3w8y8MBVcG9f9dkorq2vrG+XNytb2zu5edf/gUSeZYuizRCSqHVKNgkv0DTcC26lCGocCW+Hoduq3nlBpnsgHM04xiOlA8ogzaqzUkr2cn3mTXrXm1t0ZyDLxClKDAs1e9avbT1gWozRMUK07npuaIKfKcCZwUulmGlPKRnSAHUsljVEH+ezcCTmxSp9EibIlDZmpvydyGms9jkPbGVMz1IveVPzP62QmugpyLtPMoGTzRVEmiEnI9HfS5wqZEWNLKFPc3krYkCrKjE2oYkPwFl9eJv55/bru3V/UGjdFGmU4gmM4BQ8uoQF30AQfGIzgGV7hzUmdF+fd+Zi3lpxi5hD+wPn8AV6ojyA=</latexit><latexit sha1_base64="YPfQa7cbKOegBM/KVOC+qrq5gGI=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBiyURQb0VvXisYGyhDWWznbRLN5uwuxFK6I/w4kHFq//Hm//GbZuDtj4YeLw3w8y8MBVcG9f9dkorq2vrG+XNytb2zu5edf/gUSeZYuizRCSqHVKNgkv0DTcC26lCGocCW+Hoduq3nlBpnsgHM04xiOlA8ogzaqzUkr2cn3mTXrXm1t0ZyDLxClKDAs1e9avbT1gWozRMUK07npuaIKfKcCZwUulmGlPKRnSAHUsljVEH+ezcCTmxSp9EibIlDZmpvydyGms9jkPbGVMz1IveVPzP62QmugpyLtPMoGTzRVEmiEnI9HfS5wqZEWNLKFPc3krYkCrKjE2oYkPwFl9eJv55/bru3V/UGjdFGmU4gmM4BQ8uoQF30AQfGIzgGV7hzUmdF+fd+Zi3lpxi5hD+wPn8AV6ojyA=</latexit><latexit sha1_base64="YPfQa7cbKOegBM/KVOC+qrq5gGI=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBiyURQb0VvXisYGyhDWWznbRLN5uwuxFK6I/w4kHFq//Hm//GbZuDtj4YeLw3w8y8MBVcG9f9dkorq2vrG+XNytb2zu5edf/gUSeZYuizRCSqHVKNgkv0DTcC26lCGocCW+Hoduq3nlBpnsgHM04xiOlA8ogzaqzUkr2cn3mTXrXm1t0ZyDLxClKDAs1e9avbT1gWozRMUK07npuaIKfKcCZwUulmGlPKRnSAHUsljVEH+ezcCTmxSp9EibIlDZmpvydyGms9jkPbGVMz1IveVPzP62QmugpyLtPMoGTzRVEmiEnI9HfS5wqZEWNLKFPc3krYkCrKjE2oYkPwFl9eJv55/bru3V/UGjdFGmU4gmM4BQ8uoQF30AQfGIzgGV7hzUmdF+fd+Zi3lpxi5hD+wPn8AV6ojyA=</latexit>

……

Figure 5.1: The layer-wise training process via CMA-ES for a three-layer policy
network, where all weights and biases for one layer are included in the process.

total, which violates the design assumption of CMA-ES and makes the covari-
ance matrix adaptation difficult and time-consuming.

To reduce computation complexity, we propose to select a suitable portion of
parameters uniformly at random from one layer to conduct layer-wise learning
as shown in Figure 5.2. In the literature, Nesterov [159] applied coordinate de-
scent methods to perform only random updates on partial decision variables for
huge-scale optimization problems, and numerical examinations demonstrate
the computation efficiency and effectiveness. Unlike Nesterov’s work [159]
where the portion of parameters is randomly chosen from the entire set of pa-
rameters, we only focus on the parameters of one layer for smoothing integrat-
ing with layer-wised learning to further reduce the computational complexity.

By doing so, it raises yet a new question about how to balance between train-
ing new parameters (i.e., exploration) and re-training old parameters (i.e., ex-
ploitation), more specifically, whether or when to re-train parameters already
trained in previous iterations. As can be seen in Figure 5.2, for one specific
layer at two consecutive learning iterations, the parameters to be trained are
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different since they are randomly selected at each iteration. Particularly, some
parameters may be trained in one iteration but may be skipped in the next it-
eration, or even may never be trained again until the end of the entire learning
process.

To address the issue, in this stage, we adopt the epsilon-greedy algorithm
which is commonly used to balance exploration-exploitation trade-off [212].
Following the epsilon-greedy algorithm, the learning process alters between
uniformly random selecting new parameters to train with a probability of ε and
re-training old parameters already trained in the last iteration with a proba-
bility of 1 − ε at the beginning of each iteration. Furthermore, it is suggested
in [222] that the exploration ought to be encouraged at the early stages of learn-
ing whereas the exploitation should play more role with learning proceeding.
Thus, ε value is expected to gradually reduced. For this purpose, we consider a
linear decay schedule in this paper as,

εt = max(0, ε0 − t
T

) (5.1)

where ε0 denotes the initial value of ε, t and T denote the number of current
learning steps 3 and the maximumly allowed number of learning steps respec-
tively.

When the epsilon-greedy mechanism chooses to explore a new proportion
of weights for training, there are possibilities of which newly selected param-
eters at one iteration and old parameters from the previous iteration have an
overlap. The overlap is important because it helps identify how much expected
exploitation can be ensured for two consecutive iterations, which is also a key
for balancing the exploration-exploitation trade-off. Suppose that, at the iter-
ation, we have m parameters of one particular layer in total. Given an event
X that there are k among m parameters overlapped between two consecutive
iterations when the parameters are randomly re-selected for training, hence the

3One learning step indicates one sample interaction between the agent and the environment
at one time point.
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expectation of X can be represented as,

IE[X ] =
∑k

i=1

[
(mi )(

m−k
k−i )

(mk)
i
]

=
∑k

i=1

[
(k!)2((m−k)!)2

(i−1)!((m−i)!)2m!(i−2k+m)!

]
= k2

m

(5.2)

Further, let k = u × m where u is a fixed ratio of parameters to be randomly
selected from a layer at every iteration (e.g., u = 0.5 means 50% proportion
of the layer weights are selected for re-training at random), then we can have
IE[X ] = u2 × m. This expectation theoretically guarantees that there exist at
least u2 × m samples that can be still exploited between the two consecutive
iterations. By adjusting u, we ensure a reasonable level of exploitation to ensure
the learning stability without being affected much by too much exploration.

The key steps of PES-S1 are located in the function for initializing the CMA-
ES population, accordingly, we present the algorithmic description in Algo-
rithm 5.2.1.
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Figure 5.2: The layer-wise training process via CMA-ES for a three-layer policy
network, where only a proportion of weights and biases uniformly selected at
random are included in the process.
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Algorithm 5.2.1 Population Initialization in PES
Require: p: population size, µ: parameters selection ratio, ε: exploration rate,

~Θ[l]: parameters of a specific layer l, σ: standard deviation for CMA-ES, ~τ :
the indexes of trained parameter proportion from last learning iteration

Ensure: P : a population of partial parameters of the layer
1: function INIT POPULATION(p, µ, ε, ~Θ[l])
2: P []← new array of size p
3: if RANDOM() < ε then
4: ~τ = UNIFORM RANDOM SELECT(µ, ~Θ[l]). . Uniformly select µ

proportion of parameters from ~Θ[l] at random and return their indexes
5: end if
6: Initiate the covariance matrix ~C0 as an identify matrix
7: for k = 1, 2, ..., p do
8: P [k]← ~Θ[l][~τ ] + σN (~0, ~C0) . See Section 2.1.3 for more details
9: end for

10: return P , ~τ
11: end function

Complexity Analysis of PES-S1

PES-S1 is designed to largely improve computational complexity for the origi-
nal CMA-ES when training DNNs with a great number of parameters. To better
show the improvement, we provide a theoretical time complexity analysis for
PES-S1 in contrast to CMA-ES while they are presumably applied to the same
problem. Moreover, the empirical results that are consistent to our theoretical
findings are presented in Section 5.4.1.

For simplicity, we only analyze the computational complexity of covariance
matrix adaptation. Because this complexity is the dominant factor of compu-
tational efficiency of CMA-ES [88, 87, 182], other factors are less critical and
omitted, for example, the complexity of sampling a multivariate normally dis-
tributed random vector.

To optimize a h-layered NN with n parameters in total, CMA-ES searches a
near optimal solution (i.e., a n-dimensional vector of all parameters of the NN)
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by adapting a symmetric covariance matrix with n2+n
2

elements [88, 87, 182].
Thus, it requires n2+n

2
flops to complete one adaptation for optimizing the whole

network. In contrast, when facing the same problem, PES-S1 optimizes only
50% (if u = 0.5) parameters of one layer at a time. Therefore, it holds a much
smaller covariance matrix with only n2+hn

2h2 elements. However, to complete the
optimization of the whole NN, it requires to repeat h times. Accordingly, it
needs n2+hn

2h
flops to optimize the whole NN.

Given n >> 0 and h > 1, we can have

n2 + n

2
− n2 + hn

2h
=

(h− 1)n2

2h
>> 0 (5.3)

From (5.3), we can see that PES-S1 uses much less flops to complete one
optimization of the entire network in comparison to CMA-ES, if the problem
dimension n is large enough. This implies that PES-S1 can be more computa-
tionally efficient than CMA-ES.

5.2.2 PES-S2: Surrogate Model Based Learning

The conventional use of CMA-ES for DRL, as demonstrated in PES-S1, is vul-
nerable to high sample complexity in comparison to classical PGS for DRL. The
primary cause is because each candidate neural network in a large population
must be separately and independently evaluated based on a large number of
direct simulated (or real/physical) interactions with the learning environment.
This results in a considerable amount of samples to be consumed simply for
evaluating one evolved neural network. Moreover, these samples will be dis-
carded without reusing them for evaluating other evolved neural networks. On
the other hand, PGS actually uses every sample it obtained to estimate policy
gradients and accumulatively updates the policy. In other words, PGS can reuse
the samples more effectively than CMA-ES.

To reduce the sample complexity of CMA-ES for DRL, we decide to adopt a
surrogate model based learning process to address the mentioned issue above
for improved sample reuse. With the help of the surrogate model for the fitness
evaluation, PES (i.e., PES-S2) can achieve the same level of sample efficiency as
other cutting-edge PGS algorithms.
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In this paper, we develop three key steps to complete the surrogate model
based learning process as illustrated in Figure 5.3.

Learning Iterations
0 ni
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Figure 5.3: The surrogate model based learning process for a three-layer value
function network and a three-layer policy network, where value function net-
work is trained via gradient ascent and policy network is layer-wisely trained
via CMA-ES (see Section 5.2.1).

Surrogate Model Construction

We propose to construct a surrogate model based on the performance lower
bound formulated in (2.56) proposed by PPO [191]. The reason of doing so
instead of using any learned value functions (e.g., Q functions) as a surrogate
model is because that the learned value function can be so unreliable that it
brings adverse affection to the final policy learning [167]. Besides, in the tra-
ditional value function based PGS algorithms, the improvement on the per-
formance of policies is not theoretically guaranteed where severe degradations
may occur due to large updating steps [47, 117, 189]. As a matter of fact, these
issues can be mitigated by optimizing policies with respect to a performance
lower bound as suggested in [117, 189], but it is tricky and challenging to handle
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the constraints involved in the optimization. In this context, PPO is proposed
to optimize a simplified performance lower bound, which achieves state-of-the-
art effectiveness across a series of difficult RL tasks. Given this, we expect that
this simplified performance lower bound can be an excellent surrogate model
for our policy learning.

However, a key technical challenge faced by PES-S2 is how to obtain ac-
curate value function (specifically the advantage function Aπ(~st, at)) on which
the performance lower bound relies. In the original design of PPO, this is
achieved by optimizing the objective function in (2.55) from past environment
samples. However, the objective function in (2.55) contains two objectives, i.e.,
the squared loss of value function in (2.57) and the performance lower bound
in (2.56). If optimizing both objectives simultaneously as what PPO does, PES-
S1 may take extra computational efforts, because both policy and value function
networks 4 with apparently more layers have to be evolved. Consequently, in
PES-S2, we propose to first learn the value functions by optimizing the squared
loss of value function in (2.57) via PPO to obtain accurate value function estima-
tions. Afterward, we use PES-S1 to evolve solely the policy neural network that
maximizes the lower bound in (2.56). In doing so, the sample efficiency of value
function learning can be guaranteed equivalent to that of PPO, and PES-S1 can
also avoid the risk of learning the entire network.

Surrogate Model Training

For PES-S2, we decide to train the value function network through PPO [191].
Original, PPO firstly samples η new interaction steps at the beginning of every
learning iteration, and then, based on which it computes the estimations of ad-
vantage functions via Generalized Advantage Estimation (GAE) [190]. With the
obtained advantage function estimations, PPO learns the value function (i.e., Vπ
function) as well as the policy (i.e., π) at the same time, and then it discards
the η samples to proceed to next learning iteration. However, this may not be
the most effective way. Some samples may be very informative for guiding the
algorithm converge to the optima, but they can be rarely being revisited in the

4The network architecture can be seen in Figure 5.6.
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later learning due to the stochasticity of the environment and the learning pro-
cess. In consequence, it is not sufficient to learn them only once because their
impacts will decay quickly along with the learning proceeds.

To address the issue of PPO so as to maximumly reuse the samples, we adopt
the technique of Experience Replay with Importance Sampling [229, 144, 131].
By doing so, we can firstly maintain a vast repository for past interactions to
without losing important information. Secondly, with the Importance Sampling
technique, we can further reuse those samples stored in the experience repos-
itory which are obtained by previous different policies. With the help of the
design, we expect to achieve a higher sample efficiency in PES-S2 in compari-
son to those advanced EAs such as OpenAI-ES and Uber-GA.

In general, PES-S2 divides the entire neural network evolution process into
multiple learning iterations. Each learning iteration contains two learning
phases. The first phase is to use PPO to learn value functions for obtaining ac-
curate estimations of advantage functions. The second phase is further divided
into multiple evolution generations for PES-S1 to optimize the lower bound for
finding good policies (see next subsection). One learning iteration of PES-S2 can
be divided into the following four sequential steps.

Step 1 We use π~θold(at|~st) determined by the best individual obtained from the
previous learning iteration to perform simulations for T time steps by us-
ing π~θold to obtain T experience data points. Each experience data point
contains a state transition at one time point t, i.e., {~st, at, ~st+1, rt} and value
function predictions of the current time step t as well as next time step t+1

computed by vevaluatet = Vπ~θold
(~st) and vtargett = Vπ~θold

(~st+1) respectively. In
addition, each instance also contains the probability of choosing at at ~st
following the current policy π~θold , i.e., q(~s, a) = π~θold(~st, at). Afterward,
the experience data are augmented to the experience repository Ξ which
allows maximumly 50,000 instances.

Step 2 We adopt importance sampling to update the value function prediction
of all historical data instances in Ξ. To do so, we first re-compute all
probabilities across all state transitions of the historical data instances, i.e.,
p(~s, a) = π~θold(~s, a) where ~s and a represent any past state transitions in Ξ.
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Following that, we update all target value function predictions (i.e., vtargett )
for all past experiences by the following equation,

vtargett = 1∑N
i
p(~s,a)
q(~s,a)

[
p(~s,a)
q(~s,a)

(rt + Vπ~θold
(~st+1))

]
(5.4)

Step 3 We learn the value functions (i.e., Vπ~θold (~st)) via experience replay with
importance sampling. In this step, we conduct nv training cycles. For
each cycle, we firstly uniformly select T data instances from Ξ at random,
and then we use the same procedure of PPO [191] to optimize the squared
loss of value function in (2.57) for T/b times where M is the given batch
size.

Step 4 We adopt the GAE to estimate the advantage functions for constructing
the performance lower bound. Based on the T newly obtained samples in
the current learning interaction as stated in Step 1 above, we can obtain a
sample based advantage function estimation as,

Â
GAE(γ,λ)
t =

∑T
t=0

[
(γλ)t(rt + γV

π~θold (~st+1)

−V π~θold (~st))
] (5.5)

where Â
GAE(γ,λ)
t is the generalized advantage estimator defined in [190]

to achieve reliable learning, λ is a hyper-parameter to adjust the balance
between bias and variance.

With the help of the advantage estimator ÂGAE(γ,λ)
t , we obtain the trained surro-

gate model that can be used for fitness evaluation in next step.

Surrogate Model based Fitness Evaluation

The CMA-ES fitness evaluation is directly conducted based on computing the
fitnesses for each individual by the trained surrogate model. This surrogate
model based fitness function can be described as,

LCLIP
t (~θ) = IEt

[
min

(
νt(~θ)Â

GAE(γ,λ)
t (~st, at), clip

(
νt(~θ), 1− ε, 1 + ε

)
Â

GAE(γ,λ)
t (~st, at)

)]
,

(5.6)
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For optimizing the policy network, we use PES-S1 developed in Sec-
tion 5.2.1. In the second phase of one learning iteration, π~θold(at|~st) remain
unchanged within the learning iteration. Each individual generated by CMA-
ES is treated as a π~θ(at|~st). Consequently, the fitness value of each individual
can be directly computed based on (5.6) with regard to the π~θold(at|~st) and the
π~θ(at|~st). Note that, we follow the same principle of PPO where all T sam-
ples generated by π~θold(at|~st) within the learning iteration are used to compute
the fitness. The algorithm of PES-S2 can be converted by changing Line 14 to
P [p].f itness = ROLLOUT (~Θ, I, ne, T, l) and removing Line 19 to Line 26. The
entire surrogate model based learning process repeats over many iterations un-
til a sufficiently fitted policy can be found. The algorithmic details can be found
in Algorithm 5.2.2.

5.2.3 PES-S3: Local Search Enhanced Learning

CMA-ES and PGS are complementary learning techniques for solving diffi-
cult RL problems. Specifically, we found that by using PGS as a local search
technique to further improve the best neural network evolved by CMA-ES can
achieve a desirable balance between exploration and exploitation. Motivated by
this, we develop PES-S3 to realize this local search enhanced learning process.
In the process, we use PPO as an local search strategy to fine-tune the policy
network obtained from the global evolutionary search (i.e., CMA-ES).

However, it is doomed a failure of bluntly augmenting PPO as an additional
learning process on the top of PES-S2, as value functions cannot be learned
accurately after policy updating by PES-S2. As can be seen in (2.55), PPO opti-
mizes a joint objective function including a term for optimizing value function
by starting from the same policy π~θold . But as designed in PES-S2, after training
the value function under π~θold , CMA-ES is used to learn only policy network
resulting in π~θnew whereas the value function remains the same as under π~θold .
Therefore, such inconsistency can be exaggerated along the learning proceeds,
and it can lead to a more and more inaccurate value function if PPO is directly
applied on the top of PES-S2.
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Learning Iterations
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Figure 5.4: The local search enhanced learning process for a three-layer value
function network and a three-layer policy network, where a value function re-
silience re-training process and a PPO driven local search process are added on
the top of the surrogate model based learning developed in Section 5.2.2.

To address the issue, as shown in Figure 5.4 we added an extra value func-
tion learning phase to achieve smooth the integration between PPO-based local
search and PES-S2. The key to the phase is to ensure the value function accu-
rately estimate the value of any state while following the new policy π~θnew . Thus
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Algorithm 5.2.2 Proximal Evolutionary Strategy
Require: ~Ω: DNN parameters of value function Vπ , ~Θ: DNN parameters of policy π, ~Θ′: DNN

parameters of policy π′, nl: number of layers, np: population size, σ: step size, ng : number
of generations, ne: number of episodes, T : the maximumly allowed steps for one iteration,
ni: number of iterations, I∗: the best individual evolved by CMA-ES, Ξ: the experience
repository, ξ: a batch of experience data points with size M

Ensure: ~Θ: the best evolved DNN parameters
1: function PES(~Θ, nl, np, ng , ne, ni, σ)
2: for i = 1, 2, ..., ni do
3: Ξ[], ξ ← EXPERIENCE SAMPLING(~Ω,~Θ, ne, T , l) . See Algorithm 5.2.3.
4: Update all the past target value function predictions in Ξ according to (5.4)
5: Optimize the ~Ω for K epochs with a batch size M ≤ ni ∗ T according to (2.57)
6: Compute advantage function estimations Â1, . . . , ÂT by (5.5) under π~θ based on ξ
7: for l = 1, 2, ..., nl do

8: P ← INIT POPULATION(~Θ[l], np) . See Algorithm 5.2.1.

9: for g = 1, 2, ..., ng do
10: for p = 1, 2, ..., np do
11: ~Θ[l]← P [p]

12: P [p].fitness← LCLIP
t (~Θ) . See (2.56)

13: end for
14: P ′, I∗, σ′ ← CMA− ES EVOLE(P, σ) . See [86].

15: σ ← σ′; P ← P ′; ~Θ[l]← I∗

16: end for
17: Ξ[], ξ ← EXPERIENCE SAMPLING(~Ω,~Θ, ne, T , l) . See Algorithm 5.2.3.

18: Compute advantage function estimations Â1, . . . , ÂT by (5.5) under π~θ
based on ξ

19: ~Θold ← ~Θ′

20: Optimize ~Θ for K epochs with a batch size M ≤ ni ∗ T according to (2.55)

21: end for
22: end for
23: return ~Θ . Return the fittest DNN parameters

24: end function

after obtaining π~θnew , we re-generate new samples in the environment under
π~θnew and use the gradient ascent to re-train the value function network again
to approximate V π~θnew . By doing so, the PPO can be smoothly integrated as a
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local search mechanism onto PES-S2 resulting in PES-S3 without experiencing
the inconsistent issue mentioned above. The pseudo code of PES-S3 is given in
Algorithm 5.2.2.

Algorithm 5.2.3 Experience Sampling

Require: an MDP 〈S,A,P ,R, γ〉, ~Ω: DNN parameters of value function Vπ, π~Θ:
DNN parameters of policy π, l: the selected layer No., T : the maximumly
allowed steps for one episode, ~Ξ: a repository of trajectories

Ensure: ~Ξ: the experience repository
1: function EXPERIENCE SAMPLING(~Ω,~Θ, I , ne, T , l)
2: ξ ← ROLLOUT(~Ω,~Θ, ne, T , l) . See Algorithm 5.2.4.
3: if SIZE(Ξ) > 50, 000 then
4: Delete the oldest M data points from Ξ

5: end if
6: Ξ[]← ξ

7: return Ξ, ξ . Return the experience repository and newly sampled
experience data of current iteration

8: end function

5.2.4 Key Characteristics of Proximal Evolutionary Strategy

By combining the above described three key technical advancements (i.e., PES-
S1, PES-S2, and PES-S3), we completed the design of PES for DRL. Here, we
summarize distinguishing characteristics of PES in comparison to prominent
research works for DRL in recent years.

Use layer-wise learning to enable efficient learning for CMA-ES

Through layer-wise training of DNN (PES-S1), PES can largely reduce the di-
mensionality of the solution search space, and effectively addresses the compu-
tational cost problem of CMA-ES. For example, for training a given DNN with
two hidden layers (64× 64) containing 4610 parameters (including both weights
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Algorithm 5.2.4 Rollout Function

Require: an MDP 〈S,A,P ,R, γ〉, ~Θ: DNN weights, π~Θ: the policy parameter-
ized by ~Θ, I : an individual of CMA-ES, l: the selected layer No., ne: number
of evaluations, T : the maximumly allowed steps for one episode, ~Ξ: a repos-
itory of trajectories

Ensure: R̄: the averaged total reward of the given individual
1: function ROLLOUT(~Θ, I , ne, T , l)
2: ~Θ[l]← I

3: Initial total reward R← 0

4: for e = 1, 2, ..., ne do
5: Initial state ~s0

6: for t = 0, 1, ..., T − 1 do
7: at ∼ π~Θ(~st)

8: Take action at, observe reward rt and new state ~st+1

9: R← R+ rt

10: end for
11: end for
12: R̄← R

ne

13: return R̄, ~Ξ . Return the average reward and a repository of trajectories

14: end function

and biases), the direct use of CMA-ES yields a covariance matrix with size 4610
× 4610. To reduce the dimensionality, PES firstly splits the network into three
layers where the largest layer has 4096 parameters (i.e., the layer between 64
× 64 hidden neurons). Next, by setting u = 0.5, PES only trains 50% propor-
tion of parameters of each layer, thus for the large layer mentioned above, the
covariance matrix only has a size of 2048 × 2048. Naturally, PES can largely re-
duce the dimensionality of the solution search space to improve computational
efficiency.
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Use surrogate model based learning to reduce sample complexity for CMA-
ES

The surrogate model-based learning (PES-S2) helps significantly reduce the
samples used for evaluations and highly improves the re-usability of samples
in CMA-ES. As we only have to train the surrogate model by using T samples 5

in one iteration, the fitness of each individual is computed via the surrogate
model without generating new samples. In this way, our PES only requires the
same number of samples as PPO, which is much less than any current cutting-
edge EAs reported, for example, OpenAi-ES reports achieving 10x as much to
TRPO [186].

Use local search enhanced learning to improve learning effectiveness for
CMA-ES

PES-S3 uses a PPO-based local search technique to achieve high learning pre-
cision, producing a state-of-the-art performance on many challenging RL prob-
lems (see Section 5.4.3 for empirical results). This is because of two reasons.
Firstly, PES takes advantages of another state-of-the-art PGS, i.e., PPO, by in-
tegrating it as a local search mechanism. The integration gives PES an ability
to reuse samples to strengthen the exploitation of DRL in contrast to other EAs
such as CMA-ES, OpenAI-ES and Uber-GA and guarantees at least an equiv-
alent performance to PPO. Secondly, PES is beneficial for its extra strength of
exploration brought by CMA-ES where multiple policies are kept and learned.
In comparison to the state-of-the-art PGS algorithm where normally a single
policy is learned, PES is less easy to get trapped to local optima.

5.3 Design of Experiments

To empirically evaluate the proposed algorithm, in this section we present the
design of experiments. We initiate our discussion from describing ten bench-
marked continuous control tasks provided by Bullet Physical Engine [220] and

5See Section 5.2.2 for details
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GYM benchmark environments [39]. Next, we explain how the experiments
are set up with details on competing algorithms, DNN architecture, hyper-
parameter configurations, and evaluation criteria. Subsequently, we discuss in
details the experiment design in line with our research goals stated in Section
5.1.1.

5.3.1 Experiment Setup

In this subsection, we discuss competing algorithms chosen for our experi-
ments, network architecture, hyper-parameter configurations and evaluation
criteria.

Competing Algorithms

In our experiments, the following algorithms are included as competing al-
gorithms: CMA-ES, PES-S1, PES-S2, PES (i.e., PES-S3), OpenAI-ES, Uber-GA,
TPRO, PPO, and ACKTR. We select these algorithms according to two crite-
ria: 1) they are either advanced EAs or PGS algorithms for DRL, which are
highly suitable for continuous control tasks, and algorithms including Deep Q-
Learning Network [155] which are designed for problems with discrete actions
such as Atari games will not be considered; 2) they have achieved outstanding
and reproducible performance on many difficult continuous control tasks. To
ensure good performance for all competing algorithms, we rely on high-quality
algorithm implementations provided by OpenAI baselines 6 [56].

5.3.2 Network Architecture

For fair comparisons, we consistently use the same network topologies for all
algorithms. DNNs trained by EAs contain only policy networks, we hence only
make them topologically identical to the policy networks of the DNNs trained
by PGS. The topology used by PES-S1, OpenAI-ES, and Uber-GA is presented
in Figure 5.5, whereas the other used for CMA-ES-SM, PES-S2, PPO, TRPO, and

6Our implementation of all algorithms can be found at
https://github.com/yimingpeng/cmaes baselines
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ACKTR is given in Figure 5.6. As can be seen from Figure 5.6, the value function
network and the policy network shares the same input layer, which follows the
exact configurations in [191]. Note that, in PES-S2 and PES, only the policy
network will be evolved by CMA-ES, and the value function network is solely
trained by PPO.
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Input 
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Layer
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Standard 
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Figure 5.5: The Architecture of DNN for CMA-ES, PES-S1, OpenAI-ES, and
Uber-GA.

5.3.3 Hyper-Parameter Configurations

All hyper-parameter configurations are adopted by following the best settings
for PPO, TRPO, and ACKTR given in baseline implementation [56]. For CMA-
ES training DNNs, including PES-S1, PES-S2, and PES, we use the setting in
consistency with [59]. Additionally, we make the local search component follow
the same setting to PPO to ensure a fair competition.
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Figure 5.6: The Architecture of DNN for PES-S2, PES, PPO, TRPO, and ACKTR.

Table 5.1: Hyper-parameter configurations of all candidate algorithms: CMA-
ES, PES-S1, PES-S2, PES, OpenAI-ES, Uber-GA, TPRO, PPO, and ACKTR.

EA PGS
Hyper-parameters CMA-ES PES-S1 PES-S2 PES OpenAI-ES Uber-GA PPO TRPO ACKTR

Maximum number of samples 5× 106 5× 106 5× 106 5× 106 5× 106 5× 106 5× 106 5× 106 5× 106

Iterations (ni) 2000 2000 2000 2000 2000 2000 2000 2000 2000
Internal Generations (ng) - 10 10 10 - - - - -

Population Size (np) 32 32 32 32 32 32+1 1 1 1
Number of Evaluations (ne) 3 3 1 1 3 3 1 1 1

Horizon (T ) - - 2048 2048 - - 2048 2048 2500
Adam Stepsize - - 3× 10−4 3× 10−4 - - 3× 10−4 3× 10−4 2.5× 10−4

Num. of Epoch (gradient learning) - - 10 10 - - 10 10 10
Mni-batch Size - - 64 64 - - 64 64 64

Discount Factor (γ) 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99
GAE Factor (λ) - - 0.95 0.95 - - 0.95 0.95 -

Variance (σ) 0.001 0.001 0.001 0.001 0.001 0.001 - - -
Initial Exploration Rate (ε) - 0.5 0.5 0.5 - - - - -

Stagnation (sd) 3 3 3 3 3 3 - - -
Clipping Factor (ε) - - 0.2 0.2 - - 0.2 - -
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5.3.4 Evaluation Criteria

In the experiments, we aim to assess our algorithms from three aspects, i.e.,
effectiveness, sample efficiency, and time efficiency. Following the standard set-
ting in the literature [191, 56, 189], effectiveness is defined as the average total
rewards of the last 100 episodes 7. Sample efficiency is interpreted as the num-
ber of samples used for achieving similar effectiveness. Time efficiency is mea-
sured by the training time (i.e., the average running time for training on 10,000
samples) of each algorithm for the whole training/learning process.

5.3.5 Experiment Design

Following our research objectives, we expect to answer three specific questions
through the empirical study. These questions are: (C1) can CMA-ES with layer-
wise training can also be a viable algorithm for evolving DNN in terms of ef-
fectiveness and computational efficiency? (C2) can the surrogate model help
CMA-ES to achieve competitive performance as CMA-ES that evaluates the
fitness of each evolved deep neural network through simulations and in the
meantime achieve significantly higher sample efficiency? (C3) can the final de-
sign of PES supported by PPO-based local search technique perform effectively
in comparison to four cutting-edge DRL algorithms (i.e., PPO, TRPO, ACKTR)
and two modern EAs based RL algorithms (i.e., OpenAI-ES, Uber-GA)?

To answer these questions, we design three independent experiments fol-
lowing identical settings are given in Section 5.3.1. Each experiment helps an-
swer one of the three questions above. In the first experiment (A1), we compare
the effectiveness and time efficiency of six different algorithms, CMA-ES, PES-
S1, OpenAI-ES, Uber-GA on the given ten problems. In the next experiment
(A2), we focus on the learning performance as well as the sample efficiency ob-
tained by PES-S2 against the algorithms using actual simulations, such as CMA-
ES, PES-S2, OpenAI-ES, and Uber-GA. In the last experiment (A3), we assess the

7One episode indicates a sequence of interactions (i.e., state transitions) between an agent
and an environment, which ends with some terminal conditions. For example, in the Cart Pole
problem, one episode starts when the agent balances the pole and terminates when the poles
falls.
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effectiveness, sample efficiency, time efficiency of PES which combines all im-
provements (i.e., layer-wise learning, surrogate model-based learning, and local
search enhanced learning) in comparison to PPO, TRPO, ACKTR, OpenAI-ES,
and Uber-GA.

5.4 Results and Discussion

In this section, we discuss the experimental results and provide some insightful
analysis. Firstly, the results of PES-S1 obtained from Experiment (A1) are com-
pared to CMA-ES with focus on time efficiency as well as learning performance.
Next, the average total rewards obtained from Experiment (A2) by different al-
gorithms (including PES-S2, CMA-ES, OpenAI-ES, and Uber-GA) are depicted
as performance curves with respect to the number of samples. Lastly, the fi-
nal learning performances of our PES algorithm in comparison to PPO, TRPO,
ACKTR, OpenAI-ES and Uber-GA are presented and analyzed.

5.4.1 Results of Experiment (A1)

In this experiment (A1), we are interested in comparing the computational effi-
ciency between PES-S1 and CMA-ES. Figure 5.7 presents a learning curve mea-
sured in the average total rewards along the y-axis and the total running time
along the x-axis. The running time is tracked based on training time required
for processing every 10,000 samples by each algorithm.

As can be seen from Figure 5.7 and Table 5.2, PES-S1 clearly uses much less
running time to reach higher total rewards in comparison to CMA-ES across all
problems. In particular, PES-S1 performs significantly better than CMA-ES on
seven out of ten problems, including Bipedal Walker, Bipedal Walker Hardcore,
Lunar Lander, Inverted Double Pendulum, Hopper, Walker2D and Reacher. On
other three problems, i.e., Inverted Pendulum, Inverted Pendulum Swingup,
and HalfCheetah, PES-S1 rises slowly at the begging, but eventually surpasses
CMA-ES after a short while. For example, PES-S1 starts to outperform CMA-ES
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Figure 5.7: A comparison of average total rewards over running time (in sec-
onds) obtained by PES-S1 and CMA-ES [88] on the ten benchmark control prob-
lems.

after the first 2201 seconds of training time.

These observations are consistent with the results of our complexity analysis
presented in Section 5.2.1. In line with the findings, we can conclude that our
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Table 5.2: The final episode performance comparison of two algorithms (i.e.,
CMA-ES and PES-S1) on ten benchmark problems (i.e., Bipedal Walker, Bipedal-
WalkerHardcore, HalfCheetah, Hopper, Inverted Double Pendulum, Inverted
Pendulum, Inverted Pendulum Swingup, Lunar Lander Continuous, Reacher,
and Walker2D).

Problems/Algorithms CMA-ES PES-S1

BipedalWalker 62.26±98.48 209.88±11.24
BipedalWalkerHardcore -106.53±5.32 -99.87±2.67

HalfCheetah 539.62±229.70 714.88±289.76
Hopper 377.19±259.54 752.02±353.75

InvertedDoublePendulum 3816.13±2120.07 8118.64±532.40
InvertedPendulum 960.76±71.37 998.31±3.77

InvertedPendulumSwingup 198.88±28.45 482.85±226.83
LunarLanderContinuous -13.85±123.27 153.86±108.56

Reacher -7.35±2.10 2.41±1.49
Walker2D 264.58±101.24 318.56±139.05

proposed layer-wise learning mechanism (i.e., PES-S1) can significantly reduce
the computational cost of the original CMA-ES algorithm when being applied
to training DNNs without sacrificing learning effectiveness.

5.4.2 Results of Experiment (A2)

The experiment (A2) aims to examine the sample efficiency of PES-S2 against
CMA-ES, and two advanced EAs, i.e., OpenAI-ES and Uber-GA. The learning
curves of averaging total rewards are presented in Figure 5.8.

As evidenced in Figure 5.8, PES-S2 is generally more effective and more sam-
ple efficient than those competing algorithms on all ten problems. More impor-
tantly, PES-S2 performed significantly better than all other algorithms on five
out of ten problems, including Bipedal Walker Hardcore, Hopper, HalfCheetah,
and Reacher. Regarding the other five problems, i.e., Bipedal Walker, Inverted
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Figure 5.8: A comparison of average total rewards per 10,000 samples (5,000,000
samples in total) obtained by PES-S2, CMA-ES [88], OpenAI-ES [186], and Uber-
GA [210] on the ten benchmark control problems.

Pendulum, Inverted Double Pendulum, Inverted Pendulum Swingup, PES-S2
also clearly outperform its base algorithm CMA-ES. In addition, PES-S2 is more
sample efficient than OpenAI-ES and Uber-GA, as it can reach higher rewards
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Table 5.3: The final episode performance comparison of four algorithms (i.e.,
CMA-ES, OpenAI-ES, Uber-GA and PES-S2) on ten benchmark problems (i.e.,
Bipedal Walker, BipedalWalkerHardcore, HalfCheetah, Hopper, Inverted Dou-
ble Pendulum, Inverted Pendulum, Inverted Pendulum Swingup, Lunar Lan-
der Continuous, Reacher, and Walker2D).

Problems/Algorithms CMA-ES OpenAI-ES PES-S2 Uber-GA

BipedalWalker 62.26±98.48 146.71±23.52 137.01±92.01 -21.46±69.31
BipedalWalkerHardcore -106.53±5.32 -99.82±0.63 -60.35±15.18 -121.11±17.47

HalfCheetah 539.62±229.70 434.18±29.93 856.38±298.15 -878.93±179.98
InvertedDoublePendulum 3816.13±2120.07 9399.54±111.06 9163.02±282.70 8631.40±314.94

InvertedPendulum 960.76±71.37 1009.12±0.00 985.39±46.20 924.23±49.29
InvertedPendulumSwingup 198.88±28.45 226.22±8.32 456.65±241.24 542.75±81.24

LunarLanderContinuous -13.85±123.27 128.15±5.97 140.22±16.49 137.83±18.25
Reacher -7.35±2.10 -0.51±1.13 7.58±5.44 -21.85±13.85

Walker2D 264.58±101.24 511.33±56.64 595.94±139.11 177.34±108.50
Hopper 377.19±259.54 712.25±6.38 1389.84±369.33 543.82±131.80

earlier with fewer samples, as can be seen on the results of Lunar Lander, In-
verted Pendulum, Inverted Pendulum Swingup.

Interestingly, on Bipedal Walker Hardcore, we also find that PES-S2 starts
quickly to reach a high reward of -20, but afterwards, it experiences a sudden
drop and performance decrease onwards. It is possibly because of the hyper-
parameter configurations, specifically the step size for the algorithm which re-
quires further tunning. Similar decreasing behaviors can also be found with
Uber-GA on Bipedal Walker Hardcore, HalfCheetah, Walker2D, and Reacher.
This is mainly because of the population size 32 for Uber-GA may be not
enough. As reported in the original paper of Uber-GA [210], they have chosen
12,501 individuals to form a population, which extremely is very computational
costly and cannot be reproduced in our experiments with the computation fa-
cilities available to us.

With the above findings, we can confidently confirm that CMA-ES enhanced
by surrogate model base learning, i.e., PES-S2, is more sample efficient than
CMA-ES, OpenAI-ES, and Uber-GA.
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5.4.3 Results of Experiment (A3)
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Figure 5.9: A comparison of average total rewards per 10,000 samples obtained
by PES (i.e., PES-S3), PES-S2, OpenAI-ES [186], Uber-GA [210], TRPO [189],
ACKTR [240] and PPO [191] on ten control problems over total 5,000,000 sam-
ples.
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Table 5.4: The final episode performance comparison of seven algorithms (i.e.,
PES, PES-S2, OpenAI-ES, Uber-GA, PPO, TRPO, and ACKTR) on ten bench-
mark problems (i.e., Bipedal Walker, BipedalWalkerHardcore, HalfCheetah,
Hopper, Inverted Double Pendulum, Inverted Pendulum, Inverted Pendulum
Swingup, Lunar Lander Continuous, Reacher, and Walker2D).

Problems/Algorithms ACKTR OpenAI-ES PES PES-S2 Uber-GA PPO TRPO

BipedalWalker 229.26±99.74 146.71±23.52 283.87±19.19 137.01±92.01 -21.46±69.31 273.29±25.27 277.75±7.91
BipedalWalkerHardcore -40.07±0.00 -99.82±0.63 -37.05±3.35 -60.35±15.18 -121.11±17.47 -43.28±4.67 -119.89±8.90

HalfCheetah 1453.33±151.07 434.18±29.93 2675.90±46.58 856.38±298.15 -878.93±179.98 2154.35±140.12 2067.42±194.73
InvertedDoublePendulum 6690.00±1956.89 9399.54±111.06 8983.04±332.35 9163.02±282.70 8631.40±314.94 8850.75±210.50 8892.38±328.20

InvertedPendulum 926.88±86.35 1009.12±0.00 1000.00±0.00 985.39±46.20 924.23±49.29 1000.00±0.00 993.35±8.50
InvertedPendulumSwingup 332.00±51.00 226.22±8.32 881.85±13.92 198.88±28.45 542.75±81.24 871.53±19.49 878.27±7.35

LunarLanderContinuous -57.45±0.00 128.15±5.97 199.42±11.53 140.22±16.49 137.83±18.25 129.05±16.62 -12.60±118.56
Reacher 18.23±1.31 -0.51±1.13 18.53±0.53 7.58±5.44 -21.85±13.85 10.04±2.83 6.03±4.84

Walker2D 652.20±150.58 511.33±56.64 1827.97±107.22 595.94±139.11 177.34±108.50 1603.44±215.07 1101.82±407.30
Hopper 903.50±395.06 712.25±6.38 2559.39±19.92 1389.84±369.33 543.82±131.80 2503.88±68.37 1713.87±917.22

The experiment (A3) is conducted with the aim of evaluating the learning
effectiveness of PES (i.e., PES-S3, the overall algorithm) in comparison to state-
of-the-art algorithms including ACKTR, TRPO, PPO, OpenAI-ES and Uber-GA
on the ten benchmarks. Note that, we also include PES-S2 in the comparison
to highlight the performance improvement achieved by PES through adopting
an extra PPO based local search technique. The learning curves of average total
rewards obtained by the six algorithms are reported in Figure 5.9.

Overall, we can clearly see from Figure 5.9 that PES achieved significantly
higher performance compared to all the other competing algorithms in terms
of both effectiveness and sample efficiency on three problems, i.e., Lunar Lan-
der, HalfCheetah, and Walker2D. Additionally, on Bipedal Walker, PES also
outperforms other algorithms, except TRPO and PPO that produced compet-
itive performance. Similar observations can also be found on InvertedPendu-
lum, Inverted Double Pendulum, Inverted Pendulum Swingup, Hopper and
Reacher where PES achieves better or the same performance in comparison to
the cutting-edge algorithms such as ACKTR, TRPO, and PPO. Furthermore, it
is clear to see that the performance of PES-S2 falls far below that of PES on eight
out of ten problems. Even on the other two problems, Inverted Pendulum, and
Inverted Double Pendulum, PES-S2 shows slower convergence speed than PES.

Besides, we can also see how PES can better balance exploration and ex-
ploitation to improve learning effectiveness. For example, compared to the be-
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havior of PPO on Hopper, PES exhibits a higher variance (i.e., a large shade
area) for learning the first 1,800,000 samples, but its performance surpasses the
PPO after learning 2,800,000 samples meanwhile the variance (i.e., the shaded
area) becomes smaller and smaller. This is because that the CMA-ES in PES
encourages more exploration at the beginning of learning which may fall into
some poor-performing regions. In such regions, the learning may vary con-
siderably. However, as the learning proceeds, it gradually converges to high-
quality policies, and the learning becomes stable. Meanwhile, during the learn-
ing, the local search through PPO helps PES fine-tune (i.e., exploit) the best pol-
icy evolved by CMA-ES to find better policies in the vicinity to achieve better
learning effectiveness. The same observations can also be found on the prob-
lems of Half Cheetah and Walker2D. These all indicate that PES has a better
exploration-exploitation trade-off.

Interestingly, we also find that the Bipedal Walker Hardcore is difficult for
all algorithms. It seems that PES performs slightly better than other algorithms.
Also, it seems that, with more training samples made available, PES, PPO, and
ACKTR can possibly achieve better performance as the corresponding perfor-
mance curves continue to rise till 5,000,000 samples. This implies that Bipedal
Walker Hardcore is more difficult than other benchmark control problems.

Based on these observations and understandings, we can draw three con-
clusions. First, PES achieves competitive and frequently better performances in
terms of learning effectiveness as well as sample efficiency in comparison to the
state-of-the-art RL algorithms, i.e., ACKTR, TRPO, PPO, OpenAI-ES and Uber-
GA. Second, PES can effectively balance the exploration-exploitation trade-off
than all the competing algorithms, especially EAs for DRL. Third, PES performs
better than PES-S2, which shows that PPO-based local search can significantly
enhance the CMA-ES based global search with regard to the learning effective-
ness and sample efficiency.
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5.5 Chapter Summary

The goal of the chapter was to develop a new evolutionary deep reinforcement
learning algorithm, i.e., PES, based on CMA-ES for solving difficult continu-
ous control tasks, which is expected to achieve the state-of-the-art performance
in terms of time efficiency, sample complexity, and learning effectiveness. To
achieve this goal, we propose to make improvements from three aspects in-
cluding, 1) improving time efficiency by training a DNN via layer-wise learn-
ing mechanism, 2) reducing sample complexity by using a performance lower
bound based surrogate model for fitness evaluation, 3) enhancing learning ef-
fectiveness via integrating a gradient-based local search with previous two ad-
vancements. The new algorithm has been developed successfully to achieve
state-of-the-art performance in comparison to three cutting-edge policy gradi-
ent search algorithms (i.e., ACKTR, TRPO, and PPO) and two advanced evolu-
tionary algorithms (i.e., OpenAI-ES and Uber-GA).

Firstly, we show that layer-wise learning (PES-S1) can significantly reduce
computational cost without sacrificing learning effectiveness for CMA-ES. The
layer-wise learning aims to train a DNN layer by layer rather than to train it
as a whole. In this way, the solution dimensionality can be largely reduced,
which paves the way for CMA-ES to be applied to training a large-scale DNN
effectively and improves the computational efficiency of CMA-ES.

Secondly, we show that a surrogate model based learning (PES-S2) can
largely improve the re-usability of interaction samples for CMA-ES meanwhile
maintain competitive effectiveness to cutting-edge algorithms. PES-S2 is devel-
oped with two stages, one is to learn a surrogate model with gradient-descent
technique, and the other is to use the model to replace the actual simulation
for individual fitness evaluation of CMA-ES. By avoiding evaluating the indi-
viduals by collecting new samples from the environment every time, PES-S2 is
significantly more sample efficient than other EAs, such as CMA-ES, OpenAI-
ES, and Uber-GA.

Thirdly, we show that a local search enhanced learning (PES-S3) can further
boost the learning effectiveness by locally fine-tuning the best solution evolved
by CMA-ES. In this way, PES seamlessly integrates gradient-based local search
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with evolutionary global search, which takes metrics from both EAs and PGS
to better balance the exploration and exploitation. Empirically, PES shows bet-
ter learning performance with equivalent sample efficiency that state-of-the-art
DRL algorithms such as ACKTR, TRPO, and PPO.

In summary, PES can solve DRL problems efficiently and effectively with a
reasonable level of sample complexity. The PES algorithm developed in this
chapter focuses on improving PGS with evolutionary algorithms to reach a
state-of-the-art performance level. However, the algorithm can still experi-
ence unreliable learning on value functions, which can cause the degradation
in learning performance. Clearly, the reliability of value function learning is the
key to the success of PGS algorithms. Especially those algorithms rely greatly on
value functions. To achieve reliable learning on value functions, it is expected to
use some mechanisms to stabilize value function learning. In addition, for most
PGS algorithms that follow Policy Gradient Theorem (PGT) 8, a flexible fam-
ily of compatible functions can also help to improve the learning effectiveness
of policy learning as such flexibility can provide opportunities to obtain more
accurate estimations of policy gradients. In view of this, the next chapter will
develop two approaches, one aims at stabilizing the value function learning,
and the other is to generalize compatible function to provide a flexible value
function learning.

8Please refer to Section 2.2.5 for more technical details about PGT.



Chapter 6

Reliable and Flexible Value Function
Learning for Policy Direct Search

This chapter of the thesis aims at achieving the research objective O(3) in Sec-
tion 1.3 meanwhile answering the research question Q(3) in Section 1.2. Actor-
Critic (AC) algorithms, as typical Policy Gradient Search (PGS) algorithms, are
usually composed of two distinct learning processes, namely actor (a.k.a, pol-
icy) learning and critic (a.k.a, value function) learning. Actor learning is heavily
dependent on critic learning. Particularly when critic learning becomes unsta-
ble, the learned value function diverges. This will significantly affect the effec-
tiveness of AC algorithms. To address this issue, many successful algorithms
have been developed recently with the aim of achieving reliable and flexible
learning of value functions. To achieve reliable learning, Gradient Temporal
Difference (GTD) algorithm [214] and GTD2 [213] have been proposed to use
off-policy training techniques, but they both empirically exhibit divergence on
learning. Least Square Temporal Difference (LSTD) [37, 36] as second-order
methods can guarantee the value function learning reliability, but they possess
high computational complexity O(n2) (n is the number of state features). These
issues can actually lead to less effective policy learning either because of the di-
vergence of value function learning or because of the high sample cost. On the
other hand, to achieve flexible value function learning for PGS, the Policy Gradi-
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ent Theorem (PGT) 1 proposed by Sutton et.al. [215] provides a theoretical foun-
dation to learn a variety of different value functions as long as the compatible
condition 2 is fulfilled. Almost all the PGS algorithms [215, 190, 170, 121, 29, 31]
developed so far are strictly stick to the PGT, but they have overlooked that the
compatible condition itself can be generalized by q-logarithm [223, 42] to poten-
tially provide more flexible compatible functions. Because the q-logarithm gen-
eralization can introduce an extra parameter q to control the degree of freedom
of the function, which enables a family of function forms. Thus, in this chapter,
we develop two approaches resulting in two new PGS algorithms. One ap-
proach is to improve the critic learning reliability by integrating with the Sand-
pile Model (SM) [18] with a self-organized property, and the other is to gener-
alize the logarithm function based on the q-logarithm principle for compatible
function condition to achieve more flexible value function learning. With the
development of the two algorithms, we have achieved two contributions as fol-
lows:

1. We propose to adopt the Sandpile Model into value function learning pro-
cess to achieve self-adaptive and reliable learning of value functions. This
new technique for critic learning is further integrated with a commonly
used PGS algorithm, i.e., Regular Actor-Critic (RAC) [31]. The algorithm
is called Sandpile Model based RAC (SM-RAC).

2. We propose to use a generalized logarithm function to create a new and
flexible family of compatible functions. The widely used compatible func-
tion based on natural logarithm can then be treated as a special case of
our compatible functions. This enables us to achieve flexible and adaptive
critic learning and more accurate estimation of policy gradients. We have
subsequently developed a new algorithm called Generalized Compatible
Function Approximation based Regular Actor-Critic (GCFA-RAC).

Our experiments on four benchmark control problems, including Puddle
World [212], Cart Pole [212], Mountain Car [212], and Heating Coil [84], have
shown that,

1Please refer to Section 2.2.5 for more technical details about PGT.
2Please refer to Section 2.2.5for more technical details about the compatible function.
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• SM-RAC can perform significantly better than its base algorithm, i.e.,
RAC.

• Under suitable generalization of compatible function approximation, any
algorithms that use traditional compatible functions for critic learning can
benefit from using our generalized new family of compatible functions.

6.1 Introduction

As introduced previously in Section 2.2.5, AC algorithms are important PGS
methods for solving RL problems [121, 122, 79]. In practice, it is difficult to
obtain analytical policy gradients, thus unbiased estimation of the policy gra-
dients is often used for actor learning [212, 215, 112, 30, 52]. In AC framework,
the policy gradient estimation can be determined from PGT [190],

∇~θJ(~θ) = IE
[ ∞∑
t=0

Ψt · Φ(~st, at)
]

(6.1)

where J(~θ) denotes the expected total rewards. Φ(~st, at) = ∇~θ ln π~θ(at|~st) in PGT
serves as a function compatible with policy parameterization. Based on Φ(~s, a),
Q function can be approximated further as Qπ(~s) ≈ ~ωπT · Φ(~s, a). Moreover, Ψt

in (6.1) have several different but related expressions as follows:

• δt = rt + V π(~st+1)− V π(~st): Temporal Difference (TD) error [212]

• Qπ(~st, at): state action value function [212]

• Aπ(~st, at) = Qπ(~st, at)− V π(~st): advantage value function [215]

According to (6.1), accurate estimation of policy gradients and effective rein-
forcement learning depends on both Ψt and Φ(~st, at). In general, the former
is learned via critic learning process and the latter is directly computed from
policy π.
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6.1.1 Chapter Goals

The overall goal of the chapter is to develop new techniques for reliably adap-
tive and flexible approximation of valuation functions. As a result, we expect
to improve the effectiveness of PGS algorithms further. To achieve this goal, we
develop two new mechanisms, i.e., an adapted Sandpile Model based technique
to stabilize the critic learning and a flexible new family of compatible functions
based on a generalized logarithm function to estimate policy gradients adap-
tively and accurately. Although we focus primarily on evaluating both tech-
niques on the RAC algorithm [31], they are general enough to be straightfor-
wardly applied to many AC algorithms. RAC is chosen in this chapter due to
its theoretical convergence guarantee and proven effectiveness on many bench-
mark RL problems.

Our research in this chapter also leads to the development of two new algo-
rithms, and the first algorithm is called Sandpile Model based Regular Actor-Critic
(SM-RAC), which is expected to improve the learning effectiveness of PGS by
enhancing the reliability of value function learning. With SM-RAC, we intend
to answer two important research questions:

Q1 Can the learning effectiveness of AC algorithms, such as RAC, be signifi-
cantly improved upon using our adapted SM to stabilize the critic learn-
ing?

Q2 Are effective RL and stable critic learning strongly correlated in AC algo-
rithms, including RAC and SM-RAC?

The second proposed algorithm is called Generalized Compatible Function Ap-
proximation based Regular Actor-Critic (GCFA-RAC), which is expected to im-
prove the learning effectiveness of PGS by adopting a generalized family of
compatible functions. With the development of GCFA-RAC, we aim to study
the research question specifically:

Q3 When the generalized logarithm function G(·) is used to produce flexible
compatible features Φ, will RAC algorithm become more effective and re-
liable for RL?
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6.1.2 Chapter Organization

This chapter is structured as follows. A preliminary knowledge about RAC
and SM is given in Section 6.2. The two proposed algorithms, SM-RAC and
GCFA-RAC, are presented in Section 6.3. The design of experiments, including
feature design, general setup, and experiment design, is detailed in Section 6.4,
followed by results and discussions in Section 6.5. A chapter summary is pre-
sented in Section 6.6.

6.2 Preliminaries

This section introduces the preliminary knowledge for the research of this chap-
ter and paves the way for the development of two new PGS algorithms. Firstly,
the RAC algorithm is depicted. Secondly, the concept of SM is explained.

6.2.1 Regular Actor-Critic Algorithm

Critic learning in RAC is guided by the well-known Temporal Different error
(TD error) defined as

δπt = rt+1 + γV π(~st+1)− V π(~st). (6.2)

Meanwhile the critic in RAC also approximates the true value function V π(~s) in
(2.38) by

V π(~s) ≈ Ṽ π(~s) = ~υπT · φ(~s), (6.3)

where ~υπT consists of the value function parameters that are linearly associated
with the basis function φ(~s) = [φ1(~s), . . . , φm(~s)] ∈ Rm. Accordingly, the goal
of critic learning is to adjust the value function parameters in the direction of
reducing the TD error, i.e.,

~υπt+1 ← ~υπt + αtδ
π
t φ(~st), (6.4)

where α is the critic learning rate at time t.
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Actor learning in RAC aims to find the optimal policy parameter ~θ∗ so as to
find the optimal policy. The learning follows the direction given by the policy
gradient where Qπ is approximated as,

Qπ(~s) ≈ Q̃π(~s) = ~ωπT · Φ(~s, a), (6.5)

where ~ωπ is made up of parameters that estimate Qπ(~s), and the compatible
feature is defined as Φ(~s, a) = ∇~θ ln π(~s, a). Subsequently, through an unbiased
estimation of∇~θJ(~θ), the incremental rule for actor learning is further proposed
in [31] as

~θt+1 = ~θt + βtδ
π
t Φ(~s, a), (6.6)

where βt is the actor learning rate.
Through iterative application of (6.4) and (6.6), RAC is widely shown to suc-

cessfully solve many benchmark RL problems. It is clear to see that in RAC the
estimation of the policy gradients in (6.6) is strongly dependent on the quality
of critic learning as well as the effect of the compatible function approximation.
Also note that, Algorithm 6.3.1 can be regarded as the exact algorithmic de-
scription of RAC after excluding lines from 12 to 26. Also, Algorithm 6.3.2 can
be directly adapted to RAC by changing the line 11 back to the original policy
updating rule in (6.6).

6.2.2 Sandpile Model

The SM (a.k.a., Bak-Tang-Wiesenfeld model) is a model proposed in [18] to ex-
plain an important property of dynamical systems called Self Organized Critical-
ity (SOC). SOC refers to a phenomenon that a system evolves towards a critical
point through self-adjustments over its lifetime. In SM, whenever a system (e.g.,
a sand pile) reaches its critical point, any small perturbation (e.g., dropping a
grain of sands) may trigger a noise propagation (e.g., an avalanche of the sand
pile) of varying sizes. After a short while, the system is guaranteed to return to
its the critical point through self-organization.

In [18], the SM is simulated in a 2DN×N grid with a boundary (i.e., [0, N ]2),
where each cell (i.e., site (x, y)) of the grid contains an integer value z(x, y) rep-
resenting the slope of the sand pile on-site. It is also assumed that, if a grain of
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sand is added one at a time on a random site and it leads to an avalanche, then
only after the avalanche stops can the next grain of sand be added. Following
this setting, SM as a mathematical model contains three key components:

• Neighborhoods and Boundaries

In the 2D SM, the neighborhoods of any site (x, y) are defined as its four
adjoining sites, namely (x±1, y) and (x, y±1). Besides, the sites on bound-
aries are defined as (0, y), (N, y), (x, 0), and (x,N).

• The Reliability Criterion

A key factor of the SM is to determine the condition under which an
avalanche will be triggered upon adding a new grain of sand. This is
equivalent to defining a reliability criterion as below,

ε(z) =

{
0, K − z(x, y) ≥ 0

1, K − z(x, y) < 0
(6.7)

where K is the predefined threshold (the critical value). As seen in (6.7),
the site is reliable when its z value is smaller than K, i.e., ε(z) = 0. On
the other hand, an avalanche will be triggered at any site (x, y) when the
value z(x, y) exceeds K.

• The Propagation/Updating Rule

An avalanche causes a noise propagation to its neighborhoods, such a
propagation can be defined as

z(x, y) ← z(x, y)−∆

z(x± 1, y) ← z(x± 1, y) + ∆
4

z(x, y ± 1) ← z(x, y ± 1) + ∆
4

, (6.8)

where ∆ represents the noise to be propagated from the site (x, y) to its
neighborhoods. Note that, the noise being propagated to the boundaries
will be disregarded, i.e., z(x, y) ≡ 0.

Clearly, although the model description above considers only two dimensions,
the SM can be easily expanded to multiple dimensional cases [18]. In Sec-
tion 6.3.1, we show how to construct an adapted SM for reliable critic learning
in RL scenario.
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6.3 The Proposed Algorithms — SM-RAC and

GCFA-RAC

To achieve the research objectives of this chapter, we develop two new PGS
algorithms, i.e., Sandpile Model based Regular Actor-Critic (SM-RAC) and
Generalized Compatible Function Approximation based Regular Actor-Critic
(GCFA-RAC). In the following section, we first propose SM-RAC to stabilize
critic learning. Next, we propose GCFA-RAC to generalize the compatible func-
tion so as to further improve the quality of policy gradients.

6.3.1 Sandpile Model based Regular Actor-Critic (SM-RAC)

In this subsection, we propose the SM-RAC algorithm with the aim of improv-
ing the critic learning reliability. For this purpose, we firstly propose a criterion
for measuring the learning reliability. Following that, we show how to adapt
the SM to combine it with the critic learning process in RAC. Lastly, we present
an algorithmic description of SM-RAC.

Critic Learning Reliability

We define the concept of the critic learning reliability below.

Definition 6.3.1. The Critic Learning Reliability refers to the total probability for
the absolute value of the value function’s output to be higher than a predefined
threshold across all visited states across all possible episodes.

Since ~υ and ~θ jointly determine the behavior of RAC, the reliability criterion
for critic learning during any learning episode τ can be presented mathemati-
cally as

ετ (~υ, ~θ) =

∫
~s∼dπ(~s)

I(~s)dπ(~s)d~s, (6.9)

where

I(~s) =

{
0, R̄− |~υT · φ(~s)| ≥ 0

1, R̄− |~υT · φ(~s)| < 0
, (6.10)
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is an indicator function based on a predefined threshold R̄. The choices of R̄ for
practical learning tasks will be explained in Section 6.4.1.

ε in (6.9) is a continuous measure of critic learning reliability. In particular,
ετ (~υ, ~θ) = 0 indicates that the critic learning is completely reliable. Otherwise,
ετ (~υ, ~θ) > 0 shows the degree of divergence in the learned value function.

An Adapted Sandpile Model for Critic Learning

To integrate the SM into RAC, based on the three components of the SM de-
scribed in Section 6.2.2, we propose the adapted SM for critic learning as fol-
lows.

• Neighborhoods and Boundaries

Our adapted SM is defined over the history H of all previously visited
states in an episode. In particular, each state (and its corresponding value)
is treated as a separate site in the SM. Hence, any state V π(~sj) has its neigh-
borhoods made up of V π(~sj−1) and V π(~sj+1). Moreover, the boundary of
the SM is determined by the most recent and least recently visited states
in the history, whereas the length of history is bounded from above by lH.

• The Reliability Criterion

Referring to the reliability criterion in Section 6.3.1, the critical point value
K in (6.7) for our criterion is defined as the upper bound of the expected
cumulative reward, i.e., R̄. Intuitively whenever the critic in RAC predicts
non-achievable cumulative rewards, falling outside the range defined by
R̄, it is highly skeptical that critic learning starts to become unreliable.
Based on this idea, we can define the absolute bound R̄ as,

R̄ =
T∑
i=0

γi|ri|+ ε, (6.11)

where ε is a small error margin which is necessary since the value function
is estimated by linear function approximation in RAC.

• The Propagation/Updating Rule
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Suppose that at least one site, i.e., ~sj , over the full history has been
identified as unreliable, similar to the original SM in [18], the propaga-
tion/updating rule described below can be applied:

Ṽ π
t+1(~sj) ← Ṽ π

t+1(~sj)−∆

Ṽ π
t+1(~sj−1) ← Ṽ π

t+1(~sj−1) + ρ∆
2

Ṽ π
t+1(~sj+1) ← Ṽ π

t+1(~sj+1) + ρ∆
2

. (6.12)

∆ in (6.12) is defined below

∆ = sign(Ṽ π(~st))ψR̄R̄ , (6.13)

where sign(Ṽ π(~st)) =

{
1, Ṽ π(~st) ≥ 0

−1, Ṽ π(~st) < 0
.

Note that, ψR̄ ∈ [0, 1] is the noisy level factor. For example, if ψR̄ = 0.1,
it means that 90% of the maximum allowed cumulative rewards will be
maintained.

In (6.12), we define a new hyper-parameter ρ ∈ [0, 1] as the damping factor
to avoid big changes to the critic that can potentially affect the learning ef-
fectiveness of RAC. Moreover, based on (6.3), we can have (6.12) re-written
as

~υt+1 ← ~υt+1 − ∆
φ(~sj)

~υt+1 ← ~υt+1 + 0.5ρ∆
φ(~sj−1)

~υt+1 ← ~υt+1 + 0.5ρ∆
φ(~sj+1)

. (6.14)

The adapted SM proposed above will be applied iteratively at every learning
step so as to guarantee critic learning reliability.

The SM-RAC Algorithm

Our adapted SM stated above can be easily incorporated into the RAC algo-
rithm. First, we maintain at most lH recently visited states in history. Next, the
reliability of the SM over all visited states is examined according to (6.9). Sub-
sequently, if there exists one or multiple unreliable sites, one of them will be
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Algorithm 6.3.1 Sandpile Model based Regular Actor-Critic (SM-RAC)
Require: an MDP 〈S,A,P,R, γ〉, the expected reward upper bound R̄, the noisy level factor ψR̄, the damping factor

ρ, the maximum length for the state history lH
Ensure: ~θ, ~υπ

1: Initialization:
2: ~θ ← ~θ0, ~υπ ← ~υπ0 ,
3: ~st ← ~s0, where ~s0 is an arbitrary initial state
4: H ← {}, l← 0, j ← 0, ∆← 0

5: Learning Process:
6: for τ = 0, 1, 2, . . . , τmax do
7: for t = 0, 1, 2, . . . , T do
8: at ∼ π~θ(a|~st)
9: Take action at, observe reward rt+1 and new state ~st+1

10: δπt ← rt+1 + γ~υπTt · φ(~st+1)− ~υπTt · φ(~st)

11: ~υπt+1 ← ~υπt + αtδπt φ(~st)

12:
13: H ← H∪ {~st}
14: if l < lH then
15: l← l + 1

16: else
17: H ← H \ ~st−l
18: end if
19: while ετ (~υt+1, ~θt) > 0 do
20: while ~sj ∈ H do
21: if R̄ < |~υTt+1 · φ(~sj)| then
22: ∆← sign(~υπTt+1 · φ(~sj))R̄ψR̄
23: ~υt+1 ← (1− ∆

~υt+1·φ(~sj)
)~υt+1

24: if j > 1 then
25: ~υt+1 ← (1 + 0.5ρ∆

~υt+1·φ(~sj−1)
)~υt+1

26: end if
27: if j < lH − 1 then
28: ~υt+1 ← (1 + 0.5ρ∆

~υt+1·φ(~sj+1)
)~υt+1

29: end if
30: end if
31: j ← j + 1

32: end while
33: end while
34:
35: ~θt+1 ← ~θt + βtδπt Φ(~st, at)

36: end for
37: H ← {}, l← 0, j ← 0, ∆← 0

38: end for
39: return ~θ, ~υπ

randomly selected and the propagation rule (6.14) will be applied to it. This
procedure will be repeated until all sites in the SM are reliable. We present an
algorithmic description of SM-RAC in Algorithm 6.3.1.
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6.3.2 Generalized Compatible Function Approximation base

Regular Actor-Critic (GCFA-RAC)

In this subsection, we propose the GCFA-RAC algorithm to seek a flexible fam-
ily of compatible functions to improve the effectiveness of RAC. Firstly, we de-
rive the generalized compatible function approximation to formulate new pol-
icy updating rule. Following that, we present the pseudo code of GCFA-RAC.

Generalized Compatible Function Approximation

Here, we focus primarily on generalizing compatible function Φπ(~s, a). To do
so, we propose to use a generalized logarithm function G(·) as shown below to
construct the compatible feature Φπ,

G(π~θ(a|~s), ν) =
π~θ(a|~s)1−ν − 1

1− ν . (6.15)

It is clear to see from (6.15) that the level of generalization in G(·) is controlled
by ν. Whenever ν = 1, G(·) degrades to the standard logarithm function, i.e.

lim
ν→1
G(π~θ(a|~s), ν) = lnπ~θ(a|~s). (6.16)

Hence, we can formulate the generalization below,

G(π~θ(a|~s), ν) =

{
π~θ(a|~s)1−ν−1

1−ν , ν 6= 1

ln π~θ(a|~s), ν = 1
(6.17)

For simplicity, ν in (6.17) will be called the compatible generalization factor. In
consequence, the generalized compatible feature can be constructed as,

Φπ(~s, a) =
∂G(π~θ(a|~s),ν)

∂~θ

=
∂π~θ(a|~s)

∂~θ
π~θ(a|~s)1−ν ,

(6.18)

Based on (6.2), (6.6) and (6.18), the updating rule for the policy parameter ~θ can
be determined as,

~θt+1 ← ~θt + βηδπt
∂π~θ(a|~s)
∂~θ

π~θ(a|~s)1−ν , (6.19)
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where a new constant factor η is introduced in (6.19) to ensure that ~θ will be
updated at the same scale as in the original RAC. For this purpose, we need to
solve the following equation,

IE[|∂ lnπ~θ(a|~s)
∂~θ

|
∣∣a] = IE[|η ∂G(π(a|~s),ν)

∂~θ
|
∣∣a]. (6.20)

Follow the convention in many existing RL algorithms [76, 212, 31], we dictate
action sampling to obey a Gaussian distribution in any state according to policy
π~θ(a|~s), hence,

π~θ(a|~s) =
1

σ
√

2π
e−

(a−µ)2

2σ2 , (6.21)

where µ = ~θT · φ(~s) is the mean action output from policy π in state ~s, which
can be adjusted by changing policy parameters ~θ. On the other hand, the stan-
dard deviation σ in (6.21) is pre-determined (i.e., σ = 1.0). Note that π in RHS
of (6.21) refers to the circumference ratio. Therefore, from (6.20) and (6.21), we
can directly determine the value for η below,

η =


(2π)

1−ν
2 (ν−2)σ1−ν

(
1−e−

(µ+k)2

2σ2

)

e
(ν−2)(k−µ)2

2σ2 +e
(ν−2)(µ+k)2

2σ2 −2

, ν 6= 2

√
2
π
σ

(
1−e−

(µ+k)2

2σ2

)
(µ+k)2 , ν = 2

. (6.22)

Again π in (6.22) is the circumference ratio. Meanwhile, k and−k give the upper
and lower bounds for the action output from any policy, respectively.

The GCFA-RAC Algorithm

As discussed above, our generalized compatible function can directly utilized
in the RAC algorithm by replacing the policy learning rule in (6.6) to (6.19). The
detailed algorithmic description of GCFA-RAC is given in Algorithm 6.3.2.

6.4 Design of Experiments

This section of the chapter introduces our designed experiments for evaluating
the two proposed algorithms respectively. For SM-RAC, it introduces general
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Algorithm 6.3.2 Generalized Compatible Function Approximation based Reg-
ular Actor-Critic Algorithm (GCFA-RAC)

Require: an MDP 〈S,A,P ,R, γ〉
Ensure: ~θ, ~υπ

1: Initialization:
2: ~θ ← ~θ0

3: ~υπ ← ~υπ0

4: ~s← ~s0

5: Learning Process:
6: for t = 0, 1, 2, ... do
7: at ∼ π~θ(~st, a)

8: Take action at, observe reward rt+1 and new state ~st+1

9: δπt ← rt+1 + γ~υπTt · φ(~st+1)− ~υπTt · φ(~st)

10: ~υπt+1 ← ~υπt + αδφ(~st)

11: ~θt+1 ← ~θt + βηδπt
∂π~θ(a|~s)

∂~θ
π~θ(a|~s)1−ν

12: end for
13: return ~θ, ~υπ

experimental setups including policy implementation, state feature design, and
hyper-parameter configurations. Following that, it discusses the SM-RAC ex-
periment design. For GCFA-RAC, it follows the descriptive structure as that of
SM-RAC experiments.

6.4.1 Experiments on SM-RAC

Experiment Setup

In this subsection, we describe the detailed setups of our experiments for SM-
RAC. We first formulate the stochastic policy (i.e., Gaussian Policy). Sub-
sequently, we discuss the state feature as well as some important hyper-
parameters settings.
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Policy Implementation

In this experiment, we consider the stochastic policy, i.e., π : S × A → [0, 1],
which is more robust than a deterministic policy when environments are
stochastic [212, 198]. Here, we implement our stochastic policy as a Gaussian
distribution which is well-studied for continuous problems [168]. Specifically,
the probability density for taking each action is given by (6.21). In (6.21),
µ is determined by the policy parameters ~θ and the basis function φ(~s), i.e.,
µ = ~θT · φ(~s). On the other hand, σ is considered an exploration parameter and
is fixed to 1.0 for all problems. Note that, π at the RHS of (6.21) is the circumfer-
ence ratio.

State Feature Design

In this chapter, we design our state features as triangle basis functions which
have been used in [43]. We have also empirically assessed discretization fea-
ture function [126, 212], which performed worse in comparison to our choice.
This is because, when projecting the low-level state inputs to the high-level fea-
ture spaces, discretization feature function creates discontinuities in policies.
Since continuous control problems require a smooth feature space, state fea-
tures based on triangle basis functions, as shown below, are considered more
suitable,

φ : Rd → Rm,

where d is the dimension of the state input, andm is the dimension of the feature
space.

Figure 6.1 depicts how the triangle basis function is used for one dimension
of the state input. As seen in the figure, each dimension of the state input is
limited to the range interval [ιmin, ιmax]. We then split the interval into n equal
segments with n− 1 vertexes. In our experiments, n = 10. Next, we select each
vertex as an apex to connect with the adjacent vertexes to construct a group
of triangles. For the cases when the adjacent vertexes are ιmin or ιmax, we con-
nect the apex to the boundary instead of vertexes. For each triangle, it covers
a partial range of the state input. When the value of the dimension sd for the
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incoming state input (i.e., ~s = [s0, s1, . . . , sd] ∈ Rd) falls into the range, its corre-
sponding features will be computed as,

φ(sk)i =



1, ιmin ≤ sk < ιmin + κ

1, ιmax − κ < sk ≤ ιmax
sk−κ∗(i+1)
κ∗(i+1)−κ∗i + 1, sk ≤ ιmin + κ ∗ (i+ 1)

sk−κ∗(i+2)
κ∗(i+2)−κ∗(i+1)

, sk ≥ ιmin + κ ∗ (i+ 1)

0, otherwise

,

where k ≤ d, and i = 0, 1, . . . , n − 1, meanwhile κ = |ιmin|+|ιmax|
n

. Note that, the
final feature dimension is determined as m = d ∗ n.

0

1

Figure 6.1: The triangle basis function used for defining one single dimension
of the state input.

Hyper-Parameter Configurations

Here, we discuss the hyper-parameter configurations for SM-RAC. To investi-
gate the impact of the critic learning reliability on the learning performance, we
followed those hyper-parameter settings summarized in Table 6.1. They enable
us to study the behavior of RAC when critic learning is clearly unreliable or
even diverging. This is important because, when the learned value function
satisfies our reliability criterion, SM-RAC and RAC behave the same.

The settings for R̄ as seen in Table 6.1 are problem-specific. Regarding the
Puddle World problem, following the reward scheme described in Section 3.1
and (6.11), the maximum expected cumulative reward R̄ is determined as 120.
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Table 6.1: The hyper-parameter configurations for experiments of RAC and SM-
RAC on the Puddle World problem and the Mountain Car problem.

Algorithms Problems
Meta Parameters

α β γ R̄ ψR̄ ρ lH

RAC
Puddle World 0.01 0.0001 0.99 N/A N/A N/A N/A
Mountain Car 0.1 0.005 0.99 N/A N/A N/A N/A

SM-RAC
Puddle World 0.01 0.0001 0.99 120 0.1 0.1 100
Mountain Car 0.1 0.005 0.99 100 0.1 0.1 100

We can easily think that the worst case is that the agent is trapped in the en-
vironment obtaining −1.0 mostly for 100 steps so that we can have theoretical
maximum cumulative rewards as +100. Additionally, the error margin (i.e., ε)
here is set to 20% of the maximum theoretical value. Similarly, in the Mountain
Car problem, the threshold R̄ can be determined as +100.

Experiment Design

Firstly, to obtain reliable experimental results, we give the general running set-
tings for the experiments. For every learning algorithm and every benchmark
problem, we will perform 30 independent trials (i.e., one complete training and
testing process) over 10000 training episodes. For one trial, after every 50 train-
ing episodes, we will run 30 tests to verify the current performance of the actor
learned by RAC and SM-RAC respectively. Furthermore, a maximum number
of 100 steps applies to every training and testing episode.

Secondly, we design two experiments aiming at addressing the two specific
research questions (i.e., Q1 and Q2). In the first experiment, we perform both
RAC and SM-RAC based on the running settings given above. During the ex-
periment, we track two important metrics, namely the average total rewards
obtained by each algorithm during their testing phases and the average value of
value function (i.e., the average expected total reward). Base on the two metrics,
we can tell the influences of the reliability variations of critic learning (defined
in Section 6.3.1) on the final learning effectiveness (in terms of the average total
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rewards). In the second experiment, we use the results of the two metrics ob-
tained from the last experiment to conduct correlation analysis. Here, we only
consider the linear correlation between these two metrics.

6.4.2 Experiment on GCFA-RAC

Experiment Setup

Policy Implementation

For experiments of GCFA-RAC, we have adopted the exactly same policy im-
plementation as that of SM-RAC described in Section 6.4.1 above.

State Feature Design

For experiments of GCFA-RAC, we have adopted the exactly same state feature
design as that of SM-RAC described in Section 6.4.1 above.

Hyper-Parameter Configurations

For GCFA-RAC, to study the effect of generalization level of compatible func-
tion approximation on the final learning effectiveness, we summarized the
hyper-parameter setting for RAC on each problem in Table 6.2.

Table 6.2: The hyper-parameter configurations for experiments of RAC on the
Puddle World problem, the Mountain Car problem, the Cart Pole problem, and
the Heating Coil problem.

Algorithms Problems
Meta Parameters
α β γ

RAC

Puddle World 0.1 0.01 0.99
Mountain Car 0.2 0.07 0.99

Cart Pole 0.01 0.005 0.99
Heating Coil 0.1 0.05 0.99
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Experiment Design

To understand the efficacy of using generalized updating rule for learning pol-
icy parameters in (6.19), we will evaluate the performance of RAC on three
benchmark problems. Thus, here we collect only the average total rewards ob-
tained by RAC during its testing phase. In order to obtain reliable results, 30
independent trials will be performed on each benchmark problem and with re-
spect to different settings of the compatible generalization factor ν (note that
when ν = 1, the original updating rule in (6.6) is realized). A total of eight dif-
ferent settings for ν have been examined in our experiments (see Table 6.3). To
simplify our discussion, in this section, CASE-X will denote the experiments on
RAC when ν = X .

Table 6.3: Experiment Common Settings for One Trial.

Problem
Training Testing

Evaluating ν values
Episodes Steps Episodes Steps

Puddle world 10000 1000 50 100 {0.5, 0.7, 0.9, 1.0, 1.1, 1.5, 2.0}
Cart Pole 20000 50 50 1000 {0.5, 0.7, 0.9, 1.0, 1.1, 1.5, 2.0}

Heating Coil 5000 500 50 500 {0.5, 0.7, 0.9, 1.0, 1.1, 1.5, 2.0}

6.5 Results and Discussion

In this section, we present and analyze the experimental results. First, we focus
on the experimental results of SM-RAC. In particular, we first discuss results of
SM-RAC on Puddle World and Mountain Car in comparison to that of RAC to
answer Q1 in Section 6.1.1. We then analyze the correlation between the learn-
ing effectiveness and the critic learning reliability to answer Q2 in Section 6.1.1.
Second, we focus on the experiment results of GCFA-RAC. For GCFA-RAC, we
particularly are interested in analyzing the effect of generalization to learning
effectiveness on RAC algorithm so as to answer Q3 in Section 6.1.1.
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6.5.1 Discussion on Results of SM-RAC

We will discuss the experimental results on two benchmark problems sepa-
rately. For the discussion on results collected from each problem, we will first
compare the critic learning reliability of RAC and SM-RAC. Based on the re-
liability differences, we further compare the learning performance of the two
algorithms. Lastly, we investigate the relationship in-between the learning ef-
fectiveness and the learning reliability by adopting a correlation analysis.

Discussion on Results of SM-RAC in Puddle World

To evaluate the critic learning reliability, we present the average of the absolute
values generated from the value function learned by RAC and SM-RAC at ev-
ery 50 episodes in Figure 6.2. As seen in Figure 6.2, the RAC algorithm exhibits
a very unreliable behavior since its corresponding learned critic values fluctu-
ate severely. A sudden change occurs at the 1350th episode indicated as a black
dashed line, and then it tends to diverge rapidly. Such a change results in an
immediate degradation in the learning performance in terms of the average cu-
mulative rewards as shown in Figure 6.3. In contrast, also from Figure 6.2, the
critic learning reliability of SM-RAC has been well maintained at a reasonable
level, staying mostly beneath the predefined threshold R̄. Correspondingly, the
learning performance of SM-RAC also shows a converging behavior evidenced
in Figure 6.3.

Next, we will compare the learning performance of SM-RAC and RAC based
on average cumulative rewards in Figure 6.3. As discussed above, after the
1350th episode, the entire learning process of RAC diverges and never recovers
due to its unreliable critic learning. In contrast, SM-RAC shows a continuous
improvement on the learning performance, although it tends to converge after
1350th episode thanks to the convergence of its critic learning. Additionally,
we have performed a Student T-test for comparing the performances of the two
algorithms which produces a p-value of 9.6864 × 10−10. This suggests that SM-
RAC performs significantly better than RAC on the Puddle World problem.

In summary, Figure 6.2 and Figure 6.3 reflect some facts that 1) SM-RAC
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Figure 6.2: Average of the absolute values generated from the value function
learned by RAC and SM-RAC at every 50 episodes on the Puddle World prob-
lem.
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Figure 6.3: Average cumulative rewards obtained by RAC and SM-RAC at ev-
ery 50 episodes on the Puddle World problem.

performs learning more reliably and more effectively than RAC does, and 2)
the learning reliability to some extent correlates to the learning effectiveness.
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Figure 6.4: Correlation between the learning effectiveness and the learning reli-
ability of RAC on the Puddle World problem.

Aiming at knowing to what extent the critic learning reliability affects the
learning effectiveness, we also perform correlation analysis. As seen from Fig-
ure 6.2 and Figure 6.3, it is easy to observe that there exists a correlation in-
between the learning reliability and the learning effectiveness. To verify this
correlation, we adopt the Pearson Correlation analysis here. Firstly, we fol-
low (6.9) to quantify the learning reliability. Besides, we follow the conven-
tion to use average cumulative rewards to measure the learning effectiveness.
The correlation matrix for RAC on the Puddle World problem is given in Fig-
ure 6.4, which shows a correlation coefficient of -0.87 close to -1. This suggests
that learning reliability has a strong positive correlation because a higher value
in 6.9 indicates poorer reliability for critic learning to the learning performance.

Discussion on Results of SM-RAC in Mountain Car

In comparison to the Puddle World problem, very similar experimental results
can be obtained on the Mountain Car problem. Accordingly, most of the claims
made in Section 6.5.1 also hold here.
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Figure 6.5 shows the average value of the learned critic by RAC and SM-
RAC on the Mountain Car problem. Clearly, the critic learning of RAC diverges
quickly after 450 episodes, and the value of critic keeps increasing until the
3650th episode. Even the critic value starts to decrease after the 3650th episode,
and it cannot prevent policy parameters from diverging further. In contrast, a
clear converging trend of SM-RAC can be witnessed in Figure 6.5 towards the
critical point R̄, suggesting the higher reliability of SM-RAC compared to that
of RAC.
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Figure 6.5: Average of the absolute values generated from the value function
learned by RAC and SM-RAC at every 50 episodes on the Mountain Car prob-
lem.

As in Figure 6.6, the apparent difference can be easily identified the fact that
SM-RAC performs significantly better than RAC. This fact is supported by the
significance test where the p-value is 0.0145.

The correlation analysis based on the results collected by RAC on the Moun-
tain Car problem is presented in Figure 6.7. This analysis also indicates that
the strong positive correlation exists in-between the learning reliability and the
learning effectiveness of RAC, as demonstrated by the correlation coefficient
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Figure 6.6: Average value function learned by RAC and SM-RAC at every 50
episodes on the Mountain Car problem.

 Correlation Matrix

-1 -0.5 0 0.5 1

Reliability

-55 -50 -45 -40 -35 -30

Effectiveness

0

0.2

0.4

0.6

0.8

-55

-50

-45

-40

-35

-30
-0.74

-0.74

R
e
li
a
b

ili
ty

E
ff

e
c
ti
v
e
n

e
ss

Figure 6.7: Correlation between the learning effectiveness and the learning reli-
ability of RAC on the Mountain Car problem.

equals to -0.74.
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6.5.2 Discussion on Results of GCFA-RAC

We will discuss the experimental results on three benchmark problems sepa-
rately. Here, we only focus on comparisons of learning performances obtained
by RAC under different generalization level.

Discussion on Results of GCFA-RAC in Puddle World

To compare the performance differences among various settings of ν, the aver-
age steps to reach the goal region upon using the policies learned through the
proposed algorithm is presented in Figure 6.8. As seen from Figure 6.8, near-
optimal policies can be learned successfully whenever ν ∈ [0.9, 2.0]. On the
other hand, CASE-0.5 and CASE-0.7 failed to solve this problem satisfactorily.
Among all the results presented in Figure 6.8, CASE-1.5 appears to achieve the
best performance by observation (i.e. on average 19.2 steps to reach the goal
region). In comparison, for CASE-1.0 (i.e. original Algorithm 6.3.2), the average
steps to reach the goal region is 46.4 after 10,000 learning episodes have been
completed. A t-test is performed in between CASE-1.0 and CASE-1.5, and it
produces a p-value of 0.10, insufficient to prove that CASE-1.5 is significantly
better. However, we found that the problem is solved successfully by CASE-1.5
100% of the time. For CASE-1.0, the problem is solved on only 94% of the trials.
This observation suggests that CASE-1.5 can solve the problem more reliably.

Discussion on Results of GCFA-RAC in Cart Pole

To compare the learning performances, the average ξ and the average balancing
steps (i.e., the duration for the pole to be balanced continually) are presented in
Figure 6.9 and Figure 6.10. It can be observed in Figure 6.9 that, in compari-
son to other cases, during a long learning period from 3000 training episodes
to the end, CASE-1.5 can manage to bring the pole closer to the upright posi-
tion on average. For example, at 3000 training episodes, the average ξ achieved
by CASE-1.5 is -0.01. In comparison, CASE-1.0 can only manage to achieve on
average of -0.07 for ξ. However, this observed performance difference is not ver-
ifiable through statistical tests (perhaps more repeated tests are to be performed
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Figure 6.8: Average steps to the goal region of the Puddle World problem (ν =

1.0 is the original RAC).

in order to reveal significant differences between CASE-1.0 and CASE-1.5).
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Figure 6.9: Average ξ on the Cart Pole problem (ν = 1.0 is the original RAC).

On the other hand, by checking the average balancing steps in Figure 6.10,
we found that most of the cases can solve this problem reasonably well. The
only case that falls apart is when ν = 2.0, suggesting that the value for ν cannot
significantly differ from 1.0.
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Figure 6.10: Average balancing steps on the Cart Pole problem (ν = 1.0 is the
original RAC).

Discussion on Results of GCFA-RAC in Heating Coil

Figure 6.11 displays the learning effectiveness (i.e., average errors) of the algo-
rithm with different ν (from 0.5 to 2.0) as being performed on the Heating-Coil
Problem. Similar to evaluations on other benchmark problems, CASE-1.5 main-
tains the lowest average deviation with a decreasing trend from start to fin-
ish in comparison with other cases. In the end, it reaches 1.57 degree whereas
CASE-1.0 only learns to reduce the average error to 1.68 degrees. However,
the statistical significance is not attained between CASE-1.0 and CASE-1.5 with
the p-value 0.11. In fact, regardless of the values of ν, the algorithm does not
satisfactorily resolve the problem, as even the lowest degree temperature differ-
ence (1.57 degree) obtained so far is still not acceptable for a real-world HVAC
system. Perhaps, a fine-tuning process for meta parameters (e.g., learning rate)
may be required to ensure the learning effectiveness.
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Figure 6.11: The average error (i.e., average deviation) between the output tem-
perature Tao and the target temperature Td (ν = 1.0 is the original RAC) on the
Heating-Coil problem.

6.6 Chapter Summary

In this chapter, we have successfully achieved the goal of developing for stable,
flexible and accurate critic learning in an AC algorithm. More specifically, we
investigated both the impacts of critic learning reliability and the effects of gen-
eralized compatible function on the learning effectiveness of a particular PGS
algorithm – RAC.

Experimental results have confirmed the effectiveness of both SM-RAC and
GCFA-RAC. By conducting experiments with SM-RAC, we can confidently an-
swer the two research questions (Q1 and Q2) presented in Section 6.1.1. Re-
garding Q1, we found that SM-RAC outperformed RAC on two benchmark
problems significantly, yet neither algorithm has obtained the theoretical best
performances shown in [43]. In fact, to achieve the best performance, a fine-
tuning process for hyper-parameters must be conducted. To answer Q2, we
have adopted the correlation analysis on the RAC algorithm on two benchmark
problems. The correlation coefficients are respectively -0.87 and -0.74, clearly
indicating a strong positive correlation between learning reliability and learn-
ing performance. Regarding GCFA-RAC, our experimental evaluation clearly
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Table 6.4: The final episode performance comparison of different ν values (i.e.,
0.5, 0.7, 0.9, 1.0, 1.1, 1.5, 2.0) on three benchmark problems (i.e., Cart Pole, Pud-
dle World and Heating Coil).

ν/Problems Cart Pole Heating Coil Puddle World

0.5 10650.12±2472.31 -1471.94±577.65 -20.87±45.07
0.7 11048.34±2120.16 -1454.68±681.98 -1.39±35.14
0.9 10884.25±2406.71 -1672.25±801.01 9.00±23.54
1.0 10287.91±2750.27 -1537.19±576.76 8.32±24.42
1.1 11199.29±3364.35 -1704.35±832.52 14.23±5.46
1.5 11432.56±3380.95 -1608.01±701.52 15.01±3.20
2.0 8474.00±5418.03 -1590.10±596.38 13.52±8.38

shows that there exists a strong correlation between the degree of generalization
in (6.19) and the learning effectiveness as well as reliability. Whenever we set ν
in (6.19) to a proper value, e.g. 1.5, clear improvements on learning performance
and reliably can be witnessed.

With the development of SM-RAC, this chapter shows that stable critic
learning and learning effectiveness are strongly correlated. Moreover, we show
that the adapted sandpile model can be effectively utilized for improving critic
learning reliability in AC algorithms. These findings shed new lights on the
future development of AC algorithms.

With the development of GCFA-RAC, this chapter shows the possibility
of using generalized compatible features for value function approximation.
GCFA-RAC shows the potential of achieving effective and reliable RL through
using generalized compatible features and compatible functions. It invites the
research community to re-investigate the meaning of compatible value function
under the general AC framework.

This chapter does not pay strong attention to state features. Similar to many
existing research works, the state features are manually designed in this chap-
ter which is often a tedious task even for domain experts. With the aim of
effectively extracting useful state features automatically, the next chapter will
develop innovative evolutionary algorithms for automated feature extraction.
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Chapter 7

Enhancing Policy Direct Search via
Automated Evolutionary Feature
Learning

In this chapter, we aim at answering the research question Q(4) presented in
Section 1.2 to achieve the research objective O(4) in Section 1.3. As discussed
in the previous chapter, Actor-Critic (AC) Algorithms have proven effective-
ness on tackling difficult Reinforcement Learning (RL) tasks, where the critic
model defines the value function learner whereas the actor model defines the
policy [121, 215]. Both models share the same collection of state features. Such
features are typically extracted from the raw environmental inputs. However,
most of existing AC algorithms focus on improving the critic learning via var-
ious gradient-descent algorithms without significantly enhancing the feature
extraction process. It is often assumed that good state features can be designed
by experienced domain experts, which is usually time-consuming and error-
prone [26, 52, 232]. Recently, the issue has seemed to be mitigated due to the
progress of deep representation learning where features are expected to be au-
tomatically learned through deep network structure [26]. However, the prede-
termination of the network structure requires the injection of prior knowledge
which is human-biased [152].

In order to address the issue and further improve the effectiveness of PGS,

197
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we develop two new PGS algorithms based on automated evolutionary fea-
ture learning. First, we propose to use NeuroEvolution, in particular, Neu-
roEvoluion with Augmenting Topology (NEAT) [206], which can evolve Neu-
ral Networks’ topologies that are suitable to extract useful features, to automate
the feature extraction process. Following the idea, we develop a new algorithm
called NEAT with Regular Actor-Critic (NEAT+RAC). Second, NEAT+RAC is
further generalized further to construct NEAT with PGS (NEAT+PGS) with im-
proved sample efficiency and effectiveness. With the development of the two
algorithms, we successfully achieved three contributions:

1. With NEAT+RAC, we demonstrate the suitability of NEAT for automated
feature learning in conjunction with RAC. The resulted algorithm (i.e.,
NEAT+RAC) is capable of learning not only useful state features but also
good policies to tackle complex RL problems.

2. While developing NEAT+PGS, we propose a new three-stage learning
scheme that can clearly separate feature learning and policy learning, al-
lowing effective knowledge sharing and learning among multiple concur-
rently learning agents.

3. Under the framework of NEAT+PGS, various PGS algorithms can be
seamlessly integrated with NEAT for training policy networks with deep
structures to achieve effective and sample efficient RL.

The experiments have been conducted on two benchmark control problems (i.e.,
Cart Pole and Mountain Car) and six benchmark Atari game playing tasks (i.e.,
Asteroids, Breakout, Freeway, Seaquest, SpaceInvaders, and TimePilot). Results
of the experiments have shown that,

• NEAT+RAC is significantly more effective than NEAT in terms of learning
performance. The learned features through NEAT on one learning prob-
lem can be reused to improve the effectiveness of RAC on solving related
learning problems.

• NEAT+PGS is more effective and more sample efficient than NEAT and
three state-of-the-art Deep Reinforcement Learning (DRL) algorithms
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(i.e., Trust Region Policy Optimization (TRPO) [189], Policy learning by
weighting exploration with the returns (POWER) [117], Advantage Actor-
Critic (A2C) [56]).

7.1 Introduction

Many existing AC algorithms assume that the policy (i.e., actor) can be math-
ematically described through a linear function of multiple numerical state fea-
tures. Accordingly, the critic is often modeled through another linear function of
compatible state features. In [215], Sutton discovered an important relationship
between the critic and the actor such that the compatible state features can be
uniquely derived from the state features for the actor. Driven by this mathemat-
ical framework, many effective AC algorithms have been proposed, including
Regular Actor-Critic (RAC) [31], Natural Actor-Critic (NAC) [170, 112] and so
forth [79, 52, 168].

For all these algorithms, it is taken for granted that suitable state features are
immediately accessible during reinforcement learning. However, the validity
of this assumption is often under challenge in practice. As a matter of fact,
researchers found that, for effective RL, these state features must be carefully
designed, usually with the support of domain experts. Obviously, engineering
useful state features is a time-consuming and error-prone procedure [150, 165,
26, 232]. Even for experienced domain experts, it is difficult to predetermine
suitable state features accurately [236, 26]. This difficulty increases the chance
of using inappropriate state features, where important state features may be
overlooked, resulting in serious deterioration in learning performance.

7.1.1 Chapter Goals

The overall goal of the chapter is to develop new algorithms to improve the
learning effectiveness and sample efficiency of existing PGS algorithms with the
help of automated evolutionary feature learning. To achieve this goal, we first
extend RAC with a new NEAT based automated feature learning component,
resulting in the development of the NEAT+RAC algorithm. Next, we further
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improve the effectiveness and sample efficiency with the development of the
NEAT+RAC algorithm that features the use of an innovative three-stage learn-
ing scheme and various cutting-edge DRL algorithms. In this chapter, we aim
to achieve four research objectives with the development of NEAT+RAC and
NEAT+PGS:

1. (NEAT+RAC) To develop a new method to automatically extract suitable
state features through Neural Networks (NN) evolved by NEAT and uti-
lize state features extracted by the evolved NNs in RAC for effective policy
search.

2. (NEAT+RAC) To evaluate the effectiveness of NEAT-RAC on two bench-
mark small-dimensional problems, and to examine the usefulness (i.e., re-
usability) of the feature learned by NEAT-RAC on one learning problem
in improving the effectiveness of RAC on a related learning problem.

3. (NEAT+PGS) To design a three-stage learning scheme that jointly accom-
modates NEAT based automated feature learning with various PGS algo-
rithms for effective policy learning.

4. (NEAT+PGS) To assess the effectiveness and sample efficiency of
NEAT+PGS on large-scale RL problems particularly Atari game playing
tasks.

7.1.2 Chapter Organization

The chapter is organized as follows. Session 7.2 presents the two proposed
algorithms, NEAT+RAC and NEAT+PGS. Next, Section 7.3 describes the de-
sign of the experiments including descriptions on hyper-parameters settings
and experiment design. Following that, results and discussions are given in
Section 7.4. The chapter is summarized in Section 7.5.
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7.2 The Proposed Algorithms - NEAT+RAC

and NEAT+PGS

The chapter develops two new PGS algorithms enhanced by NEAT based fea-
ture learning, i.e., NEAT based Feature Learning enhanced Regular Actor-
Critic (NEAT+RAC) and NEAT based Feature Learning enhanced Policy Gra-
dient Search (NEAT+PGS). We first propose NEAT+RAC to demonstrate the
effectiveness of using evolutionary automated feature learning for a conven-
tional PGS algorithm – RAC. Afterward, we propose a generalized algorithm
NEAT+PGS by adopting a three-stage learning scheme to enable knowledge
sharing among learning agent. NEAT+PGS is expected to achieve better effec-
tiveness and sample efficiency in comparison to both NEAT and NEAT+PGS.

7.2.1 NEAT based Feature Learning enhanced Regular Actor-

Critic (NEAT+RAC)

In this section, we propose the NEAT+RAC algorithm to tackle RL prob-
lems. Firstly, we present the overall design of NEAT+RAC. Next, we describe
NEAT+RAC in detail. Lastly, we discuss the new characteristics of NEAT+RAC
in comparison to existing RL algorithms including NEAT and RAC.

Overall Design of NEAT+RAC

Figure 7.1 shows an overall design of our NEAT+RAC algorithm. As shown
in the figure, NEAT+RAC evolves a population of RL learning agents, P =

{A1, . . . , Ap}. Each agent Ai consists of three components: an NN ~φ(~s) ∈ Rz,
a parameter vector for value function ~ωi, and a parameter vector for policy ~θi.
Based on the extracted features ~φ(~s), the value function in each agent is approx-
imated as,

V π(~s) ≈ ~ωπT · ~φ(~s), (7.1)
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Figure 7.1: The overall design of NEAT+RAC.

and is learned following the reducing direction of Temporal Difference (TD)
error at every t time when the agent reaches a new state at t+ 1, i.e.,

δπt = rt+1 + γV π(~st+1)− V π(~st). (7.2)

Additionally, the policy for action selection is formulated as,

π~θ(a|~s) =
1

σ
√

2π
e−

(a−µ)2

2σ2 , (7.3)

where µ = ~θT · φ(~s). σ = 1.0 is used to control the level to explore new actions.
Note that, π at the RHS of (7.3) is the circumference ratio.

In association with (7.1), (7.2) and (7.3), the updating rule for value function
parameters is,

~ωπt+1 ← ~ωπt + αtδ
π
t
~φ(~st), (7.4)

and the rule for policy parameters is

~θt+1 ← ~θt + βtδ
π
t Φ(~s, a), (7.5)

respectively. Note, αt and βt are the learning rates, and Φ(~s, a) = ∇~θ ln π(~s, a) =
at−~θ·~φ(~st)

σ2 · ~φ(~st) [215].
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NEAT based Feature Learning enhanced Regular Actor-Critic

NEAT+RAC is designed with four learning stages, namely initialization, evolu-
tion, evaluation, and termination.

Initialization

The initialization stage of NEAT+RAC is to initialize a population with p learn-
ing agents (i.e., individuals). For the NN in each agent, its inputs and outputs
are defined as states ~s and extracted state features ~φ(~s) respectively. Addition-
ally, its input nodes are directly connected to its output nodes without any hid-
den nodes, and weights of each NN are randomly initialized. For the critic and
actor model in each agent, the value function parameters and policy parame-
ters are initialized to ~ω0 and ~θ0 respectively. Note, ~ω0 and ~θ0 are vectors with
arbitrary values. This stage is described in Algorithm 7.2.1.

Algorithm 7.2.1 NEAT+RAC Initialization
Require: p: population size, d: state dimension, z: feature dimension
Ensure: P : a population of learning agents

1: function INITIALIZATION(p, d, z:)
2: P []← new array of size p
3: for k = 1, 2, ..., p do
4: P [k].~ω ← ~ω0

5: P [k].~θ ← ~θ0

6: P [k].N ← INIT NETWORK(d, z)
7: P [k].N.fitness← 0 . See [206]
8: end for
9: return P

10: end function

Evolution

NEAT+RAC evolves a new population of agents by performing two sequential
tasks according to Section 7.2.1. The first task is to evolve p NNs ({~φ1, . . . , ~φp})



204CHAPTER 7. ENHANCING PDS VIA AUTOMATED EVOLUTIONARY FL

based on the standard evolutionary operators of NEAT defined in [206]. The
second task is to initialize ~ωi and ~θi to~0 for every agentAi in the new population.
This ensures a fair evaluation across all agents. This algorithmic description of
this state is given in Algorithm 7.2.2.

Algorithm 7.2.2 NEAT+RAC Evolution
Require: P : a population of learning agents, p: population size, mn: add node

mutation rate, ml: add link mutation rate, mw: weight mutation rate
Ensure: P : a reproduced population of learning agents

1: function EVOLUTION(P , p, mn, ml, mw)
2: P ′[]← new array of size p
3: for k = 1, 2, ..., p do
4: P ′[k].~ω ← ~ω0

5: P ′[k].~θ ← ~θ0

6: P ′[k].N ← BREED NET(P [].N ) . See [206]
7: if RANDOM() < mn then
8: ADD NOTE MUTATION(P ′[k].N ) . See [206]
9: end if

10: if RANDOM() < ml then
11: ADD LINK MUTATION(P ′[k].N ) . See [206]
12: end if
13: if RANDOM() < mw then
14: WEIGHTS MUTATION(P ′[k].N ) . See [206]
15: end if
16: P ′[k].N.fitness← 0

17: end for
18: return P ′

19: end function

Evaluation

The evaluation stage of the NEAT+RAC has two objectives: one is to compute
the fitness value for a single individual, and the other is to find good policies.
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The fitness value of each individual is directly computed by averaging total re-
wards obtained by the learning agent over all episodes. Using an average value
can help reduce the variance as rewards are collected in a stochastic environ-
ment. To search for the good policies, we use the RAC to learn the critic and
actor models for an individual from its continuous interactions with the envi-
ronment. This stage is presented in Algorithm 7.2.3.

Termination

The termination stage manages the stop criteria for the learning process of
NEAT+RAC. To stop the feature extraction process, we define two stop crite-
ria: the first is to stop when the predefined maximum number of generations
is reached, and the second is when the fitness values of all individuals do not
improve over ten generations. To cease the policy search process, we set up
the maximumly allowed learning episodes for an RL agent to interact with an
environment. Each episode is composed of multi interaction steps, and it termi-
nates at the situations when, either the predefined maximum number of steps is
reached, or the target RL problem is solved (see Section ??). A full algorithmic
description for NEAT+RAC is given in Algorithm 7.2.4.

7.2.2 NEAT based Feature Learning enhanced Policy Gradient

Search (NEAT+PGS)

This section presents our new NEAT+PGS learning scheme in detail. We firstly
provide an overview of the three-stage learning scheme. Next, we give detailed
algorithmic descriptions of all key functions involved.

An Overview of NEAT+PGS

NEAT+PGS is proposed with the aim of achieving three design objectives: (O1)
feature learning, and policy learning should be wholly separated and supported
by their learning techniques; (O2) the knowledge obtained through learning,
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Algorithm 7.2.3 NEAT+RAC Evaluation
Require: P : a population of learning agents, p: population size, eg: maximum

training episodes per generation, T : maximum training steps per episode,
α: value function learning rate, β: policy learning rate, R̃: total rewards

Ensure: P : a population of learning agents
1: function EVALUATION(P , p, eg, T , α, β)
2: for k = 1, 2, ..., p do
3: R̃← 0

4: for j = 1, 2, ..., eg do
5: ~st ← ~s0

6: for t = 0, 1, . . . , T − 1 do
7: at ∼ π~θ(a|~st) . See (7.3)
8: Take action at, observe reward rt+1 and new state ~st+1

9: δt ← rt+1 + γ~ωTt · ~φ(~st+1)− ~ωTt · ~φ(~st) . See (7.2)
. Note: ~φ = P [k].N , ~ωt = P [k].~ω, ~θt = P [k].~θ

10: ~ωt+1 ← ~ωt + αδt · ~φ(~st) . See (7.4)
11: ~θt+1 ← ~θt + βδt · Φ(~st, at) . See (7.5)
12: R̃← R̃ + rt+1

13: if TERMINAL-STATE(~st+1) then
14: break
15: end if
16: end for
17: end for
18: P [k].N.fitness← R̃

eg

19: end for
20: return P

21: end function

in particular, the trained policy network, must be shared across all learning
agents to avoid unnecessary wastage of training samples; and (O3) policy net-
work training should be realized with the flexibility of using arbitrary PGS al-
gorithms.
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Algorithm 7.2.4 NEAT+RAC Algorithm
Require: an MDP 〈S,A,P ,R, γ〉, p: population size, g: number of generations,

eg: maximum training episodes per generation, T : maximum training steps
per episode, d: state dimension, z: feature dimension, α: value function
learning rate, β: policy learning rate, ~ω0: initial value function parameters,
~β0: initial policy parameters

Ensure: P : the population of individuals, N∗: the optimal Neural Network
(φ(~s)), ~ω∗: the best value function parameter, ~θ∗: the best policy parameter

1: Initialization:
2: P ← INITIALIZATION(p, d, z, ~ω0, ~β0) . See Section 7.2.1
3: Learning Process:
4: for i = 1, 2, ..., g do
5: P ← EVALUATION(P , p, eg, T , α, β) . See Algorithm 7.2.3
6: if i < g then . Stop evolution at the final generation
7: P ← EVOLUTION(P ) . See [206]
8: end if
9: end for

10: k∗ ← argmaxk(P [k].N.fitness)

11: N∗ ← P [k∗].N

12: ~ω∗ ← P [k∗].~ω

13: ~θ∗ ← P [k∗].~θ

14: return P , N∗, ~ω∗, ~θ∗
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Figure 7.2: An Overview on the NN Architecture of NEAT+PGS.
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A Neural Network Architecture

Figure 7.2 depicts the NN architecture to be adopted by NEAT+PGS for RL. As
shown, the architecture features a sequential combination of one feature net-
work and one policy network. At any time, the raw observation from the learn-
ing environment (i.e., current memory status of an Atari game) is provided first
as the state input to the feature network which subsequently produces a group
of high-level features to be further fed into the policy network. The policy net-
work then generates stochastic action selection decisions (i.e., the probability
of selecting each optional action) that an agent can use to determine one ac-
tion which will be performed finally in the learning environment, resulting in a
sampled transition to a new environment state. An instant reward is also gen-
erated as the immediate feedback for continued RL. In NEAT+PGS, the policy
network has a fixed topology which will be determined before learning starts.
The feature network, on the other hand, has the flexibility for its topology to be
evolved by NEAT.

A Three-Stage Design for Feature and Policy Learning

To meet all of our design objectives, NEAT+PGS introduces three consecutive
learning stages as briefly explained below:

(1) Interim Policy Search Stage: This is the first learning stage with the purpose
of quickly pre-training a single interim policy network. This trained policy net-
work establishes preliminary discrimination overall alternative actions that can
be performed at any environment state based on a randomly created feature net-
work. It presents a stable starting point and guides the subsequent evolution of
feature networks in the second learning stage. Without the policy network pre-
training, all high-level features produced by an evolved feature network cannot
impose a clear preference of performing any desirable actions. The overall RL
performance will be affected as a consequence.

(2) NEAT based Feature Learning Stage: This is the second learning stage, at
the beginning of which the pre-trained interim policy network is distributed to
a group of learning agents, each of which maintains a separate feature network.
The population of such feature networks is further evolved through NEAT to
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produce eventually one feature network, which can achieve the best learning
performance upon using it together with the interim policy network. The high-
level features created by this feature network is hence considered suitable for
tackling the RL problem.

(3) Policy Gradient Search Stage: This is the third learning stage. At this stage,
based on the best feature network evolved by NEAT, the policy network is
trained again using a state-of-the-art PGS algorithm that is expected to achieve
clearly better performance than both NEAT and PGS algorithms when the entire
learning process finishes.

The three-stage design of NEAT+PGS enables complete separation of feature
learning and policy learning, thereby realizing design objective (O1) mentioned
previously. Meanwhile, all feature networks evolved by NEAT in the second
learning stage share the same goal of enhancing the effectiveness of the same
interim policy network. Therefore, by breaking the independence constraint
among learning agents in NEAT+RAC, objective (O2) is fulfilled in NEAT+PGS.
Moreover, in the third learning stage, we directly treat high-level features pro-
duced by the trained feature network as the state inputs to the policy network.
This approach permits arbitrary PGS algorithms to be employed for continued
training of the policy network and gives our learning scheme the highest flex-
ibility of using many cutting-edge RL technologies, as required by objective
(O3).

Algorithmic Description of NEAT+PGS

In this subsection, we present the high-level algorithmic description of
NEAT+GPS in Algorithm 7.2.5, followed by detailed algorithmic descriptions
of each learning stage in Algorithm 7.2.6 and Algorithm 7.2.7 respectively. In
Algorithm 7.2.6, we present a general description of PGS algorithms which will
be employed to train policy networks in the interim policy search stage as well
as the policy gradient search stage. In Algorithm 7.2.7, we adopt the standard
implementation of NEAT [206] for evolving feature networks.
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Algorithm 7.2.5 NEAT+PGS
Require: an MDP 〈S,A,P,R, γ〉, n1: the number of interim policy search iter-

ations, n2: the number of feature learning iterations (generations), n3: the
number of policy gradient search iterations, ~θ0: the randomly initial policy
parameters, p: the population size, P []: a population of NNs

1: Initialization:
2: ~θ ← ~θ0

3: P []← INIT POPULATION(S,A, p)
4: Interim Policy Search:
5: φ0 ← RANDOM(P [])

6: ~θ ← PGS(~θ, φ0, n1) . See Algorithm 7.2.6
7: NEAT based Feature Learning:
8: φ∗ ← EVOLVE(~θ, P [], p, n2, mn, ml, mw) . See Algorithm 7.2.7
9: Policy Gradient Search:

10: ~θ∗ ← PGS(~θ, φ∗, n3) . See Algorithm 7.2.6
11: return ~θ∗, φ∗

Algorithm 7.2.6 Policy Gradient Search
Require: an MDP 〈S,A,P,R, γ〉, n: the number of learning iterations, T : the

horizon, l: maximum length for one trajectory, M : the batch size, T : sample
repository

1: function PGS(~θ, φ, n)
2: for i = 1, 2, ..., n do
3: for t = 1, 2, ..., T/l do
4: T ← ROLLOUT(~θ, φ) . Store T samples into sample repository

(See [117]).
5: end for
6: Update Policy Parameters ~θ based on the principle of the chosen PGS

algorithm with a batch of M samples from T .
7: end for
8: return ~θ∗ . Return a learned policy
9: end function
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Algorithm 7.2.7 NEAT Feature Learning
Require: P : a population of learning agents, p: population size, mn: add node

mutation rate, ml: add link mutation rate, mw: weight mutation rate
Ensure: P : a reproduced population of learning agents

1: function EVOLVE(~θ, P , p, n2, mn, ml, mw)
2: for i = 1, 2, ..., n2 do
3: P ′[]← new array of size p
4: for k = 1, 2, ..., p do
5: P ′[k]← BREED NET(P [])
6: if RANDOM() < c then
7: P ′[k], P ′[k′]← SELECT(P ′[])

8: P ′[k + 1]← CROSS OVER(P ′[k], P ′[k′])
9: if RANDOM() < mn then ADD NOTE(P ′[k])

10: if RANDOM() < ml then ADD LINK(P ′[k])
11: if RANDOM() < mw then WEIGHTS MUTATE(P ′[k].φ)
12: P ′[k].f itness← ROLLOUT(~θ, P ′[k])

13: end for
14: end for
15: return P ′[k∗] . Return the fittest feature network
16: end function

7.3 Design of Experiments

This section provides general settings of the experiments for NEAT+RAC
and NEAT+PGS respectively. We first discuss the experimental settings for
NEAT+RAC including experiment setups as well as the design of the experi-
ment in Section 7.3.1. Following the same structure, we discuss the experimen-
tal settings for NEAT+PGS in Section 7.3.2.
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7.3.1 Experiments on NEAT+RAC

Experiment Setup

Here, we introduce experiment setups for evaluating NEAT+RAC. Firstly, we
discuss the stochastic policy implementation for RAC algorithm. Secondly, we
explain specifically the feature design for RAC. Lastly, we show the hyper-
parameter configurations.

Stochastic Policy Implementation for RAC

We choose a Gaussian distribution to explicitly represent the stochastic policy
used for NEAT+RAC, as the distribution has already been well-studied for cop-
ing with continuous problems [168]. Based on this policy, the action a to be
taken at any state ~s is defined by the probability density given in (7.3). In (7.3),
we have µ = ~θT · φ(~s), and σ is a hyper-parameter used to control the level to
explore new actions, which is fixed to 1.0 for all experiments. Note that, π at the
RHS of (7.3) is the circumference ratio.

State Feature Design for RAC

To compare learning performances between NEAT+RAC and RAC so as to
show the usefulness of features learned automatically through evolutionary
algorithms, we implement the common discretization technique [126] for state
feature design with respect to all benchmark problems. One important reason
to choose discretized features is that of their simplicity, making the technique
widely applicable to many continuous RL problems [212]. Meanwhile, it avoids
providing too much domain knowledge to the learning algorithms so that we
can focus on verifying the usefulness of NEAT to learn state features automati-
cally.

The discretization technique we adopted in this chapter is so-called equal-
width discretization [126]. Within the range of one dimension of the state input,
we split it into n bins. For a given state input, a discretized feature vector will
be a zero vector with a length of n expect that one dimension will be marked
as one where the value of the dimension falls in the particular bin. This dis-



7.3. DESIGN OF EXPERIMENTS 213

cretization will be performed on the rest of dimensions of the state input as
well. Afterward, the obtained feature vectors are concatenated together to form
the final feature vector representing the raw state input. For example, in Moun-
tain Cart problem, the state input has two dimensions of which the position of
the car x ∈ [−1.2, 0.6] and the velocity of the car ẋ ∈ [−0.07, 0.07]. Let us sup-
pose that the number of bins for each dimension are set equally to 5 and a given
input (−1.1, 0). Then, we can have a sub feature vector for the dimension x as
[1, 0, 0, 0, 0], and the sub feature vector for ẋ as [0, 0, 1, 0, 0]. Accordingly, we can
obtain the final feature vector for the given input as [1, 0, 0, 0, 0, 0, 0, 1, 0, 0].

Hyper-Parameter Configuration

Some important hyper-parameter settings are summarized as follows. Firstly,
for hyper-parameters of the NEAT and NEAT component of NEAT+RAC, we
adopt identical settings reported in [232] where the effectiveness of NEAT with
these settings has been verified on many benchmark problems. Secondly, we
choose the commonly used settings (α = 0.1, β = 0.01, γ = 0.99) reported in
[31, 167] for RAC algorithm and RAC component of NEAT+RAC. These hyper-
parameter settings are used for experiments on all benchmark problems pre-
sented in Table 7.1.

Table 7.1: The meta-parameter settings for NEAT+RAC across all experiments.

Algorithm Problems
Meta Parameters
α β γ z

NEAT+RAC
Mountain Car 0.1 0.01 0.99 20

Cart Pole 0.1 0.01 0.99 20

Experiment Design for NEAT+RAC

For NEAT+RAC, driven by the second research goal in Section 7.1.1, we will
conduct two different types of experiments. In the first type of experiment, we
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evaluate the performance of NEAT+RAC on each benchmark problem to un-
derstand the effectiveness of the algorithm. The performance is measured by
the number of steps for balancing the pole, or the number of steps to drive the
car to a mountaintop. To identify any significant performance difference, for
each benchmark problem, we conduct 30 independent runs for all algorithms.
Among all runs, the population size and the number of generations are set to
100 and 100 respectively. For the Mountain Car problem, we perform 1000
learning episodes with 200 steps in each episode and 25 independent testing
episodes where each has 200 testing steps. For the Cart Pole problem, we per-
form 200 learning steps in each of the 5000 learning episodes. Also, we conduct
1000 testing steps in each of 25 independent testing episodes. All independent
tests are performed by the best learning agent of each generation.

In the second type of experiment, we intend to evaluate the usefulness of
the state features on a relevant problem. We hypothesize that the learned use-
ful state features can be reused on a related problem to improve the learning
performance. For this purpose, in our feature evaluation, we firstly maintain
the feature extractor of the current best learning agent by NEAT+RAC (i.e., the
NN evolved by NEAT) on Cart Pole. Next, we modify the Cart Pole problem to
obtain a relevant problem. The original Cart Pole problem starts at the same po-
sition [0.0, 0.0, 0.0, 0.0] for every episode, whereas the modified version is set to
start at random initial positions. Lastly, we adopt the RAC learning algorithm
with the pre-trained feature extractor on the modified Car Pole problem to de-
termine whether any noticeable improvement in learning performance can be
witnessed.

7.3.2 Experiments on NEAT+PGS

Experiment Setup

Here, we present experiment settings for NEAT+PGS, including the network
topology and hyper-parameters configuration.
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Network Topology

The NN topologies of policy and feature networks for competing algorithms
are given in Table 7.2. The table does not specify NEAT’s topology which is
actually automatically evolved. In addition, the topology of feature network in
NEAT+PGS is also expected to be automatically evolved by NEAT. All feature
networks are configured to output 32-dimension high-level features. We have
examined three opinions: 32, 64 and 128. They do not appear to have any signif-
icant impact on final performance. PGS algorithms employed a single NN with
32 by 32 hidden neurons, the first hidden layer and the second layer can be con-
sidered as the feature network and policy network respectively. Note that, for
all networks, we use the same activation function “RELU” that can help reduce
the likelihood of vanishing gradients [73].

Table 7.2: Topology Setups for Policy Networks and Feature Networks.

Network Topology Layer NEAT+A2C NEAT+POWER NEAT+TRPO A2C POWER TRPO
Feature Input 128 128 128 128 128 128

Network Hidden Evolved by NEAT 32 32 32
Structure Output 32 32 32 32 32 32

Policy Input 32 32 32 32 32 32
Network Hidden 32 32 32 32 32 32
Structure Output Number of Actions

Hyper-Parameter Configuration

Hyper-parameter settings for all algorithms have been specified in Table 7.3.
For all PGS algorithms, we follow the same settings in [189]. For NEAT, we
follow the setting of a work published on GitHub 1 which has applied NEAT to
some RAM-based Atari games with reasonably good performance.

Regarding the implementations, we adopt OpenAI-GYM 2 [39] that imple-

1https://github.com/HackerHouseYT/OpenAI-NEAT
2https://github.com/openai/gym
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Table 7.3: Hyper-parameter Configurations for PGS algorithms.

Hyper-Parameters A2C POWER TRPO
policy step size (α) 2.5 × 10−6 2.5 × 10−6 2.5 × 10−6

discount factor (γ) 0.99 0.99 0.99
max size of sample repository 40,000 40,000 40,000

batch size (M ) 10,000 10,000 10,000
max trajectory length (l) 10,000 10,000 10,000

interim policy training iterations (n1) 1 1 1
policy gradient search iterations (n3) 1,000 1,000 1,000

conjugate gradient iterations 10 - -
GAE factor (λ) 0.95 - -

optimization epoch (ε) 5 5 5

Table 7.4: Hyper-parameter Configurations for NEAT.

HyperParameters NEAT
population size (p) 100

max generations (n2) 100
add node rate (mn) 0.02

add connection rate (ml) 0.5
weight init mean 0.0

weight init std 1.0
weight mutate rate (mw) 0.46

weight mutate power 0.825
activation function relu
crossover rate (c) 0.1

ments ALE, NEAT-python 3 that implements NEAT, and rllab 4 [59] that imple-
ments PGS algorithms including A2C, POWER and TRPO.

3https://github.com/CodeReclaimers/neat-python
4https://github.com/rll/rllab
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Experiment Design for NEAT+PGS

For NEAT+PGS, driven by the fourth research goal in Section 7.1.1, we choose
seven algorithms for evaluation. Firstly, as NEAT+PGS is an improvement to
NEAT, we choose NEAT as the baseline for comparison. Besides, HyperNEAT
is not taken into account due to weak performance on RAM-based Atari Games
in comparison to NEAT reported in [91]. Next, in order to examine the effective-
ness of NEAT+PGS, we select three PGS algorithms, including A2C, POWER,
and TRPO, for policy training in NEAT+PGS, resulting in three new algorithms:
NEAT+A2C, NEAT+POWER, NEAT+TRPO. Note that, NEAT+Q can also be
implemented by adopting our scheme of combining NEAT feature network and
Q learning network. We do not include NEAT+Q in experiments because of two
reasons: 1) Deep Q learning is reported to perform poorly in comparison to the
above cutting-edge PGS methods in the literature [189, 56]. 2) In contrast to Q
learning, feature learning is more critical to PGS methods because feature net-
work is shared by both critic and actor. Thus, to investigate the effectiveness
of feature learning for PGS algorithms, it is not necessary to further employ the
learned features in the Q-learning algorithm. In addition, NEAT+RAC is not
necessary to be included in experiments, as it cannot be used to train NNs with
deep structures thus not suitable for our experiments. Other than this, we use
A2C instead which can be viewed as an enhanced version of RAC.

In the experiments, we track learning performances in terms of average
long-term cumulative rewards per episode that an algorithm can obtain after
being trained on every 10,000 samples. In total, each algorithm has been trained
for 10,000,000 samples. For NEAT as a population-based algorithm, we have
put a counter to track the number of samples used for fitness evaluation. As
long as the counter reaches a multiple of 10,000, we will select the best known
NN in the current population, and its testing performance will be recorded.
Regarding NEAT+PGS, we use a total of 10,000 samples in the interim policy
search stage. In fact, we have experimentally found that more samples for pre-
training the interim policy will not lead to better performance. Moreover, the
purpose of this stage is only to let the interim policy distinguish different ac-
tions. Thus, we do not require a great number of samples here. Furthermore,
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Table 7.5: The final episode performance comparison of two algorithms (i.e.,
NEAT, and NEAT-RAC-PGS) on two benchmark problems (i.e., Cart Pole and
Mountain Car).

Algorithms/Problems Cart Pole Mountain Car

NEAT-RAC-PGS 1000.00±0.00 128.82±9.98
NEAT 85.60±13.41 135.68±11.19

in the NEAT base feature learning stage, we allow exact 2,000,000 samples to
be used for evolving good feature networks. Lastly, we will consume another
7,990,000 samples to train policy network in the PGS stage.

7.4 Results and Discussion

This section presents and discusses the experimental results for both
NEAT+RAC and NEAT+PGS respectively. To achieve the first two research
goals stated in Section 7.1.1, we firstly show the results of NEAT+RAC to an-
alyze the effectiveness of the algorithm as well as the usefulness of feature ex-
tracted by NEAT feature extraction process. Next, to achieve the last two re-
search goals in Section 7.1.1, we focus on the results of NEAT+PGS to compare
with NEAT, A2C, TRPO and PoWER regarding learning effectiveness and sam-
ple efficiency.

7.4.1 Discussion on Results of NEAT+RAC

The experimental results of NEAT+RAC are presented and analyzed in this sub-
section. We first analyze the learning effectiveness of NEAT+RAC contrary to
NEAT on the two benchmark problems. Next, we discuss the usefulness of
learned features by NEAT+RAC.
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Figure 7.3: The comparison of learning performance of NEAT+RAC and NEAT
on two benchmark problems: (a) displays the averaging steps to reach the goal
region on Mountain Car (the smaller the better), (b) displays the averaging steps
to balance the pole to the upright position on Cart Pole (the larger the better).

Learning Effectiveness Evaluation

To evaluate the learning effectiveness, we present the learning performances ob-
tained by NEAT+RAC and NEAT on the Mountain Car problem in Figure 7.3(a)
and on the Cart Pole problem in Figure 7.3(b) respectively.

As shown in Figure 7.3(a), after a certain period, both NEAT+RAC and
NEAT achieve reasonably good performance (around 120 steps), which is con-
sistent with the results of NEAT reported in [232]. The two high peaks of
NEAT+RAC do not imply that it sometimes performs worse than NEAT, as no
significance can be found after the 53rd generation according to a statistical test.
Meanwhile, owing to the capability of NEAT+RAC to make more effective use
of learned features, it eventually achieved better performance than NEAT.

Figure 7.3(b) evidently shows that NEAT+RAC outperforms NEAT with av-
eraging 1000 steps after the 10th generation. As a matter of fact, NEAT achieves
the desirable performance (approximately 100 steps) according to the OpenAI
GYM benchmark [79]. Without comparing it with NEAT+RAC, NEAT should
be treated as an effective algorithm.
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Table 7.6: The final episode performance comparison of two algorithms (i.e.,
NEAT, and NEAT-RAC-PGS) on two benchmark problems (i.e., Cart Pole and
Mountain Car).

Algorithms/Problems Cart Pole Modified Cart Pole

RAC with Evolved NN based Features 311.86±407.35 399.34±467.98
RAC without Evolved NN based Features 89.26±22.04 94.46±11.91

Feature Usefulness Evaluation
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Figure 7.4: The comparison of learning performance of RAC with two different
feature extractors (an evolved NN feature extractor and a predefined discretized
feature extractor) on the two related problems (see Section 7.3.1): (a) displays
learning performances obtained on the standard Cart Pole problem, (b) displays
learning performances obtained on the modified Cart Pole problem.

To evaluate the usefulness of features, in Figure 7.4, we compare the learn-
ing performances of RAC with two different feature extractors on the standard
Cart Pole problem and the modified Cart Pole problem respectively. The first
feature extractor is a learned NN by the NEAC component of a NEAT+RAC
learning agent on the standard Cart Pole with the highest fitness value. The sec-
ond feature extractor is the widely-used discretization feature extractor where
each dimension of the environment state is discretized into 20 bins as described
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in [212].

Figure 7.4(a) reveals that, on the standard Cart Pole problem, RAC with
evolved NN features performs significantly and consistently better than RAC
with discretized features after the 2370th generation. On the other hand, when
the learning environment is changed to the modified Cart Pole problem, we are
still able to find a similar observation in Figure 7.4(b) that RAC with evolved
NN features outperforms RAC with discretized features after the 2214th gen-
erations. Statistical tests reject the null hypothesis after the time points. The
RAC with discretized features achieves averaging 100 steps on both problems,
which can be regarded as effective as reported in [166]. These results suggest
that the features learned by NEAT+RAC on one problem can not only be used to
solve the original problem, but also be employed to solve similar but different
problems.

Nevertheless, on both problems, the RAC with evolved NN features ap-
pears to fluctuate. Actually, the step-based learning process of NNs has already
been reported unstable in the literature [81], because step-based learning always
picks up the recent state transitions for estimating gradients, which may bring
bias into gradient estimation resulting in the unstable updating. A possible so-
lution to address the issue is the use of experience replay, but this is not the
focus of this thesis, which will be investigated in the future.

The reason that evolved NN features are superior to discretized features is
given below. Firstly, the real-world environment (e.g., Cart Pole) often exhibits
high non-linearity, NN is well known as suitable non-linear models in compar-
ison to other models. Secondly, the raw environment input is continuous, some
essential information, that is useful for finding good policies, may be lost dur-
ing the discretization. On the other hand, NN is capable of smoothly producing
continuous values as high-level features. More importantly, NEAT can evolve
both weights and structures for NNs, which further provides higher chances to
find suitable state features.
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Table 7.7: The final episode performance comparison of seven algorithms (i.e.,
NEAT, NEAT+A2C, NEAT+POWER, NEAT+TRPO, A2C, POWER and TRPO)
on six Atari games (i.e., Asteroids, Breakout, Freeway, Seaquest, SpaceInvaders,
and TimePilot).

Algorithms/Problems Asteroids Breakout Enduro Freeway Seaquest SpaceInvaders TimePilot

A2C 3295.74±112.59 8.48±1.22 0.01±0.01 3.53±3.59 452.29±145.01 740.16±48.70 8502.00±125.96
NEAT 1253.75±498.32 2.89±2.99 27.67±8.69 21.44±3.50 216.11±97.84 397.78±224.94 4041.25±1686.53

NEAT+A2C 3162.75±255.49 9.25±0.34 24.72±15.32 26.45±1.63 719.80±49.71 784.72±25.49 9143.50±430.04
NEAT+POWER 2977.58±342.94 7.71±1.17 27.49±17.42 26.12±1.29 737.75±28.31 703.50±48.70 9618.00±776.70
NEAT+TRPO 3139.31±186.63 8.11±1.32 31.38±21.50 26.34±1.28 733.88±54.43 744.48±47.00 9225.00±802.58

POWER 2783.25±216.33 9.13±0.99 0.00±0.00 3.80±5.79 387.62±135.22 736.06±35.94 8667.92±145.77
TRPO 2940.38±263.73 8.78±1.09 0.32±1.10 5.71±6.13 360.78±138.78 705.16±60.39 8668.00±273.24

7.4.2 Discussion on Results of NEAT+PGS

In this subsection, we are interested in a discussion on the results of NEAT+PGS.
At first, we present the learning effectiveness evaluations of NEAT+PGS con-
trary to NEAT, A2C, TRPO and PoWER. Afterward, we analyze the sample
efficiency of NEAT+PGS in particular comparison to the state-of-the-art PGS
algorithms.

Evaluations on Learning Effectiveness

We depict learning curves for all seven algorithms on six different Atari
games in Figure 7.5. We can see that NEAT+PGS (including NEAT+A2C,
NEAT+POWER, NEAT+TRPO) is generally more effective than other com-
peting algorithms especially NEAT on all six Atari games. In particular,
NEAT+PGS apparently outperforms all competing algorithms on Seaquest. On
Asteroids and TimePilot, after using the trained feature networks after 2,000,000
samples, NEAT+PGS can clearly learn faster than PGS algorithms that use pre-
defined policy networks, and eventually, surpass these algorithms.

Interestingly, we have also found that, on Freeway, the cutting-edge PGS al-
gorithms have all failed. This result is agreeable with recent findings in [191].
On the other hand, NEAT+PGS manages to perform well and eventually sur-
pass NEAT. This evidence further shows the importance of using NEAT for fea-
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Figure 7.5: Average rewards per 10,000 steps obtained by NEAT, NEAT+A2C,

NEAT+POWER, NEAT+TRPO, A2C, POWER and TRPO on six Atari games, including

Asteroids, Breakout, Freeway, Seaquest, SpaceInvaders, and TimePilot. As being high-

lighted with red color, for NEAT+PGS, the NEAT based feature learning stage stops at

two million steps (i.e., 2,000,000 samples).
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ture learning. In addition, NEAT+PGS algorithms performed competitively as
PGS algorithms on Breakout. For NEAT+PGS, we found this is because that
NEAT cannot find useful feature networks for the problem for only learning
over 2,000,000 samples. In fact, NEAT itself also performed poorly on this game
for learning 10,000,000 samples. Even though, NEAT+PGS can still manage to
achieve similar or even slightly better performance than PGS, indicating the
strong resilience of NEAT+PGS on low-quality feature networks.

Note that, we are aware of that NEAT can actually achieve state-of-the-art
performance on some Atari games as reported in [91, 38]. However, the purpose
of developing NEAT+PGS is not to make the best scores on different games but
to understand the effectiveness of feature learning.

Based on these findings, we can conclude that NEAT+PGS is a generally ef-
fective approach. In NEAT+PGS, feature learning and policy learning are mutu-
ally supplementary processes. Particularly, even one process fails on a problem,
and the other process can cope and ensure final good performance. When both
processes are effective, NEAT+PGS can achieve clearly better performance.

Analysis on Sample Efficiency

Algorithm Asteroids Breakout Freeway Seaquest SpaceInvaders TimePilot
NEAT+A2C 246.44 ± 30.05 0.69 ± 0.04 2.39 ± 0.27 62.75 ± 5.96 61.99 ± 3.03 756.26 ± 51.60

NEAT+POWER 257.79 ± 24.42 0.59 ± 0.10 2.42 ± 0.18 63.95 ± 4.81 57.03 ± 4.95 800.66 ± 62.90
NEAT+TRPO 258.38 ± 20.80 0.62 ± 0.10 2.43 ± 0.22 64.96 ± 6.21 59.37 ± 4.43 773.14 ± 77.21

NEAT 131.82 ± 47.85 0.02 ± 0.03 2.28 ± 0.25 16.33 ± 5.96 42.04 ± 22.62 370.95 ± 205.36
A2C 246.52 ± 28.37 0.73 ± 0.11 0.30 ± 0.32 37.17 ± 15.80 64.62 ± 4.96 779.89 ± 29.44

POWER 245.75 ± 21.10 0.78 ± 0.09 0.33 ± 0.55 33.63 ± 13.37 64.83 ± 4.58 778.77 ± 23.58
TRPO 259.85 ± 20.80 0.76 ± 0.10 0.54 ± 0.61 32.08 ± 13.18 61.96 ± 5.74 789.64 ± 26.32

Table 7.8: Sample Efficiency comparison of NEAT+PGS against NEAT, A2C,
POWER and TRPO.

Sample efficiency can be understood as the learning speed of an algorithm
which is measured in terms of the number of samples used for achieving good
performance. Given this, we choose the following learning speed metric to mea-
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sure sample efficiency, i.e.,

Score =
1000∑
t=0

1

10000
Rt, (7.6)

where t is the tracking point (i.e., 10,000 samples), Rt is the average total reward
obtained after learning 10,000 samples across different trials. With the metric,
higher learning speed implies higher sample efficiency. Note that, the metric
can be intuitively interpreted as the area under the curve.

In Table 7.8, we present the sample efficiency comparisons measured by
using (7.6), and top three results for each game are highlighted. Evidently,
NEAT+PGS algorithms achieved highlighted results in most cases. For cases
on Freeway and Seaquest, the superiority of NEAT+PGS to PGS algorithms is
observably significant. For other cases, NEAT+PGS achieves competitive re-
sults to those PGS Baselines (even on Breakout). These findings indicate that
NEAT+PGS can be more sample efficient than NEAT and PGS algorithms on
RAM-based Atari games.

7.5 Chapter Summary

In this chapter, we have the primary goal to develop new techniques with evolu-
tionary feature learning to enhance the effectiveness of existing PGS algorithms.
We have successfully achieved the goal by developing two new PGS algorithms
enhanced by automated feature learning based on NEAT. The first algorithm
is called NEAT+RAC, which is designed to integrate a popular PGS algorithm,
i.e., RAC, with NEAT for automated feature extraction. The second algorithm is
called NEAT+PGS, where NEAT based feature learning is designed to support
a newly proposed three-state scheme that enables effective knowledge sharing
among multiple concurrently learning agents. Moreover, NEAT+PGS general-
izes NEAT+RAC by replacing the policy search component with modern PGS
methods that support policies with deep structures.

The development of NEAT+RAC in this chapter showed that the integra-
tion between RAC and NEAT brings two main advantages. First, different
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from most existing approaches that only concentrate on automated feature ex-
traction, the proposed NEAT+RAC algorithm can simultaneously find better
policies for the RL problems resulting in improved sample efficiency. Second,
compared to traditional policy search methods, NEAT+RAC can identify useful
state features that can be further reused in related learning problems. Experi-
ment results confirmed both of the two advantages of the proposed algorithm.
This work opens new possibilities of exploiting other cutting-edge AC-PGS al-
gorithms based on the same design principle of NEAT+RAC.

However, we also find that NEAT+RAC may fail to perform effectively on
large-scale problems due to two reasons. First, the original RAC is designed
to train simple policies represented as linear functions of policy parameters.
They can easily lose effectiveness while encountering complicated problems
that require non-linear and powerful models with deep structures. Second,
in the original design of NEAT+RAC, feature learning and policy learning are
heavily mingled in a single process, preventing easy sharing of learned knowl-
edge across multiple agents. These issues become major obstacles hindering
the learning effectiveness as well as the sample efficiency of NEAT+RAC when
solving large-scale problems.

Motivated by the limitations of NEAT+RAC for large-scale RL problems,
we have developed NEAT+PGS that seamlessly integrates NEAT based feature
learning and advanced PGS algorithms. In comparison to NEAT+RAC, this
scheme possesses two major advantages. First, a clear separation between fea-
ture learning and policy learning is realized in NEAT+RAC for effective knowl-
edge sharing and learning among agents so as to significantly improve the
sample efficiency. Second, a promising way of integrating NEAT with various
cutting-edge PGS algorithms is developed to enable effective training of deep
policy networks on large-scale RL problems. The experimental results also con-
firmed these advantages for NEAT+PGS.

In the future, we will further investigate the reliability of NEAT+PGS to
hyper-parameter settings. It is also interesting to investigate the effectiveness of
using other suitable evolutionary methods for training feature networks. Possi-
ble methods can be HyperNEAT, Evolutionary Strategies (Es), Covariance Ma-
trix Adaptation Evolutionary Strategy (CMA-ES) and so forth. These methods
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may be more suitable for IMAGE-based Atari game playing tasks rather than
RAM-based Atari game playing tasks. Additionally, we can explore possibili-
ties of using other advanced PGS algorithms such as Actor-Critic with Experi-
ence Replay (ACER) [229], Actor-Critic using Kronecker-Factored Trust Region
(ACKTR) [240], and Proximal Policy Optimization (PPO) [191]. By using these
techniques as mentioned earlier, we are expecting to tackle IMAGE-based Atari
games.
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Chapter 8

Conclusions

In the thesis, we have successfully achieved our overall goal, which is to de-
velop new effective Policy Direct Search (PDS) algorithms to tackle difficult RL
problems through different techniques. Firstly, the goal was to utilize historical
gradients for accurate policy gradient estimation through Primal-Dual Approx-
imation technique. Next, it was to enhance Covariance Matrix Adaption Evo-
lutionary Strategy (CMA-ES) based global search, and Proximal Policy Opti-
mization (PPO) based local search for better balancing between exploration and
exploitation. Thirdly, it aimed at, for PDS, stabilizing value function learning
through Sandpile Model and generalizing the compatible condition to support
flexible value function learning through q-logarithm. Lastly, it was to enhance
a variety of PDS algorithms through seamless integration with NeuroEvolution
based automated feature learning. Based on the understanding of general RL
obtained from an intensive review, we have decomposed this central objective
into four sub-objectives corresponding to four research questions:

(Q1) How can we improve learning effectiveness of step-wise learning based
Policy Gradient Search on solving difficult control problems by better uti-
lizing historical step gradients?

(Q2) How can we achieve state-of-the-art performance by better balancing
the exploration-exploitation trade-off with the use of Evolutionary Algo-
rithms and PGS algorithms?

229
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(Q3) How can we enable a more reliable and accurate value function learning
to further boost PGS for tackling difficult RL problems?

(Q4) How can we effectively find useful features via automated feature learn-
ing to facilitate PDS on particular RL problems?

To answer these questions, we first have investigated the challenges/limitations
of existing PGS algorithms. By utilizing different techniques, we have devel-
oped eight new PGS algorithms in the thesis that are capable of addressing the
challenges/limitations. We have empirically evaluated the proposed new algo-
rithms in comparison to the related PDS algorithms on a range of RL tasks from
the control/locomotion benchmarks to the Atari game playing tasks.

The remainder of the chapter first summarizes the major conclusions drawn
from the theoretical and empirical evidence presented in preceding contribution
chapters. Next, it examines the possible directions for future work.

8.1 Major Conclusions

Through substantial improvement of several existing PDS algorithms, this the-
sis has achieved (or even surpassed) the state-of-the-art performance on several
benchmark problems. More specifically, Chapter 4 demonstrates the proper uti-
lization of historical gradients enables more accurate estimation of policy gradi-
ents and hence significantly improves the efficacy of PGS. Following that, Chap-
ter 5 further shows that, with the support of EAs, cutting-edge PGS can better
balance the exploration-exploitation to achieve state-of-the-art performances.
Next, Chapter 6 shows that the effectiveness of traditional Actor-Critic algo-
rithms can be substantially enhanced through stabilizing the critic (i.e., value
function) learning and generalizing compatible features. Finally, Chapter 7 pro-
vides pieces of evidence that the learning performance of existing PGS algo-
rithms can be further improved by using useful features automatically extracted
from raw state inputs based on an evolutionary feature learning process.
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8.1.1 Effective Policy Direct Search through Primal-Dual Ap-

proximation

Chapter 4 has successfully answered the research question Q(1) and addressed
the research objective O(1) stated in Chapter 1 by proposing three Primal-Dual
Approximation (PDA) based PGS algorithms. The proposed algorithms im-
prove the learning effectiveness of traditional step-wise learning based pol-
icy gradient search algorithms. The improvement is achieved by adopting the
primal-dual approximation technique to obtain more precise policy gradient
estimation with the support of cumulative historical gradients.

With the development of the algorithms in the chapter, we have obtained
the following three findings:

• We have demonstrated that our PDA based PGS is a generalized frame-
work for step learning based PGS algorithms. Based on this new frame-
work, new learning rules have been successfully developed to transform
three existing step-wise PGS algorithms (i.e., Regular Actor-Critic, Natu-
ral Actor-Critic with Fisher Information Matrix and Natural Actor-Critic
with Advantage Parameters) into their respective new counterparts (i.e.,
Dual Regular Actor-Critic, Dual Natural Actor-Critic with Fisher Informa-
tion Matrix and Dual Natural Actor-Critic with Advantage Parameters).

• We have theoretically proved that all three PDA based PGS algorithms
can eventually converge under suitable conditions. The proof extends the
coverage of convergence guarantee to algorithms that rely on historical
gradients, to the best of our knowledge, which has never been explored
so far in the literature.

• We have empirically discovered that 1) PGS on linear parametric policies
with step learning strategy can be equivalently effective but more sam-
ple efficient in comparison to episodic learning strategy based PGS al-
gorithms, such as PPO with linear policies; 2) the proposed PDA based
PGS algorithms can perform significantly better than their original coun-
terparts.
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8.1.2 Proximal Evolutionary Strategy for Sample Efficient Pol-

icy Direct Search

Chapter 5 has successfully achieved the state-of-the-art performance as ques-
tioned in Q(2) and the objective O(2) in Chapter 1 by developing an EA (i.e., Co-
variance Matrix Adaptation Evolutionary Strategy (CMA-ES)) based deep pol-
icy search algorithm named Proximal Evolutionary Strategy (PES). In compari-
son to traditional PGS algorithms, the proposed algorithm has made three tech-
nical improvements. It firstly adopts a layer-wise training strategy for CMA-ES
to improve time/computation efficiency for training large Deep Neural Net-
works (DNNs). Secondly, its fitness evaluation is constructed on a proximal
performance lower bound based surrogate model that significantly reduces the
sample cost. Thirdly, it incorporates a new gradient-based local search tech-
nique to improve the effectiveness of the evolutionary policy search.

Through developing the PES algorithm, we have discovered the following
three findings:

• We have empirically shown that layer-wise learning can significantly re-
duce the computational cost for policy search without sacrificing on per-
formance. The finding justifies the first time in literature the possibility of
using CMA-ES to train large-scale deeply-layered networks.

• We have also found that PES can be more sample efficient than the ad-
vanced Evolutionary Algorithms, such as CMA-ES itself, OpenAI-ES, and
Uber-GA.

• We have demonstrated that local search enhanced learning (PES) can
further boost the learning effectiveness by fine-tuning the best solution
evolved by CMA-ES global search.

8.1.3 Reliable and Flexible Value Function Learning for Policy

Gradient Search

In Chapter 6, the research question Q(3) and the research objective O(3) in Chap-
ter 1 have been successfully addressed by developing two new Actor-Critic
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(AC) algorithms. In the first algorithm, we adopted a so-called Sandpile Model
(SM) with self-organizing behaviors into PGS to stabilize the critic learning.
With the SM, the value function can be learned in a self-adaptive manner that
prevents the learning from divergence. In the second algorithm, we generalized
the logarithm function used for constructing the compatible functions resulting
in flexible policy gradient estimation and effective PGS. Particularly, with the
generalization, we provide a flexible family of compatible functions which can
be applied to any PGS that follows the Policy Gradient Theorem (PGT).

By developing the two new algorithms, we have identified the following
three findings:

• We have demonstrated that the Sandpile Model enables self-adaptive and
stable learning of value functions. Reliable critic learning can further im-
prove the learning effectiveness of policy learning on a commonly used
PGS algorithm such as RAC.

• We have also identified and quantified, the strong relationship between
the reliability of critic learning and the effectiveness of policy learning.
This finding is essential for the future development of effective powerful
AC algorithms.

• We have experimentally discovered that the learning effectiveness of PGS
with generalized compatible functions can be noticeable, under suitable
conditions, improved in comparison to algorithms without using gener-
alized compatible functions. This finding shows that any PGS algorithms
that rely on standard compatible functions for critic learning can benefit
from our generalized new family of compatible functions.

8.1.4 Enhancing Policy Direct Search via Automated Evolu-

tionary Feature Learning

Chapter 7 has successfully addressed the research question Q(4) and achieved
the research objective O(4) in Chapter 1 by developing two new PGS algo-
rithms seamlessly integrated with a NeuroEvolution based feature learning. In
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the chapter, we first developed a PGS algorithm based on the commonly used
RAC algorithm by adopting a NEAT based feature extraction process, which is
named NEAT+RAC. Following that, NEAT+RAC is further generalized to vari-
ous PGS algorithm (i.e., NEAT+PGS) with better sample efficiency and learning
effectiveness. This is achieved by clearly separating feature learning from policy
learning.

With the development of NEAT+RAC and NEAT+PGS, we have obtained
the following findings:

• With the development of NEAT+RAC, we have experimentally demon-
strated that NeuroEvolution, as exemplified by NEAT, is capable of au-
tomating feature learning to extract useful features. Based on the extracted
features, the effectiveness of RAC can be further improved on various
complex RL problems.

• With the development of NEAT+PGS, we have found that, with the newly
designed three-stage learning scheme, NEAT+PGS can separate feature
learning from policy learning and achieves effective knowledge sharing
and learning across multiple parallel learning agents.

• With the development of NEAT+PGS, we have also empirically demon-
strated that the learning effectiveness can be further improved by inte-
grating with various PGS algorithms capable of training deep policy net-
works.

8.2 Limitations

Although the thesis has taken great efforts to address some issues existing in the
current literature, we acknowledged some potential limitations which could be
addressed in future research. Here, we identified that three aspects can be fur-
ther improved, i.e., manual network architecture, trial-and-error based hyper-
parameter tuning, and pre-defined reward settings.
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8.2.1 Manual Network Architecture

In this thesis, we have adopted commonly used architectures in the literature for
both policy and value function to maintain fair comparisons against baseline al-
gorithms. This may limit the true effectiveness of the algorithms. It is widely ac-
cepted that network architecture plays an important role to achieve effective RL.
For instance, Islam et al. [105] showed that policy network architecture can sig-
nificantly impact results in different PGS algorithms, such as TRPO and DDPG.
However, the architectures used in our research is manually designed, which
may not be able to show the true effectiveness of the algorithms.

8.2.2 Trial-and-Error based Hyper-parameter Tunning

The experiments in the thesis have followed the same conventional hyper-
parameter settings as reported in related literature whose algorithms are used
as baseline algorithms. The hyper-parameter settings also play a significant
role in eliciting the best performance of an RL algorithm. As reported in [96],
the performance of algorithms can be diminished due to poor hyper-parameter
settings, and such settings are often inconsistent in related literature. Though
we have taken efforts to apply trial-and-error approaches to test a range of set-
tings before applying any algorithms, it still has two limitations with regard to
hyper-parameter settings. First, it remains difficult to determine whether the
range we selected is appropriate and has good coverage of suitable settings.
Second, trial-and-error approaches have been widely accepted as a tedious pro-
cess.

8.2.3 Pre-defined Reward Settings

Another limitation of the thesis appears to be the pre-defined settings of reward
schemes for the benchmark problems used in our experiments. Reward settings
have already been shown as a key factor that may significantly affect the exper-
imental results as reported in [59, 96], and a well-learned reward function can
help improve the actual performance of the algorithms [212, 96]. However, it
can be biased to pre-define a reward function which may not cover the true
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landscape of the reward scheme of the environment.

8.3 Future Work

Though we have successfully answered the research questions raised in the the-
sis, the thesis apparently could not cover all the possible research directions that
deserve further studies. In this section, we intend to discuss the possible future
work following three directions, namely (1) to improve learning effectiveness
by combining improvements developed in the thesis, (2) to improve the effec-
tiveness by wisely combining model-based PDS with model-free PDS, (3) to im-
prove the effectiveness by developing transferable policies, transferable value
functions or other transferable key elements in RL, (4) to improve the effective-
ness by automating network architecture design and hyper-parameter tuning,
and (5) to improve both learning effectiveness and computational efficiency by
leveraging the cooperative co-evolutionary techniques.

8.3.1 Combining Improvements for Policy Direct Search

The thesis opens many possible directions for improving the effectiveness of
PDS for additional research. Besides exploring deeply into a single direction,
the combination across different directions may also be an effective way to
achieve the primary goal of our research. Combining different improvements
for one particular approach to improving its effectiveness is not new, for ex-
ample, the Rainbow algorithm proposed by Hessel et al. [98] combines six dif-
ferent extensions of the DQN algorithm and empirically shows the significant
improvement on effectiveness. Inspired by this, we can expect the additional
improvements in the learning effectiveness of existing PDS algorithms by com-
bining improvements achieved in the thesis.

In the thesis, we can summarize the technical contributions for boosting PDS
from four aspects:

• In PDA based PGS, We have adopted the PDA technique to construct ef-
fective policy gradient estimations.
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• In PES, we have used CMA-ES as global search in conjunction with PPO
based local search to better balance exploration-exploitation trade-off.

• In NEAT+PGS, we have employed NEAT based feature learning in com-
bination with PGS algorithms to automatically extract useful features so
as to further better promote policy search.

• In SM-RAC, we have stabilized value function learning to enable effec-
tive policy learning, and have further generalized compatible functions in
GCFA-RAC to obtain accurate policy gradient estimations.

Some of the improvements listed above can be combined effectively. For ex-
ample, NEAT+PGS can be integrated with PDA based PGS or PES algorithms to
extract useful features as well as to find good policies. Besides, GCFA-RAC can
be generalized to all PGS to achieve better effectiveness. Furthermore, PES can
be combined with PDA based PGS to encourage exploration and retain active
exploitation.

Though it seems straightforward to conduct the combinations across differ-
ent improvements directly in theory, there remain many challenges in practice.
For instance, the formulations of PDA based PGS are derived based on linear
represented policies while being trained via step-wise learning, and therefore
their direct applicability to deep policies is questionable. In consequence, the
combination of PDA based PGS and PES may not be accessible as expected.
Therefore, the study of how to properly combine these improvements and ad-
dress different challenges raised during the combination can be a good direction
to be further explored.

8.3.2 Model-based vs. Model-free

Sample inefficiency is one of the severe obsessions that hinders the practical us-
age of model-free reinforcement learning approaches. The key reason is that
model-free approaches learn from the sampled data with emphasis on the re-
ward scalar but overlooking other important information such as state transi-
tions. The issue can be solved by model-based approaches, which fully use
the sampled data to construct an approximate model of the environment. They
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learn the transition function as well as the reward function that is critical to an
MDP. Given the MDP model, one can either learn a value function via dynamic
programming [52] or improve policy by analytically computing the policy gra-
dients rather than inaccurately estimating the policy gradients based on newly
collected environment samples [53].

However, model-based approaches also have limitations. First, they require
substantial computational costs on constructing the model, and hence their ap-
plicabilities usually are restricted to finite and small MDPs [52]. Second, the
goodness of the policy found by model-based approaches may be suboptimal
due to the biases in the learned model.

These issues can be addressed effectively by developing hybrid methods
that can effectively leverage the benefits of both model-based and model-free
approaches. Some recent work has already started some studies in this direc-
tion, such as [19, 175]. However, these works either have only shown prelimi-
nary results on simple RL problems or have only focused on VIS as the model-
free part. Hence, there remains a large room for investigating how to bridge
the gap between model-based and model-free approaches, particularly model-
based PDS and model-free PDS.

8.3.3 Transfer Learning for Policy Direct Search

In Machine Learning, there is another promising sub-field called Transfer
Learning (TL). TL aims to develop methods capable of transferring/reusing the
knowledge learned from a set of source tasks onto a target task [46]. With the
transfer methods, it is expected to improve the learning performance on the
target task. The success of TL has already been widely witnessed in many Su-
pervised Learning tasks, such as recommendation systems, classification tasks,
and so forth [162, 203].

Many research work [181, 100, 203, 46, 124] have already studied the adop-
tion of TL into RL in order to solve difficult RL tasks. These works have
shown that many components in RL, such as policy parameters, state fea-
tures, or reward functions, can be learned via transfer learning rather than from
scratch [181, 100, 203, 46, 124, 236]. In this way, RL algorithms can either have
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a good starting point on a new task or reduce sample cost which can be very
expensive in some practical circumstances [236].

In the future, it can be foreseen that some of the algorithmic components of
RL discussed in this thesis can be further improved by using TL. For example,
the transferability of the reusable state features developed in Chapter 7 can be
further investigated. In addition, other algorithmic components improved in
our PGS algorithms, such as policy parameters trained by PES (see Chapter 5)
or value functions learned from SM-RAC (see Chapter 6), can also be learned
via TL. This understanding creates many possibilities for future research.

8.3.4 Automated Network Architecture Design

It is clear that network architecture has important impacts on the effectiveness
of NN model based learning as explained in [92, 230, 97]. It is agreed that signif-
icant architecture engineering is required for developing NN models [174, 137].
Recent research interests in ML domain mainly focus on designing new Net-
work Architecture Search (NAS) algorithms for automatically designing CNN
architecture to solve computer vision tasks such as as [174, 137]. Only a few re-
search work such as [230] briefly touched the impact of architecture design on
the learning effectiveness on solving RL problems. This implies that the topic
can be an interesting and potential research direction worth further investiga-
tion.

In this thesis, to maintain a fair comparison to our competing algorithms,
we have used a 2-layer architecture where each layer contains 32 neurons as
conventionally defined in [191, 189, 135]. The NN model with this architecture
can be sufficient enough to solve the testbeds used in this thesis. However, it
is not clear whether or not this architecture provides the most effective model.
Apparently, the trial-and-error process for the tunning architecture of an RL
model can be very time-consuming and sample inefficient, as each RL model
requires massive interactions to learn to be effective. A possible solution can be
explored for this problem is the combination of TL and NAS. More specifically,
we can search the architecture for an RL model on a simple task, and apply
it to a complex task with the help of TL. In this way, learning effectiveness is
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expected to be improved.

8.3.5 Automated Hyper-parameter Tunning

The right choices of hyper-parameters can result in the improvement of learn-
ing performance [96]. Traditionally, such hyper-parameters are either tuned
manually or via a trial-and-error process, which has been proven a tedious and
error-prone process[188]. Recent research has shown that such tunning process
can be automated by using meta-learning concepts [145, 188]. These work has
successfully demonstrated that automated hyper-parameter tunning can fur-
ther improve the effectiveness of solving RL problems.

Given this, to address the limitations of this thesis, we can first apply meta-
learning to learn hyper-parameters for our proposed algorithms. More specif-
ically, we can define the meta-learning process independent to the RL process
as another optimization process as evidenced by in [60]. Different from [60]
where the optimization process is defined as another RL process, we can use
EC approaches instead. Besides, we can also adopt Bayesian Optimization to
avoid trial-and-error approaches to tune the hyper-parameters. Bayesian Opti-
mization has recently applied to machine learning hyper-parameters tunning,
which achieves better performance while requiring fewer iterations than other
methods such as random search.

8.3.6 Cooperative Co-evolution for Policy Direct Search

Cooperative co-evolution is one type of evolutionary algorithms where differ-
ent species represent solution components mutually benefits each other. It aims
at reducing the problem complexity by modularizing each component. By re-
combining other components that are beneficial for solving the task, each com-
ponent is evolved toward a complete solution via measuring its contribution.
Many works have shown that cooperative co-evolutionary approach can out-
perform single population algorithms in many situations, as it is clear to think
that many problems can be decomposed into low-dimensional subspaces which
can be searched by separate species [141].
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The cooperative co-evolutionary approaches have already been adopted to
solve difficult RL tasks as evidenced in [245, 75, 235, 107, 108, 163]. These work
particularly have shown that the applicability of cooperative co-evolution on
training NN either at the level of a single neuron or the level of a group of neu-
rons [75]. In line with our layer-wised PES approach in Chapter 5, it is natural
to consider the potential use of cooperative co-evolutionary approach at a layer
level. In this way, weights of different layers can be decomposed as different
populations and can be co-evolved to further improve learning performance.
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