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ABSTRACT

Sea ice is a critical component of the polar climate system that is tightly coupled to the

ocean and atmosphere. It is highly heterogeneous, composed of discrete floes which

range in size across space and time. In this thesis, I use a combination of modelling and

observational approaches to investigate how different physical processes determine the

distribution of sea ice floe sizes. I construct the first global model that simulates floe

sizes arising from the interaction of different physical processes. Floe sizes are modi-

fied by lateral melt, lateral growth, freezing together of floes and wave-ice interactions.

By grounding process descriptions in underlying physics, observations of individual pro-

cesses can be used to constrain model parameters. In light of the sparseness of floe size

observations, I developed a novel methodology to constrain previously-unobserved floe

freezing processes from in-situ observations. Results from global coupled sea ice–ocean

model simulations are used to quantify the relative impacts of different processes on spa-

tial and seasonal variability in the floe size distribution, providing hypotheses that could

be tested by observational campaigns in the future. Under transient historical forcing, the

model suggests that the fragmentation of Arctic sea ice has significantly increased over

the satellite era.

I also seek to improve understanding of feedbacks between sea ice floe size and the

polar climate system. A fragmented ice cover exposes more ice area on the sides of floes

to the ocean than sheet ice, promoting lateral melt, which reduces surface albedo. Con-

ducting a statistical analysis of current climate models shows that inclusion of a lateral

melt parametrization improves simulation of sea ice concentration relative to observa-

tions. However, calculation of lateral melt using the model for prognostic simulation

of the sub-grid-scale floe size distribution results in little or no enhancement of lateral

melt at a hemispheric scale compared to a simple parametrization, although it is likely

to be important at smaller spatial and shorter temporal scales. The new model opens up

the possibility of coupling sea ice and ocean surface wave models and of including floe

size dependence in other processes, such as form drag, sea ice dynamics, ocean eddies and

ocean–atmosphere heat transfer, which may result in significant impacts for polar climate.
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Chapter 1

Introduction

The rapid decline of Arctic sea ice in recent decades is a particularly visible and striking

indicator of climate change. Although a large portion of sea ice melts and re-grows ev-

ery year, the area of perennial sea ice cover in the Northern Hemisphere has more than

halved since the beginning of the observational record in 1979 (Vaughan et al., 2013).

The Arctic may become seasonally ice-free by the middle of this century (Collins et al.,

2013). Meanwhile, the areal coverage of Antarctic sea ice has varied substantially but

with a slightly positive trend, although it is expected to decrease by the end of this cen-

tury (Ferreira et al., 2015).

Reductions in sea ice have direct impacts on society, such as loss of habitat for wildlife

and increased human access to the polar regions. Perhaps more importantly, changes in

sea ice have wide-ranging implications for Earth’s climate. The thin layer of bright sea

ice on the ocean surface acts to reflect incoming solar radiation and to insulate the rela-

tive warmth of polar oceans from the cold atmosphere above, while brine rejected during

freezing of sea ice drives movement of water masses in the ocean. Sea ice therefore plays

a role in local and remote weather systems (Vihma, 2014), ocean circulation (Pellichero

et al., 2018), and the sensitivity of the climate system to increased warming (Caldeira and

Cvijanovic, 2014).

Up close, sea ice is a fascinating and complex medium which can vary dramatically

in its appearance over mere metres. It is composed of floes, discrete masses of frozen

seawater, which range in both horizontal size and thickness. Lateral sea ice floe sizes

span orders of magnitude—from small floes on the order of centimetres to welded floes
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kilometres in diameter in the interior of the ice cover—and evolve in space and time. Sea

ice cover is affected by a multitude of physical processes on different timescales, includ-

ing melt on the top, sides and bottom of floes; movement and collisions driven by the

dynamical forces exerted by currents, winds and waves; and new ice formation dependent

on ocean conditions.

Mathematical models are essential tools for understanding the physics of this highly-

complex system, as well as providing projections and analysis of past and future change.

Sea ice models describe the key dynamical and thermodynamical processes that deter-

mine sea ice evolution. Naturally, the full complexity of the Earth system cannot be

represented in a computer model, so not all processes can be included, and those that are

must be parametrized in some way. Within a model grid cell, which can be 50-100 km

across for climate-scale studies, pieces of sea ice are typically assumed to have the same

size horizontally, with only the ice thickness varying.

The simplification of sea ice floe size to a single constant value may have adverse

consequences for the representation of physical processes in sea ice models. The sizes

of floes determine the total perimeter of ice floes exposed to the ocean, and therefore the

amount of melt that occurs around floe edges, or ‘lateral melt’ (Steele, 1992). Lateral melt

directly reduces sea ice concentration, in contrast to basal and surface melt which only

reduce sea ice concentration once sea ice thickness has been reduced to zero. Reductions

in concentration allow greater solar input in to the upper ocean, facilitating further melt,

a positive feedback loop that may be important for sea ice decay (Asplin et al., 2014).

Besides their effect on lateral melt, the different sizes of sea ice floes contribute to the

overall roughness of the sea ice surface, causing friction for atmospheric and oceanic flow

and affecting air-sea energy exchanges (Steele et al., 1989; Lüpkes et al., 2012). Mechan-

ically, smaller floes are likely to have more rapid, collisional interactions, while larger

floes deform slowly with frictional interactions at floe edges (Shen et al., 1987; Feltham,

2005; De Silva et al., 2015). The spatial distribution of floes determines the distribution

of open water areas within the ice pack, through which large transfers of heat can oc-

cur (Marcq and Weiss, 2012). Sea ice floes modulate ocean surface waves as they travel

through ice, viscously dissipating wave energy at small floe sizes and scattering wave en-

ergy at larger floe sizes (Montiel et al., 2016). More directly, predictions of floe sizes are
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relevant for polar operations, such as design of icebreakers, engineering calculations of

ice impact forces on coastal structures, and forecasts for shipping.

As well as enabling predictions of floe size and more realistic representation of climate-

relevant physical processes, models describing the sea ice floe size distribution could be

used to test our understanding of the underlying physics determining floe sizes. While

some studies have measured the sea ice floe size distribution from aerial photos or satel-

lite imagery (e.g. Wang et al. 2016), observations are limited in spatial and temporal

coverage. Although fracture of sea ice by ocean surface waves is thought to be important

in determining floe sizes (e.g. Toyota et al. 2006), its impact has not been quantified, and

the processes driving floe sizes are poorly understood.

Accordingly, this thesis presents work that makes advances in answering the following

research questions:

1. What are the processes that control the sea ice floe size distribution?

2. What is the relationship between sea ice floe size and the polar climate system?

3. How do we integrate observations and models to better understand sea ice?

In Chapter 2, I provide background reading on sea ice, its role in the climate system, sea

ice models and a review of studies on floe size. Chapter 3 analyses a suite of global climate

model simulations relative to satellite sea ice observations, examining whether models ex-

hibit consistent biases and discussing potential causes. Only the Southern Hemisphere is

considered in this chapter, as model agreement with observations is generally poorer in

the Antarctic than the Arctic, and few Antarctic-focused assessments exist in the litera-

ture. This has been published as

• Roach, L. A., S. M. Dean, and J. A. Renwick (2018a), Consistent biases in Antarctic

sea ice concentration simulated by climate models, The Cryosphere, 12(1), 365–

383, doi:10.5194/tc-12-365-2018.

Motivated by this, Chapter 4 describes implementation of a sub-grid-scale sea ice floe

size distribution in a global sea ice–ocean model. We present results from climatologi-

cal simulations demonstrating the impact of an evolving floe size distribution on sea ice

concentration and thickness. This has been published as
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• Roach, L. A., C. Horvat, S. M. Dean, and C. M. Bitz (2018b), An emergent sea ice

floe size distribution in a global coupled ocean–sea ice model, Journal of Geophys-

ical Research: Oceans, 123(6), 4322–4337, doi:10.1029/2017JC013692.

Chapter 4 highlighted the lack of studies on floe freezing processes, motivating an

observational study in Chapter 5. This tests our physical description of floe freezing

processes against observations, and has been published as

• Roach, L. A., M. M. Smith, and S. M. Dean (2018c), Quantifying growth of pancake

sea ice floes using images from drifting buoys, Journal of Geophysical Research:

Oceans, 123(4), 2851–2866, doi:10.1002/2017JC013693.

Findings in Chapter 5 supported the introduction of a new model parametrization to

describe floe sizes when ice is initially formed. In Chapter 6, I use a global sea ice–ocean

model with this improved description of floe freezing to quantify the role of different

processes in driving the floe size distribution, and to investigate change in the floe size

distribution in a changing climate. In Chapter 7, I discuss how the different chapters

address the three research questions, and conclude in Chapter 8.

4
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Chapter 2

Background

This chapter provides background reading on sea ice, its role in the climate system, cli-

mate models and development of sea ice models. I conclude with a review of studies on

sea ice floe size, which sets the scene for the original pieces of research that follow.

2.1 Sea ice

A distinctive feature of the polar regions is sea ice, a thin solid layer of frozen sea water.

Sea ice floats in the ocean due to the unique properties of water. Water is made up of

two positively-charged hydrogen ions and a negatively-charged oxygen ion. As water is

cooled, the motion of water molecules slows down and, approaching the freezing point, a

crystalline structure maintained by hydrogen bonds begins to form. Below the ‘maximum

density temperature’ (4 oC for fresh water), the effect of negative oxygen ions repelling

one another overcomes thermal contraction, and the molecules cannot contract further.

The density of water therefore decreases as water is cooled below the maximum den-

sity temperature to the freezing point (Greenwood and Earnshaw, 2012). The crystalline

structure of the solid phase (ice) is less dense than liquid water, so it can float. This is

in contrast to most other substances, which only contract and become denser as they are

cooled.

The structural properties of water determine circulation in bodies of fresh and salt

water. Above 4 oC, if a body of freshwater is cooled from above, convection will occur

as the top layer becomes denser than the water below and sinks. If the top layer is cooled

below 4 oC, its density decreases, suppressing convection and stratifying the water col-
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umn. In the case of seawater, the presence of salt ions delays the formation of crystalline

structures as temperature decreases. This lowers the freezing point of seawater to around

-1.8 to -2 oC and the maximum density temperature to below the freezing point (Weeks

and Ackley, 1986) for typical polar ocean salinities (30 to 35 psu, Zweng et al. 2013).

Therefore, seawater density always increases with decreasing temperature during the liq-

uid phase, unlike freshwater. If seawater is cooled from above, the top layer becomes

denser than the seawater below, and it is prone to convection throughout cooling. The

presence of a vertical salinity gradient in the Arctic and Antarctic Oceans stabilizes the

water column so that convection in this upper ‘mixed’ layer is generally limited to the up-

per 30-50 m (Talley et al., 2011). Exceptions occur in high-salinity regions where sea ice

formation rejects dense brine and promotes deep convection, such as on the continental

margins around Antarctica (Killworth, 1983).

Several metres of the upper layer must be lowered to or below the freezing point

for ice formation to occur (Weeks and Ackley, 1986), which is achieved more quickly

in stably-stratified freshwater than convecting seawater. Once the upper oceanic mixed

layer is cold enough, small needle-like crystals called frazil (e.g. Fig. 2.1a) form, ex-

pelling salt. Salt ions cannot fit into the crystal structure of ice and are expelled during

freezing. Although most is rejected into the ocean beneath, some liquid brine remains

trapped in pockets within the ice. In very calm, cold conditions, frazil crystals will join

together into a smooth unbroken surface of sheet ice called nilas (e.g. Fig. 2.1d). Ni-

las are initially almost transparent, with thicknesses of around 1 - 10 cm. As heat is

conducted away from the relatively warm ocean, the ice thickens by congelation growth,

where ice crystals grow downwards from the established ice cover into the water. Conge-

lation growth slows down as the ice thickens, since the heat flux is inversely proportional

to ice thickness.

When turbulence is present, a common occurrence in the open ocean, frazil crystals

are stirred through a thin portion of the upper ocean layer. When this ‘soupy mess’ (Weeks

and Ackley, 1986) reaches a crystal volume fraction of around 40 % it transitions to a

more solid form (Martin and Kauffman, 1981), and can reach thicknesses of up to a metre

(Weeks and Ackley, 1986). Winds and waves may herd the crystals into circular aggrega-

tions called pancakes, which are initially slushy but solidify into distinguishable shapes

with upturned edges from repeated collisions with one another (e.g. Fig. 2.1b). Pancakes

6



(a) Frazil crystals (b) Pancakes

(c) Cemented pancakes (d) Nilas

(e) Pack ice with a small ridge (f) Fractured ice

Figure 2.1: Photographs of sea ice types in the Ross Sea, Antarctica taken by the author during the PIPERS
cruise (April - June 2017).
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can expand laterally and freeze together (see Chapter 5 for more details) and may also be

joined together by nilas if conditions quiesce. Sheets of welded or ‘cemented’ pancakes

(e.g. Fig. 2.1c) can then thicken by congelation growth. Often the presence of visible

pancake edges gives a clue as to their initial formation. The different growth processes

result in sea ice of quite distinct appearances.

Further heterogeneity in the appearance of ice is introduced by snow, melt processes

and mechanical behaviour. Snow falls on sea ice, increasing the already high reflectivity

of the surface and the insulation between the ocean and atmosphere. The weight of snow

can push the ice surface below sea level, allowing snow-ice to form during freezing con-

ditions. In the summer, sea ice ablation occurs at the bottom and around the sides of floes.

The ocean may be warm enough to facilitate the phase change from solid to liquid. If the

ocean temperature is below the melting point of the sea ice, the phase change requires

transport of salt to the phase boundary, and the ice dissolves rather than melts (Woods,

1992). Melt occurs on the top surface of the ice when air temperatures exceed 0oC, as is

common in the Arctic but less so in the Antarctic, allowing heterogeneous melt ponds to

accumulate in depressions on the ice surface. Sea ice melt is a source of freshwater which

acts to stabilize the water column.

Winds and currents move sea ice around, sometimes pushing floes into one another

causing ridging, where ice piles up as floes collide (e.g. Fig. 2.1e), or rafting, where floes

slide over one another, during convergent motion. Areas of open water, called leads, are

opened up in the ice pack as a result of divergent motion and shear, as well as melting.

If high strain rates are exerted on ice floes by the passage of ocean surface waves, floes

fracture into smaller pieces (e.g. Fig. 2.1f). The existence of these different processes

and their interaction result in dramatic variation in the appearance of sea ice over small

spatial scales.

2.2 Sea ice observations

Sea ice concentration, the fraction of a spatial area covered by sea ice, can be inferred

from the brightness temperature of Earth’s surface as measured by passive microwave

radiometers. Observational uncertainty exists in sea ice concentration products due to

differences between the algorithms used to convert passive-microwave signals into sea

8



ice concentration (see Chapter 3 for more details). Differences between observational

datasets are smaller when considering quantities integrated over large areas such as hemi-

spheric sea ice extent, which is defined as the area of all grid cells in each hemisphere

with a fractional coverage of sea ice greater than 15 % (Notz, 2014).

These observations show that the sea ice surrounding Antarctica exhibits a stronger

seasonal cycle than Arctic sea ice, with Southern Hemisphere sea ice extent varying from

around 3 to 18 million km2 each year (Parkinson and Cavalieri, 2012), compared to 5 to

15 million km2 in the Northern Hemisphere on average (Cavalieri and Parkinson, 2012).

The two poles have different geographies that influence their behaviours. The Arctic is

largely surrounded by land, so ice can build up and form areas of thick ridging. The

Antarctic is much more exposed to the open ocean; its sea ice is generally more mobile

and thinner (Washington and Parkinson, 2005).

The 40-year record of satellite sea ice concentration observations reveals striking sea

ice trends in the Arctic as the climate has warmed. Over this period, the largest reduc-

tion in sea ice extent has occurred in the month of September, with a trend of −12.8 ±
2.3 % per decade over 1979-2018 relative to the 1981-2010 average (Fig. 2.2a, Fetterer

et al. 2017). The largest trends in the Antarctic also occurred during its fall season, but

show a small increase, of 2.8± 3.7 % per decade in March over 1979-2018 relative to the

1981-2010 average (2.2b, Fetterer et al. 2017). Southern Hemisphere sea ice extent has

high variability, with a recent record high winter maximum in 2014 followed by a second

lowest summer minimum in 2016 and record low winter maximums in 2016 and 2017

(Fig. 2.2b).

The thickness of sea ice is needed to obtain a picture of sea ice in three dimensions.

Since 2010, satellite radar altimeter has provided Arctic-wide measurements (in autumn,

winter and spring) of sea ice freeboard, which is the distance between the water level

and the top surface of sea ice. This can be converted to sea ice thickness by assuming

that floes are floating in hydrostatic equilibrium, such that the upwards pressure gradient

is balanced by the downwards force of gravity (Tilling et al., 2018). The conversion re-

quires estimates of snow depth, which are the greatest source of uncertainty in this data

(Tilling et al., 2018) and remain a significant problem for Antarctic retrievals. Thickness

measurements have also been made by submarine, upward looking sonar, airborne elec-

9



Figure 2.2: Monthly ice extent anomalies plotted as a time series of percent difference between the extent
for the month in question and the mean for that month based on the January 1981 to December 2010 data.
The anomaly data points are plotted as plus signs and the trend line is plotted with a dashed grey line.
Caption and figures reproduced from Fetterer et al. (2017).

tromagnetic soundings and in-situ drill holes, which do not provide a continuous record

and are limited in spatial coverage, particularly for the Antarctic. Reanalysis data, from

models that assimilate some observations to produce a hindcast, are often used to aug-

ment the sea ice thickness record (e.g. Schweiger et al. 2011; Massonnet et al. 2013).

Combining methods, it is estimated that Arctic summer sea ice volume has declined by

three quarters since the 1980s (Vaughan et al., 2013). It is not known how Antarctic sea

ice thickness has changed (Vaughan et al., 2013), although reanalyses suggest a slight in-

crease in thickness where concentrations have increased (Massonnet et al., 2013; Holland

et al., 2014).

10



Other variables characterizing sea ice that can be observed by satellite include sea ice

age (e.g. Maslanik et al. 2011), melt pond coverage (e.g. Rösel and Kaleschke 2012), and

floe size (e.g. Hwang et al. 2017). Of these, records of floe size are the most sparse in

time and space. See Subsec. 2.7 for a review of floe size observations.

2.3 Sea ice and the climate system

Changes in sea ice have global relevance, due to the role of sea ice in the climate sys-

tem. The climate system consists of five main components: the atmosphere, hydrosphere,

cryosphere, land surface and biosphere (Baede et al., 2001). There are many complex

and non-linear interactions between the various components on different timescales. The

atmosphere reacts to changes in boundary conditions on short timescales of hours to days,

sea ice over days to months, the deep ocean over centuries and Antarctic ice sheets over

millennia (Neelin, 2010). Non-linearity, inherent in the equations for fluid flow used to

describe the atmosphere and ocean, results in chaotic behaviour in some elements of the

climate system. The climate system generates a region’s climate, often defined as the

mean and variability of weather on decadal timescales for the region (Baede et al., 2001).

Statistically significant changes in the mean or variability of climate are referred to

as ‘climate change’ (Baede et al., 2001). Such changes may result from forcing external

to the system or variability internal to the system. Incoming radiation from the Sun is

the main driver of our climate system and must be balanced by outgoing radiation. The

average top-of-atmosphere net radiation is zero in an equilibrium climate state. Changes

in solar radiation as well as changes in the properties of the atmosphere which determine

the amount of infrared radiation emitted back to space (such as the composition of trace

gases which absorb and emit infrared radiation) alter this balance (Baede et al., 2001).

Changes in climate also arise from internal natural variability. One example is the North

Atlantic Oscillation, a pattern of sea level pressure differences between the Icelandic Low

and the Azores High which fluctuates without any particular periodicity. Besides external

forcings and internal variability, the climate system is further complicated by feedbacks,

whereby the result of a process may amplify or reduce its original effect.

A well-known and long-recognized positive feedback relates to sea ice albedo, the
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amount of radiation reflected from the surface of sea ice. When reflective sea ice melts,

it exposes a darker ocean surface, permitting more absorption of solar radiation, which

in turn enhances ice melt. Early studies hypothesized that this effect would cause global

warming to first manifest in the polar regions (Manabe and Stouffer, 1980). As Arctic

sea ice has declined, expanding areas of open ocean absorb more heat during the summer,

which must be released to the atmosphere in fall before ice can refreeze. This plays a sig-

nificant role in the ‘Arctic amplification’ of atmospheric warming, at a rate around double

that of the mid-latitudes (Serreze et al., 2009; Screen and Simmonds, 2010).

Besides this reflective effect of sea ice, which acts to cool the ocean during the sum-

mer months by preventing it from absorbing solar radiation, during the winter months sea

ice insulates the warm ocean and prevents it losing heat to the atmosphere. A thinner

sea ice cover provides less insulation, cooling the ocean, and driving more ice produc-

tion. This is a negative feedback known as the ice-thickness-ice-growth feedback, which

can be more simply expressed as ‘thin ice grows faster than thick ice’ (Bitz and Roe,

2004). A related dynamical feedback also occurs as thin ice converges and deforms more

easily than thicker ice, creating open water and allowing more ice production (Vavrus,

1999). These stabilizing processes act against the runaway loss of polar ice cover, known

as ‘small ice cap instability’ (Brooks, 1925), that could be expected from the ice-albedo

feedback.

Sea ice plays a major role in the transformation of ocean water masses, bodies of

water with identifiable physical properties that distinguish them from the surrounding

waters. The formation of sea ice, which rejects brine, creates a denser surface water layer

and impacts ocean stratification. In the Southern Ocean sea ice region, freshwater fluxes

associated with sea ice are the dominant component in surface buoyancy flux estimates

(Pellichero et al., 2018). Formation, transport and melt of sea ice redistributes freshwater

from high to low latitudes, driving meridional overturning ocean circulation (Pellichero

et al., 2018). Sea ice formation is essential for production of Antarctic Bottom Water

(Ohshima et al., 2016), the densest water layer in the deep ocean and a sink for heat and

carbon dioxide. A recent modelling study suggested that projected reduced Antarctic sea

ice formation and associated increased stratification would allow warm Circumpolar Deep

Water to enhance basal melting of ice shelves, with consequences for global sea level rise

(Naughten et al., 2018).
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In the Arctic, buoyancy fluxes associated with sea ice decline could explain the reduc-

tion in strength of the Atlantic Meridional Overturning Circulation (AMOC) (Sévellec

et al., 2017), which is believed to have slowed down by about 15 % since the mid twen-

tieth century (Caesar et al., 2018). Increased precipitation, river run-off and melt from

the Greenland Ice Sheet also contribute to surface freshening, and the exact contribution

of sea ice is unclear. The AMOC transports warm waters polewards, and so reductions

in the AMOC would lead to regional climate changes in the mid-latitudes. Sea ice de-

cline has also been linked to weather changes in the mid-latitudes, for example colder

winters over Northern Eurasia and eastern North America (Cohen et al., 2012), wetter

European summers (Screen, 2013) and more persistent weather extremes (Francis and

Vavrus, 2012). However, the large inter-annual variability, short observational record and

limited mechanistic understanding of these potential remote responses currently preclude

robust conclusions on the role of sea ice (Vihma, 2014). Locally, however, sea ice change

has been to shown to cause changes in the near-surface atmosphere, particularly during

winter (Alexander et al., 2004; Rinke et al., 2006) and with largest impacts in the marginal

ice zone (Rinke et al., 2006).

The tight coupling of sea ice to the ocean and atmosphere complicates investigation

of causal relationships. The vertical scale of sea ice (O(m)) is much smaller than the ver-

tical scale of the ocean (O(103m)) and atmosphere (O(104m)), and it responds quickly

to the other climate system components. In the Antarctic, atmospheric patterns and asso-

ciated winds are thought to drive most inter-annual sea ice variability, through advection

of warm and moist or cold and dry air masses, as well as impacts on sea ice motion (see

review in Hobbs et al. 2016). The then-record low Antarctic sea ice extent in 2016 coin-

cided with record atmospheric circulation anomalies (Turner et al., 2017). The Antarctic

Circumpolar Current (ACC) constrains the location of the sea ice edge in the Southern

Hemisphere (Nghiem et al., 2016). In the Arctic, the sea ice edge is constrained by the

presence of continents (Eisenman, 2010), and the perennial sea ice cover is increasingly

vulnerable to a warm reservoir of Atlantic water beneath it (Polyakov et al., 2017). These

are just some examples of coupling between the sea ice, ocean and atmosphere.
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2.4 Climate models

These kind of climate system relationships can be investigated using global climate mod-

els (GCMs), numerical representations of the climate system based on the physical, chem-

ical and biological properties of its components (Flato et al., 2013). Essentially based on

conservation of mass, energy and momentum on a rotating sphere, they model interac-

tions between the various land, sea, air and ice processes. Equations are converted to

finite difference form for numerical solutions. Models are forced by energy from the sun

and can incorporate other external forcings such as carbon dioxide emissions, volcanoes

and aerosols.

Resulting variables are simulated on coordinate grids spanning the Earth and with a

number of vertical levels. Grid resolution is a trade-off between accuracy and computa-

tional cost. Models exist at all scales of complexity, with the most advanced solving the

full discretized equations of motion. These advanced models include coupling between

the atmosphere and ocean and incorporate a sea ice component.

There are three fundamental sources of uncertainty in climate model projections:

• Scenario uncertainty: future external forcing is not known

• Internal variability: inherent noise within the climate system due to its chaotic na-

ture

• Modelling uncertainties: missing physics and structural and parameter uncertainties

Clearly, future forcings on the climate system such as the quantity of emitted green-

house gases, changes in solar radiation and volcanic eruptions are unknown. We do not

consider scenario uncertainty in this thesis and discuss only historical simulations. Like

the natural world, complex climate models exhibit considerable internal variability on a

variety of timescales. Minute differences in atmospheric initial conditions can have a sub-

stantial impact on climate trajectories, yet still represent the same ‘model climate’ (Kay

et al., 2015). Internal variability is a significant issue when comparing climate models to

observations, as discussed in Chapter 3. The use of a coupled ocean–sea ice model with

prescribed atmospheric forcing rather than coupled to a dynamical atmosphere model, as

in Chapters 3 and 4, imposes one realization of atmospheric variability. This strongly
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constrains the system and limits variability in the ocean and sea ice response.

Modelling uncertainty is the error source most relevant to this thesis. Many different

models exist: the Intergovernmental Panel on Climate Change (IPCC) compared over 50

models from 20 modelling groups in its latest model inter-comparison project (CMIP5,

Taylor et al. 2012) over 2010 to 2014. Models may incorporate different processes and

produce simulations in different ways. All models have to make some approximations to

represent complex physical processes at discrete points and times. Most global climate

models have horizontal grid scales of order 100km or more. This means that, for exam-

ple, small-scale turbulent motion in the ocean is poorly represented, although it transports

a significant amount of ocean heat (e.g. Zhao et al. 2018). Models try to address is-

sues like this by using parametrizations, whereby processes which occur on a sub-model-

resolution spatial scale are simplified by a single number, a statistical representation, or

an assumed functional dependence on large-scale resolved variables (Washington and

Parkinson, 2005). Parameter uncertainty is introduced by choice of constant parameter

values to represent variables that vary in time and/or space, or do not correspond to phys-

ical quantities. Simulations can be very sensitive to the parameters chosen (Gregory,

2004; Roach et al., 2017). Models may differ in choice and structure of parametrization

schemes, contributing to structural uncertainty. Many physical processes are poorly ob-

served and simply cannot be well-represented.

2.5 Development of sea ice models

The positive climatic feedback of sea ice in amplifying temperature changes has long

been known to climatologists (Brooks, 1926). The sea ice-albedo feedback was included

in the first energy balance models of Sellers (1969) and Budyko (1969), by setting the

ocean albedo to a high value at low sea surface temperatures to represent sea ice. This is

an example of a parametrization with a functional dependence on sea surface temperature.

The additional role of sea ice as an insulating shield between the atmosphere and ocean

and as a source or sink for freshwater was noted during the development of the very first

coupled climate models in the late 1960s (Bryan, 1969). These early models included a

simple sea ice component based on large-scale heat balance, with a limited representation

of sea ice transport.
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In the 1960s and 1970s, there were major advances in models for sea ice thermo-

dynamics (e.g. Untersteiner 1964, Maykut and Untersteiner 1971, Semtner 1976) and

dynamics (e.g. Parmerter and Coon 1972, Coon et al. 1974, Hibler 1979). A dynamic-

thermodynamic sea ice model (including an ice thickness distribution, rheology and mo-

mentum balance) was not coupled to an ocean model until the late 1980s (Hibler and

Bryan, 1987). Since then, sea ice models have steadily become more complex. In the

following subsections, I summarize some key developments in the various components of

sea ice models.

2.5.1 Ice thickness distribution

Bulk properties of sea ice depend strongly, and in some cases entirely, on sea ice thick-

ness. For example, the thicker the sea ice, the greater resistance to compression and the

larger the magnitude of ice strength. Much more heat is transferred from the ocean to the

atmosphere where there is thin or no sea ice: if leads represent 1% of the ice pack, half of

all ocean to atmosphere heat transfer occurs through these leads (Thorndike et al., 1975).

Growth and melting of sea ice depend strongly on sea ice thickness, for example through

the ice-thickness-ice-growth feedback (Bitz and Roe, 2004). The early models of Bryan

(1969) and Bryan et al. (1975) described evolution of a single uniform ice thickness in

each grid cell. However, the area covered by a typical global sea ice model grid cell could

in reality contain many types of sea ice, ranging from frazil ice on the order of centimetres

to large ridges 10 - 20 m thick.

To capture thickness variations, most current sea ice models divide ice in each grid

cell into a finite distribution of thickness categories (Table 3.1). Thorndike et al. (1975)

were the first to describe a theory for the ice thickness distribution (ITD). Their ITD arises

from two opposing mechanisms: thermodynamic processes acting on the top and bottom

of the ice which strive for a single equilibrium ice thickness, and mechanical processes

forming leads and pressure ridges, seeking extremes in ice thickness. Generally, dynamics

dominates at shorter timescales and thermodynamics at longer timescales. We describe

the ITD theory in detail here due to its relevance for the theory of the floe size distribution

(see Sec. 2.7 and Chapter 4).
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Consider for each point ~x a region R(~x) in the ice pack with an area R and a length

scale much greater than the typical length scale of floes, ridges and leads. LetA(h1, h2) be

the area within R covered by ice of some thickness h, which lies between two thickness

limits h1 and h2, such that h1 ≤ h ≤ h2. The thickness distribution g(h) is then defined

by ∫ h2

h1

g(h) dh =
1

R
A(h1, h2), (2.1)

such that g(h)dh is the fraction of ocean surface covered by ice with thickness between

h and h+ dh. The ice thickness h can assume values from zero, where it represents open

water, to some upper bound hmax. Outside of these limits, g vanishes. Integrating Eqn.

2.1 between these limits gives a conservation equation∫ hmax

0

g(h) dh = 1. (2.2)

When a finite area of ice has a uniform thickness h1, in the limit h1 −→ h2, A(h1, h2) is

finite and g(h) = δ(h− h1).

It is assumed that every subregion of R(~x) has nearly the same ITD as R(~x) itself,

so that the function is continuous. A further assumption made is that the density of ice is

constant. The detailed velocity of the ice pack is reduced to a smoothed velocity ~v which

is near-linear overR, so the ITD has a flux ~vg.

Using an Eulerian description in thickness space, the time rate of change of the ITD

is then equal to the divergence of its flux plus sources and sinks. The sources and sinks

here are thermodynamic processes and mechanical redistribution, ψ. Thermodynamic

thickening of ice is described by a growth rate function f , with units length per unit time.

Its magnitude is determined by the flux balance at the top and bottom of the ice, thermal

history of ice, distribution of liquid brine inclusions and the thicknesses of ice and snow.

Feedbacks between thermodynamic ice changes and the boundary layers are neglected.

To describe the thermodynamic processes, it is useful to define a cumulative thickness

distribution:

G(h) =

∫ h

0

g(h′)dh′,

which is the fractional area of ice that is thinner than h. If ice changes its thickness
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thermodynamically at a rate f , then ice thinner than h at time t will be thinner than

h+ fdt at time t+ dt. Hence,

G(h, t) = G(h+ fdt, t+ dt) (2.3)

= G(h, t+ dt) + f
∂G

∂h
dt+O(dt2). (2.4)

Differentiating with respect to time,

∂G

∂t
= −f ∂G

∂h
= −fg, (2.5)

and differentiating with respect to thickness,

∂

∂h
(
∂G

∂t
) =

∂g

∂t
= − ∂

∂h
(fg). (2.6)

Hence the governing ITD equation is:

∂g

∂t
= − ∂

∂h
(fg)−∇.(g~v) + ψ. (2.7)

The terms on the right hand side represent respectively the change in the thickness distri-

bution due to thermodynamic growth/melt, advection of the ice thickness distribution by

sea ice dynamics and redistribution of ice between thickness categories due to mechanical

processes.

For mechanical redistribution, g(h) is always discretized as a series of Dirac delta

functions. For thermodynamic changes in thickness space, g(h) was initially simulated

using an Eulerian discretization, where it is assumed that g(h) is distributed uniformly

between each category boundary, with the mean thickness of a category always at the

midpoint between category boundaries (Hibler, 1980). This method is simple, but dif-

fusive if too few categories are used. Today’s models use a discretization for g(h) that

is piecewise continuous with linear functions between category boundaries (Lipscomb,

2001).
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2.5.2 Thermodynamics

The first global models computed local freezing and melting from the heat balance be-

tween the atmosphere and ocean, neglecting the heat capacity and salt content of sea ice

(Bryan, 1969). They assumed that snowfall augments thickness, while rain passes directly

into the ocean, and allowed local melting to alter ocean salinity (Bryan, 1969). Around

the same time, Maykut and Untersteiner (1971) constructed a detailed model of sea ice

thermodynamics in one dimension, including the effects of ice salinity, brine pockets

trapped within the ice, heat from penetrating shortwave radiation, vertical variations in

ice density, conductivity, and specific heat. This was discretized on a vertical grid with

10 cm spacing and at the time was too computationally expensive to be incorporated into

a three-dimensional model. This model was simplified by Semtner (1976) into both a

three-layer and a zero-layer version, which assumed a linear temperature profile in the ice

and neglected storage of latent and sensible heat. Despite errors in seasonal ice thickness

(Semtner, 1976) on the order of 50 %, which were shown to have implications for predic-

tions of Arctic change (Semtner, 1984), the zero-layer model was widely adopted and is

still used in some models considered for CMIP5 (Table 3.1).

Bitz and Lipscomb (1999) developed an energy-conserving treatment of internal heat-

ing and surface melting, including a parametrization for brine pockets, that used multiple

internal ice layers. This assumes a fixed salinity profile in the ice and may not be suitable

for young first year ice. Some new models (e.g. Hunke et al. 2015) include a formulation

which treats sea ice as a mushy layer (Feltham, 2005), i.e. a matrix of pure solid ice

bathed in its impurity rich melt (brine), and allows prognostic evolution of salinity.

A range of schemes are used for sea ice albedo. The simplest use fixed values for a

limited number of ice types (cold snow, cold ice, melting ice and melting snow, for exam-

ple) or linearly interpolate between them for different surface temperatures (e.g. Gordon

et al. 2000). Intermediate schemes have albedos with dependence on the temperature and

thickness of ice and snow and on the spectral distribution of the incoming solar radiation,

assuming exponential decay of solar radiation as it penetrates into the ice, for example

the Community Climate System Model (CCSM3) parametrization (Briegleb et al., 2004).

State-of-the-art multiple-scattering schemes calculate reflected, absorbed and transmitted

shortwave radiation for the various ice and snow layers based on prescribed inherent op-

tical properties, for example the Delta-Eddington parametrization (Briegleb and Light,
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2007). The latter case can account for melt ponds, with melt pond area and volume in

each ice thickness category evolving according to ice and snow melt, rainfall, and in

some cases ice topography (Flocco et al., 2010). Melt pond schemes usually only impact

sea ice by their radiative properties, but work is underway to include the impacts of melt

pond drainage and re-freezing in sea ice thermodynamics (e.g. Flocco et al. 2015).

Most of the thermodynamics described above can be represented in one dimension.

Changes in sea ice also occur laterally, i.e. in two dimensions. To include lateral changes,

Parkinson and Washington (1979) introduced a fourth term on the right hand side of Eqn.

2.7 to represent lateral melting using a portion of positive energy input in leads within the

ice based on the lead area. Similarly, new frazil ice was permitted to grow in leads in the

case of negative energy input. Ebert and Curry (1993) included a similar scheme, which

assumed that all solar energy absorbed by the ocean to the depth of the ice thickness was

used for lateral ablation, using an empirical form for the absorption of solar energy sug-

gested by Maykut and Perovich (1987). This was thought to overestimate lateral melt.

The fraction of available ocean heat used for lateral melting should depend on floe size

and geometry, variables which are not explicitly simulated in large-scale sea ice models.

A common approach today is to assume a single fixed sea ice floe size to calculate the sea

ice perimeter and assume a uniform melt rate around floe edges following Steele (1992)

(Table 3.1). In models without an explicit lateral melt term, it is assumed that lateral

melting is accounted for implicitly by the bottom melting of thin ice (Bitz et al., 2001;

Vancoppenolle et al., 2009).

2.5.3 Dynamics

In the early model of Bryan (1969), ice was advected in-step with ocean currents, together

with some lateral diffusion, and it was assumed that all motion ceases when the ice reaches

some critical thickness. This approach is still used in some models (e.g. HadCM3, Gor-

don et al. 2000). However, most of today’s sea ice models include equations for sea ice

momentum, a constitutive law that describes the material properties of the ice (rheology),

transport, and mechanical deformation.
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Hibler (1979) proposed a momentum balance equation to calculate ice velocity:

m
D~u
Dt

= −mf~k × ~u+ ~τa + ~τw −mĝ∇H + ~F . (2.8)

Here, ~k is a unit vector normal to the surface, ~u is the ice velocity, f is the Coriolis

parameter, m is the ice mass per unit area, ~τa and ~τw are the forces due to air and water

stresses, H is the sea surface height and ~F is the force due to internal stress. Fi =

∂σij/∂xj is calculated from some constitutive law,

σij = σij( ˙εijP ), (2.9)

where σij is the two-dimensional stress tensor, ˙εij = 1
2
( ∂ui
∂xj

+
∂uj
∂xi

) is the strain rate tensor

and P is the ice strength. The constitutive law describes the rheology of the material (how

it flows and deforms), and relates the stress tensor to the ice velocity.

Different rheologies for sea ice have been suggested based on field campaigns, no-

tably the Arctic Ice Dynamics Joint Experiment (AIDJEX) in the early 1970s. Coon

(1972) was the first to suggest that pack sea ice could be described as a plastic mate-

rial, i.e. after some critical stress is applied, irreversible deformations are induced. Coon

et al. (1974) modelled plastic behaviour and allowed elasticity for certain strain states,

but this required substantial mathematical complexity. Hibler (1979) described a simpler

approach of treating sea ice as a non-linear viscous compressible material, which acts

as a plastic at normal deformation rates and as a linear viscous fluid which ‘creeps’ for

very small deformation rates. This viscous-plastic (VP) approach has limited time-step

stability, and was not implemented in climate models for some time. A parametrization

of sea ice dynamics as a cavitating fluid (CF) where the ice pack is assumed to have no

shear strength (Flato and Hibler, 1992) was widely adopted instead. The introduction of

an artificial time-dependent elastic term into the viscous plastic law (EVP) (Hunke and

Dukowicz, 1997) improved numerical efficiency and a number of current models use this

scheme (Table 3.1). Although the VP scheme improved simulation of sea ice dynam-

ics (Kreyscher et al., 2000), concerns over accuracy have been raised (Gray, 1999; Coon

et al., 2007; Rampal et al., 2008) and alternative rheological schemes are an active area of

research (Tsamados et al., 2013; Dansereau et al., 2016). Note that both the VP and CF

approaches assume that the mixture of sea ice floes and leads can be treated as a contin-

uum.
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The ice strength P has been described using an empirical function that is linear in

thickness and exponential in concentration, allowing ice to strengthen as it thickens, and

capturing the weakness of low-concentration ice and the strength of high-concentration

ice (Hibler, 1979). Rothrock (1975) described an alternative scheme where the ice strength

is related to the work done during mechanical deformation (ridging). They assumed that

the work done in deforming the material is equal to the energy sinks during ridging,

namely potential energy production and frictional energy loss.

Rothrock (1975) proposed a form for mechanical redistribution, ψ, by considering di-

vergence (where open water is exposed), convergence (where open water closes up and

thin ice may be rearranged into ridges or piles) and shear (where force along some cracks

leads to open water creation and pressure ridges). Other mechanisms, such as thermal

cracking or uneven hydrostatic loading, are neglected. ψ is a function of the strain rate

tensor, a physical quantity that describes the rate of change of the deformation of a mate-

rial. Assuming that ice has no directional properties (it is isotropic), ψ depends only on

two invariants of the strain rate tensor.

The form for ψ is constructed subject to the following constraints. Integrating Eqn.

2.7 subject to the ITD conservation equation shows that mechanical redistribution com-

pensates any gain or loss in area. Unlike thermodynamics, mechanical redistribution does

not change volume per unit area, i.e.
∫ hmax

0
hψdh = 0. In the case of divergence, it is as-

sumed that open water is exposed to make up for the ice area exported from the region. In

the case of convergence, thin ice is converted into thicker ice to make room for the flux of

ice into the region. We must (a) specify the ITD of ice participating in ridging, (b) specify

a rule to transform thin to thick ice while conserving volume, and (c) calculate the ITD

of newly ridged ice. Simple rules for this were proposed by Hibler (1980) and Thorndike

et al. (1975), but more complex schemes have been used since then (e.g. Lipscomb et al.

2007). In the case of pure shear, some component normal to the crack will cause local

deformation and redistribution, using the same ridging and opening modes.

Given the momentum equation, constitutive law and ice strength, the ice velocity field

can be calculated. Then, the sea ice must be advected whilst conserving mass and energy,

requiring continuity equations. For the ice area fraction in thickness category n, ain, this
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is
∂

∂t
ain +∇.(uain) = 0, (2.10)

with similar forms for ice volume, snow volume, ice energy, snow energy and area- or

volume-conserving tracers. A variety of numerical schemes are used to solve these trans-

port equations.

2.6 CICE

We use the Los Alamos sea ice model CICE5.1 (Hunke et al., 2015) in Chapters 3, 4 and

6. It is also used within a number of state-of-the-art global climate models, including

the latest Hadley Centre models HadGEM2 and HadGEM3, and the Community Earth

System Model CCSM4. CICE contains a comprehensive description of sea ice processes,

which is arguably the best available for use within GCMs. Different physics can be se-

lected by the user; for example it can be run using different rheologies, and with a fixed

salinity profile, or the mushy layer scheme. This section describes the main physical

equations of the model and the settings used in the experiments described in this thesis.

Whether run as part of a coupled climate model or in stand-alone mode, CICE re-

quires atmospheric and oceanic forcing input through a flux coupler. The atmospheric

forcing data include wind velocity, specific humidity, air density, air potential temper-

ature and air temperature at a given atmosphere level height, as well as shortwave and

longwave radiation, and snowfall and rainfall rates. The oceanic forcing data include the

freezing/melting potential, sea surface temperature, sea surface slope and surface ocean

currents.

The principal equation used in CICE is Eqn. 2.7 as proposed by Thorndike et al.

(1975). This is solved by partitioning the ice pack into Nc discrete categories for ice

thickness plus one for open water. Bitz et al. (2001) showed that Nc = 5 was sufficient

to capture most large-scale behaviour. Two of the terms on the right hand side are set to

zero in turn, and then each transport equation is solved separately.

The Nc thickness categories consist of Ni ice layers and Ns snow layers. Model de-

faults are Ni = 4 and Ns = 1, with thicknesses ∆hi = hi/4 and ∆hs respectively. The

enthalpy q is the negative of the energy required to melt a unit volume of ice or snow and
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raise its temperature to 0oC.

Balancing fluxes at the top and bottom interfaces (with all fluxes positive downwards),

the net surface energy flux from the atmosphere to the ice, Fo, is,

Fo = Fs + Fl + FL↓ + FL↑ + (1− α)(1− io)FSW . (2.11)

The first and second terms on the right hand side are the sensible heat flux Fs = Cs(Θa−
Tsfc) and the latent heat flux Fl = Cl(Qa−Qsfc). Here, Cs and Cl are non-linear turbulent

heat transfer coefficients, which are calculated from drag coefficients in the atmospheric

boundary layer, Θa and Qa are the air potential temperature and air specific humidity, and

the surface humidity is Qsfc = q1 exp−q2/Tsfc /ρa, where q1 and q2 are constants, and ρa
is air density. The third and fourth terms are the incoming longwave radiation, FL↓, and

the emitted longwave radiation FL↑ = εσT 4
sfc, where the constants ε and σ are emissivity

and the Stefan-Boltzmann constant. The fifth term on the right hand side is absorbed

shortwave radiation, where α is the shortwave albedo, and io is the fraction of absorbed

shortwave flux that penetrates into the ice, both calculated from the albedo parametriza-

tion, and incoming shortwave FSW is provided by the forcing.

We use the CCSM3 parametrization for surface albedo (see above). Shortwave radia-

tion is attenuated through the ice according to Beer’s Law,

I(z) = Io exp−kiz, (2.12)

where I(z) is the shortwave flux that reaches depth z beneath the surface without being

absorbed, and ki is the bulk extinction coefficient for solar radiation in ice, set to a con-

stant value for visible wavelengths. A fraction FSW↓↓ passes into the ocean.

The heat flux from the ice into the ocean, Fbot is given by

Fbot = −ρwcwchu∗(Tw − Tf ), (2.13)

where the constants ρw and cw are the density and heat capacity of sea water, ch = 0.006

is the heat transfer coefficient, u∗ =
√
| ~τw|ρw is the friction velocity, and Tw and Tf are

the sea surface temperature and salinity-dependent freezing temperature, respectively.
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Then, given the ice and snow thickness, temperature and enthalpy as well as the sur-

face forcing at the interfaces at time m, the thermodynamics model advances the tem-

perature to m + 1 by solving a set of equations for the new temperatures and computing

any melting or growth. Each temperature is coupled to the temperatures of the layers im-

mediately above and below it by finite difference heat conduction equations. This matrix

equation is solved to obtain new temperatures at time m + 1, given temperatures Tsfc, Ts
and Ti,k at timem. These equations can be formulated using one of three thermodynamics

schemes. The experiments conducted for this thesis use the scheme described in Bitz and

Lipscomb (1999), which assumes a fixed ice salinity profile.

In the ocean, frazil ice can form in the thinnest ice category (see Sec. 4.3 for further

details). At the top surface of the ice, ice can melt via conduction if Tsfc ≥ 0. If Tsfc < 0,

it is required that Fo = Fct. Hence

qδh = (Fo − Fct)∆t if Fo > Fct else qδh = 0. (2.14)

Fct is the conductive heat flux from the surface to the ice interior. If the layer melts com-

pletely, Fct can begin to melt the next layer; if the bottom layer melts completely, energy

is added to the ocean mixed layer.

Ice cannot grow at the top surface by conduction. However, snow-ice can form here.

If snow falls and piles up below sea level, it is replaced by the same level of sea ice. Snow

or ice can sublimate and vapour can form snow or ice via the latent heat flux, according

to

δh =
Fl∆t

ρLv − a
. (2.15)

At the bottom surface of the ice, both growth and melting can occur via imbalance of the

ice-ocean heat flux (Eqn. 2.13) and conductive heat flux at the bottom surface, Fcb =

Ki,N+1(TiN − Tf )/∆hi. The growth or melting is determined by

qδh = (Fcb − Fbot)∆t. (2.16)

At the ice edge, a fraction of ice is melted laterally following Steele (1992), assuming that

melting occurs uniformly at a rate wlat around the perimeter of each floe, with the total

perimeter calculated by assuming a fixed floe size of L = 300 m. See Subsec. 3.3.4 for a
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derivation of the change in concentration due to lateral melt.

The dynamics scheme uses Eqn. 2.8, with internal stresses calculated from the EVP

constitutive law. The ice strength is computed at the start of each timestep from the

ridging parametrization and is then held fixed. The momentum and stress equations are

subcycled around 120 times, updating the stresses, viscosities and velocities. The scheme

for mechanical redistribution follows Thorndike et al. (1975) with the improvements sug-

gested by Lipscomb et al. (2007). CICE uses a 2-D incremental remapping scheme for

the transport of basic state variables (Lipscomb and Hunke, 2004), with which transport

of additional tracers is computationally cheap (Hunke et al., 2010).

2.7 Sea ice floe size distribution

As introduced in Chapter 1, sea ice is made up of individual floes which vary widely in

horizontal size. The size of floes may be important for the polar climate system. Below

I review relevant literature regarding observations and models of the sea ice floe size

distribution.

2.7.1 Definition of the floe size distribution

The concept of a floe size distribution (FSD) was first described by Rothrock and Thorndike

(1984). Supposing P is some constant property of a sea ice floe relating to its size, they

define a fractional area F in some region R (with area R) covered by floes for which P

is not less than some constant value p as

F (p,R) =
1

R

∫ ∫
R
H[P (x, y)− p] dx dy , x, y ∈ R. (2.17)

Here, the Heaviside function H(q) = 1 if q ≥ 0 and H(q) = 0 if q < 0. As p tends to

zero, F (0+, R) is the ice concentration, while F (0, R) = 1.

The definition accounts for floes which overlap the boundary of R, for which only

the area of the floe within R is included, but the value of P is for the whole floe. The

property P could be floe area, some representative floe length scale, or perimeter; their

observations suggest that these properties are highly correlated so any could be used in

26



the distribution.

Besides the cumulative areal distribution F , an alternative description is the cumula-

tive number density N(p,R), the number of floes per unit area in a regionR for which P

is no less than p. The non-cumulative probability density function, n(p) dp, which is the

fractional number of floes with size between p and p + dp, is another alternative. Differ-

ences between cumulative and non-cumulative distributions are discussed further in Stern

et al. (2018a).

2.7.2 Observations of floe sizes

Unlike sea ice concentration, sea ice floe sizes cannot be obtained from passive microwave

radiometers. They can be estimated from images captured by cameras carried by aerial

vehicles, visible-band satellites (e.g. Landsat, MODIS, MEDEA) and synthetic aperture

radar (SAR, e.g. TerrSAR-X, RADARSAT-2) using image processing tools to separate

individual floes (e.g. Fig. 2.3). Table 2.1 shows a selection of observational studies,

including image types, region, dates and total areal coverage. The spatial and temporal

coverage of observations is limited (Figs. 2.4 and 2.5), and the range of floe sizes resolved

varies between studies (Table 2.1). Naturally, observational uncertainty is introduced by

(and not limited to) (1) lack of distinct floe edges, (2) floes at sizes below the image

resolution, (3) floes extending beyond the image frame, and (4) visual interference such

as cloud cover in visible-band imagery. Some studies use similar methods (Stern et al.,

2018a), but a comprehensive intercomparison of image processing methods for floes has

not yet been carried out.

Nearly all studies fit power laws to either the cumulative or non-cumulative floe num-

ber density distribution, i.e. for the non-cumulative distribution n(p) = cp−α for some

normalization constant c and an exponent α > 0. The equivalent cumulative distribution

would be N(p) = Cp−α+1 for normalization constant C = c/(α− 1). In most cases (see

Table 2.1), the value of the exponent is obtained from a least squares regression on a log-

log plot, which may lead to biased estimates of the exponent, and depends on the binning

of the data (Clauset et al., 2009). Only two studies in Table 2.1 conduct goodness-of-fit

tests to determine whether the data are power-law distributed (Hwang et al., 2017; Stern

et al., 2018b). Although power law exponents are reported, the data do not universally
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show straight lines in log-log space (e.g. Fig. 2.6 below reproduced from Wang et al.

2016; Steer et al. 2008; see also discussion in Herman 2010). A limited amount of floe

size data (Hartmann et al., 1992; Kottmeier et al., 1994) has also been fit to a function of

sea ice concentration (Lüpkes et al., 2012), but little information on this data is accessible

so it is not shown in Table 2.1.

Figure 2.3: An example showing the process to extract ice floes from (A) a camera photo. Image taken
from the helicopter at 5:14 on November 5 and (B) MODIS image on September 24. For each case, upper
figure shows original video image with each ice floe outlined in red after the process of determining ice
edges; and lower figure shows extracted floes to be measured. For (A) the area is 1933 m x 2254 m and 630
ice floes are included for analysis. For (B) the area is 131 km x 126 km and 838 ice floes are included for
analysis. Figure and caption reproduced from Toyota et al. (2011).
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Figure 2.4: Temporal coverage of studies listed in Table 2.1. Black squares denote dates for which any
study reports any floe size data at any resolution. The higher coverage in 2013 and 2014 is from MODIS
data in Stern et al. (2018a), which only resolves floes greater than 2 km in diameter.

Figure 2.5: The total spatial coverage (summed over all dates) of imagery from studies listed in Table 2.1
that (red) resolves floe sizes below 1 km and (black) resolves floe sizes below 300 m in diameter, relative
to (blue) the sum of the Arctic and Antarctic approximate average maximum sea ice extents (15 and 18
million km2 respectively, totalling 33 million km2).

An often-reported phenomenon in the cumulative number distribution is a ‘transition,’

or point-of-inflexion, such that the slope of the distribution differs between two floe size

regimes (Toyota et al., 2006, 2011, 2016; Geise et al., 2017). This is sometimes referred

to as a ‘split power law’ (Bennetts et al., 2017). It has also been reported in the non-

cumulative number distribution (Steer et al., 2008). Toyota et al. (2006, 2011) hypothe-

sized that this transition occurs at the minimum floe size that can be fractured by flexural

strain imposed on the ice by ocean surface waves (Mellor, 1986) and therefore does not

appear in the FSD for the ice interior (Toyota et al., 2016). Geise et al. (2017) also argued
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Figure 2.6: The floe size number density estimated from MEDEA images (visible-band, resolution of 1 m)
in black and RADARSAT-2 images (synthetic aperture radar, resolution of 100 m) in grey, in the Beaufort
and Chukchi Seas in August 2014. Figure 13a reproduced from Wang et al. (2016).

that the transition arose from wave fracture, although they were unable to reproduce it in

the fracture model they proposed.

However, this behaviour can also be interpreted as gradual bending rather than a sharp

transition (Herman, 2010), and—as discussed at length by Stern et al. (2018b)—may arise

simply due to a truncation effect. If a non-cumulative distribution is a power law, then the

equivalent cumulative distribution defined on a finite size range (i.e. an upper-truncated

power law) shows concave-down curvature (Stern et al., 2018b). Any under-sampling of

large floes, for example due to the limited size of the domain, may also contribute to the

bending of curves for large sizes (Wang et al., 2016; Stern et al., 2018b). It is not clear

whether the reported ‘split power law’ arises from mathematical considerations, under-

sampling or the underlying physics governing floe sizes.

A re-analysis of all data reported by studies included in Table 2.1—which calculates

exponents appropriately, tests goodness-of-fit, excludes the range of sizes under-sampled

and uses a non-cumulative distribution to avoid truncation effects—is needed. Regret-

tably, much of the data is not publicly available. Moreover, the published studies cover

a handful of dates and small regions (Figs. 2.4 and 2.5), despite the large inter-annual,

seasonal and spatial variability in floe size (e.g. Rothrock and Thorndike 1984; Perovich

and Jones 2014). This limits our understanding of the inherent properties of the FSD, as
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well as how it evolves.

2.7.3 Processes driving floe sizes

Observational studies have speculated how different physical processes drive variability

in floe sizes, with most focusing on the role of ocean surface waves. Besides the change

in power law exponent with floe size (Toyota et al., 2006; Steer et al., 2008; Toyota et al.,

2011, 2016; Geise et al., 2017), the power law exponent has also been observed to vary

with distance from the ice edge (Paget et al., 2001; Inoue, 2004). The location of a marked

change in the exponent may correspond to the furthest distance that penetrating ocean sur-

face waves are able to fracture ice (Paget et al., 2001; Inoue, 2004). Wave fracture occurs

in discrete events (Perovich and Jones, 2014), such as storms, which result in a weak trend

towards either smaller floes or a greater number of floes (Holt and Martin, 2001). As well

as fracturing ice, the wave field also places a limit on the size of new floes forming during

freezing conditions (Shen et al., 2001; Shen, 2004). Other processes that may play a role

in determining floe sizes include lateral melt (e.g. Perovich and Jones 2014), the freezing

together of floes (e.g. Toyota et al. 2006), floe collisions (e.g. Lu et al. 2008), and the

melting apart of floes along ridges or other weak points (e.g. Steer et al. 2008, Arntsen

et al. 2015).

2.7.4 Importance of floe sizes

The sizes of floes are thought to have wider importance for the climate system due to

their role in determining the amount of melt occurring on the sides of floes (Steele, 1992).

Lateral melt depends on the perimeter of floes per unit area, so a region of small floes

would melt faster than a region of large floes (Steele, 1992; Arntsen et al., 2015). The

lateral melt rate is very sensitive to the distribution of floe sizes (Toyota et al., 2006).

Lateral melt expands the area of open water, lowering surface albedo and allowing

heat transfer between the atmosphere and ocean (e.g. Asplin et al. 2012), and could cause

greater open water expansion than an equivalent amount of bottom or surface melt. This

increases solar heat input to the upper ocean—an important factor in Arctic sea ice decay

(Maykut and Perovich, 1987; Maykut and McPhee, 1995) and possibly the dominant fac-
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tor in Antarctic sea ice decay (Nihashi and Ohshima, 2001)—and may result in a positive

feedback (Asplin et al., 2014; Perovich et al., 2008). Fractured ice may also allow waves

to penetrate further into the ice pack, another positive feedback, increasing susceptibility

to lateral melt (Asplin et al., 2014). The lateral melt feedback has been implicated in rapid

ice loss events in the Arctic (e.g. Perovich et al. 2008; Asplin et al. 2014) and in regional

variability of Antarctic sea ice trends (Kohout et al., 2014).

Besides lateral melt, the FSD plays a role in other physical processes relevant to the

polar climate system. The sizes of floes determine the rheological behaviour of sea ice,

with small and spaced-out floes behaving like a viscous material with collisional interac-

tions, and closely-packed large floes like a plastic material (Shen et al., 1987; Feltham,

2005; De Silva et al., 2015). The distribution of floe edges affects surface roughness

(Steele et al., 1989; Lüpkes et al., 2012) and may be important for local sea ice drift and

atmospheric fluxes (Lüpkes et al., 2012). Ocean eddies may develop at floe edges due to

melting and freezing around floes (Smith, 2002; Horvat et al., 2016). The spatial distri-

bution of floes has some relation to the spatial distribution of leads, the dominant control

on turbulent heat transfer between the ocean and the atmosphere in the Arctic (Marcq and

Weiss, 2012). Floe size also impacts the evolution of wave spectral properties within sea

ice cover (Montiel et al., 2016).

2.7.5 Modelling floe size

In contrast to the large number of observational studies conducted during the decades fol-

lowing Rothrock and Thorndike (1984), climate model implementations of FSD were not

considered until very recently. Discrete-element models consider individual floes (e.g.

Herman 2016) but at present only simulate two dimensions. If CMIP5 models include

representation of floe size at all, it is in the form of a single fixed floe diameter used only

to calculate lateral melt (e.g. Steele 1992).

Lüpkes et al. (2012) proposed a functional dependence of average floe diameter on sea

ice concentration based on observations by Hartmann et al. (1992) and Kottmeier et al.

(1994) with large uncertainties (Lüpkes et al., 2012). This form for floe diameter has been

implemented in CICE for the calculation of form drag (Tsamados et al., 2014) and lateral

melt (Tsamados et al., 2015), but has limited observational justification. Areas of high

sea ice concentration may consist of closely-packed small floes (e.g. Fig. 2.1b and f).
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Variation in floe size below the grid resolution for large-scale models can be large and

the sub-grid-scale distribution of sizes is important for determining lateral melt (Toyota

et al., 2006). Moreover, given that observations exhibit some power-law-like behaviour,

the FSD will not be well-characterized by an average size (Clauset et al., 2009).

Dumont et al. (2011) and Williams et al. (2013a,b) considered temporal evolution of

the FSD due to fracture by ocean surface waves, but constrained the FSD to fit a split

power law distribution following Toyota et al. (2011). Besides the concerns discussed

by Stern et al. (2018b) and summarized above, this approach does not allow the FSD

to freely evolve under different physical processes. Following these studies, and almost

concurrently, Zhang et al. (2015) and Horvat and Tziperman (2015) described evolution

of a sub-grid-scale floe size distribution due to thermodynamic and dynamic processes,

presenting results from single-column models. A strong advantage of the Horvat and

Tziperman (2015) approach in comparison to the Zhang et al. (2015) approach is the defi-

nition of a joint floe size and ice thickness distribution (FSTD), as well as the descriptions

of processes affecting the FSTD based on underlying physics. At the beginning of this

PhD project, neither approach had been implemented in a large-scale sea ice model.

During this PhD, Zhang et al. (2016) demonstrated results from the Zhang et al. (2015)

approach in an Arctic-wide model. Bennetts et al. (2017) presented an alternative model

for evolution of floe sizes that had no sub-grid-scale variation. Other groups have begun

work on the topic, which is increasingly attracting attention in the sea ice modelling

community. This may have been sparked by recent studies alluding to the importance

of the FSD (Perovich et al., 2008; Asplin et al., 2014; Kohout et al., 2014; Arntsen et al.,

2015). The present study advances understanding of the sea ice floe size distribution to

aid this emerging field of research.
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Chapter 3

Consistent biases in Antarctic sea ice
concentration simulated by climate
models

This chapter, published as Roach et al. (2018a), presents an assessment of Antarctic sea

ice simulated by current climate models relative to satellite observations. Simulation

of Antarctic sea ice is generally poorer than Arctic sea ice, but few studies have com-

prehensively assessed it. Previous model evaluations have focused on sea ice extent; in

contrast, this work uses alternative metrics that account for sea ice concentration values

and the regional distribution of sea ice. We find that models show consistent biases in

sea ice concentration relative to observations, and that these can be partially explained

by model representation of lateral melt. We carry out numerical experiments with a cou-

pled ocean–sea ice model that indicate that representation of sea ice concentration is

sensitive to the constant floe size parameter used to calculate lateral melt. This motivates

prognostic simulation of sea ice floe size, which is investigated in Chapter 4.

3.1 Abstract

The simulation of Antarctic sea ice in global climate models often does not agree with ob-

servations. In this study, we examine the compactness of sea ice, as well as the regional

distribution of sea ice concentration, in climate models from the latest Coupled Model

Intercomparison Project (CMIP5) and in satellite observations. We find substantial dif-

ferences in concentration values between different sets of satellite observations, particu-
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larly at high concentrations, requiring careful treatment when comparing to models. As a

fraction of total sea ice extent, models simulate too much loose, low-concentration sea ice

cover throughout the year, and too little compact, high-concentration cover in the summer.

In spite of the differences in physics between models, these tendencies are broadly consis-

tent across the population of 40 CMIP5 simulations, a result not previously highlighted.

Separating models with and without an explicit lateral melt term, we find that inclusion of

lateral melt may address the over-estimation of low-concentration cover. Targeted model

experiments with a coupled ocean–sea ice model show that choice of constant floe diam-

eter in the lateral melt scheme can also impact representation of loose ice. This suggests

that current sea ice thermodynamics contribute to the inadequate simulation of the low-

concentration regime in many models.

3.2 Introduction

The cycle of sea ice growth and melt in the Southern Ocean is one of the largest seasonal

signals on Earth. The heterogeneity of the sea ice cover and distribution of open water ar-

eas determine regional albedo, the reflectivity of the Earth’s surface. This in turn impacts

entrainment of irradiative energy into the ocean mixed layer (Asplin et al., 2014) and the

atmospheric energy budget (Previdi et al., 2015). Sea ice production, which increases

salinity, in areas of open water strongly impacts the rate of Antarctic Bottom Water for-

mation (Goosse et al., 1997), the deepest water mass. Regional sea ice concentration thus

plays an important role in the coupled climate system.

Coupled climate model output collated by the World Climate Research Programme

(WCRP) under the Coupled Model Intercomparison Project (CMIP) protocol are a valu-

able resource for understanding Earth’s climate system. Over 20 groups worldwide have

contributed simulations to the latest project (CMIP5) from their models, many of which

are developed independently and include different physics. The sea ice components of

these models range in complexity, from single-layer, ocean-advected, limited-rheology

models (e.g. HadCM3; Gordon et al., 2000) to multi-layer, multiple thickness category

models with a non-linear viscous plastic rheology and explicit melt pond formation (e.g.

NorESM; Bentsen et al., 2013; Hunke et al., 2015). Advances in Earth system modelling

have somewhat improved simulation of Arctic sea ice compared to the previous inter-

comparison project (CMIP3) (Stroeve et al., 2012), although this may reflect changes in
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forcings (Rosenblum and Eisenman, 2016) or tuning strategy (Notz, 2015) rather than

changes in model physics. Simulation of Antarctic sea ice is not considered to have im-

proved (Mahlstein et al., 2013).

To make assessments like these, most model evaluation studies quantify agreement

between sea ice models and observations using sea ice extent, which is simply the area

of all grid cells with more than 15 % sea ice concentration. Turner et al. (2013) find a

wide range of seasonal cycles and trends in Antarctic sea ice extent across the CMIP5 en-

semble. Compared to observations, they find that a majority of models underestimate the

minimum sea ice extent in February. Shu et al. (2015) evaluate simulated sea ice volume

and thickness as well as sea ice extent, finding that the CMIP5 multi-model ensemble

mean sea ice extent is fairly well simulated, though worse in the Antarctic than in the

Arctic, but suggest that the sea ice cover is generally too thin. Zunz et al. (2013) find that

all models overestimate inter-annual variability of Antarctic sea ice extent, particularly

in winter. They conclude that no CMIP5 model produces Antarctic sea ice in reasonable

agreement with observations over the satellite era.

Using only sea ice extent means that these model evaluation studies do not take into

account any sub-grid-scale sea ice information, or the regional distribution of sea ice. As

discussed by Notz (2014) and Ivanova et al. (2016), model simulations with the same

sea ice extent could have very different sea ice cover characteristics. Notz (2014) instead

examines the frequency distribution of summer Arctic sea ice concentration, finding that

around half the CMIP5 models have a ‘compact’ ice cover (> 0.4 of grid cells with more

than 90 % sea ice concentration) and the rest have a ‘loose’ ice cover. Ivanova et al.

(2016) present a similar analysis for the Antarctic, but show only the CMIP5 multi-model

mean and do not discuss the results in detail, focusing instead on the alternative metrics

they developed.

In this study we examine model agreement with observations using various simple

metrics that account for sea ice concentration values and the regional distribution of sea

ice. Our aim is to identify biases in Antarctic sea ice that are common across multiple

models. We then carry out targeted model experiments to investigate the role of sea ice

model thermodynamics in these biases.
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3.3 Methods

3.3.1 CMIP5 Models

A series of experiments from different global climate models were carried out for the

Coupled Model Intercomparison Project, Phase 5 (CMIP5; Taylor et al. 2012). Output is

freely available online from the Program for Climate Model Diagnosis and Intercompari-

son. The historical experiments, which are forced by observed natural and anthropogenic

forcings, end in 2005. To obtain a more contemporary overview, we also consider the first

nine years of projection experiments from the mid-range mitigation emission scenario

(RCP4.5). Due to the availability of observations (see below), we conduct analysis using

1992-2014. We select the first ensemble member for all models that provide monthly sea

ice concentration for both the historical and RCP4.5 experiments, resulting in a set of 40

models (see Table 3.1).

3.3.2 Observations

Passive microwave radiometers deployed on satellites measure the brightness temperature

of the Earth’s surface, and can be used to infer sea ice concentration. There can be large

differences between satellite observations (Bunzel et al., 2016), as various observational

data sets apply different algorithms to convert passive-microwave signals into sea ice

concentration. As summarized by Ivanova et al. (2014), differences between algorithms

are caused by (1) choice of radiometer channels; (2) tie-points, which are the brightness

temperatures used to identify different surfaces; (3) sensitivities to changes in physical

temperature of the surface; and (4) weather filters, which correct for atmospheric effects

falsely indicating the presence of sea ice.
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To account for some of this product uncertainty, we use three observational data sets:

the Bootstrap algorithm (Comiso, 1986), the NASA Team algorithm (Cavalieri et al.,

1984) and the ASI algorithm (Kaleschke et al., 2001; Spreen et al., 2008). We do not

consider datasets that merge different observation methodologies. Bootstrap uses clus-

ter analysis of brightness temperatures from two channels (19 GHz and 37 GHz vertical

polarization in the Antarctic), applies an ocean mask and is available from 1979 at a

resolution of 25 km. NASA Team uses ratios of brightness temperatures (which tends

to cancel out physical temperature effects) from three channels (19 GHz in the vertical

and horizontal, 37 GHz in the vertical), removes weather contamination based on certain

spectral gradient ratios and is available from 1979 at a resolution of 25 km. The ASI

algorithm uses the difference in brightness temperatures between horizontal and vertical

polarization at 85 GHz, uses lower frequency channels at lower resolution to filter at-

mospheric effects (which are more apparent at 85 GHz than lower frequencies), and is

available from 1992 at a resolution of 12 km. We choose to conduct our analysis over

1992-2014. Bootstrap and NASA Team data are available as monthly output; ASI-SSMI

data is only available as daily output so the concentration fields are averaged for each

month.

Differences between the three selected data sets are large: in the Antarctic, the NASA

Team algorithm shows the marginal ice zone (defined as the extent of sea ice with con-

centration between 15 % and 80 %) to extend over 2 million km2 more than the Bootstrap

algorithm in the winter months (Stroeve et al., 2016). NASA Team is more sensitive

to clouds and wind over open water than the Bootstrap mode (Andersen et al., 2006),

while the high-frequency ASI algorithm is also sensitive to such atmospheric effects

(Spreen et al., 2008). Bootstrap is more sensitive to physical temperature changes than

NASA Team, and may underestimate concentrations at low temperatures, such as near

the Antarctic coast (Comiso et al., 1997). For low concentrations, atmospheric effects,

which generally lead to falsely increased sea ice, become increasingly important (Ander-

sen et al., 2006). The weather filters/ocean masks used to correct these differ between the

different algorithms.

Besides structural uncertainty in observational algorithms, systematic biases common

to all three products are possible. Lack of validation data (Ivanova et al., 2014) mean

it is difficult to quantify this, but accuracy is understood to be lower in the presence of
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melt ponds or other surface melt effects (Ivanova et al., 2014), which may act to lower

retrieved concentrations; large fractions of thin ice (Ivanova et al., 2015); and stormy

conditions near low concentrations (Andersen et al., 2006). Transitions between ice type

can cause differences in emissivity (Grenfell and Comiso, 1986), but because models do

not simulate ice types such as grease ice, this issue should not impact model-observation

comparisons.

In this study, for some of the analysis we consider the three observational data sets

individually. In order to compare the sea ice concentration distribution from the set of

models against observations, we create an ensemble of the ASI-SSMI, Bootstrap and

NASA Team observational products. Combining the observational products in this way

does have limitations, as different algorithms are likely to perform better for certain sea

ice conditions and seasons. However, it is not clear from the literature where exactly the

strengths of the various algorithms lie, and evaluation of the different algorithms is beyond

the scope of this manuscript. The difficulty in ranking various observational algorithms

is noted by Ivanova et al. (2014), due to a lack of validation data. They recommend

constructing an ensemble of different observational products.

3.3.3 Metrics

Following convention, sea ice extent is defined as the area of all grid cells with more than

15 % sea ice concentration. Sea ice area is the fractional sea ice concentration multiplied

by grid cell area, summed over all grid cells with more than 15 % sea ice concentration

To account for misplacement of sea ice, we use the integrated ice-edge error (IIEE)

from Goessling et al. (2016). The IIEE describes the area of grid cells where observations

and a model disagree on the presence of sea ice with concentration greater than 15 %. It

can be decomposed into the total sea ice extent difference between model and observa-

tions (absolute extent error, AEE) and the difference in sea ice extent due to misplacement

of sea ice (misplacement extent error, MEE). See Goessling et al. (2016) for further de-

tails.

Here, we also define an integrated ice area error (IIAE) that describes the area of sea

ice on which models and observations disagree. The ice area on which models and ob-

servations disagree is likely to be more physically relevant than the area of grid cells on

42



which models and observations disagree. The IIAE is the sum of sea ice area overesti-

mated and underestimated,

IIAE = O + U, (3.1)

with

O =

∫
A

max (cm − co, 0)dA (3.2)

and

U =

∫
A

max (co − cm, 0)dA, (3.3)

where A is the area of interest, cm is the simulated sea ice concentration and co is the

observed sea ice concentration.

The integrated ice errors are useful as they quantify error in integrated sea ice concen-

tration values as well as quantifying error caused by sea ice appearing in different grid

cells than the observations. This is in contrast to difference in sea ice area, which accounts

only for error in integrated sea ice concentration values, and difference in sea ice extent,

which accounts only for error in the area of grid cells that have ice. The integrated ice

errors penalize under-estimation and over-estimation of sea ice equally.

In this study we also consider sea ice concentration distributions, as in Notz (2014)

and Ivanova et al. (2016). The sea ice concentration distribution for each model or ob-

servational product is calculated by binning grid cells according to their concentration at

a 10 %-spacing. The distribution is then normalized by the area of grid cells. We follow

the same calculation steps as Notz (2014). This metric allows us to examine observed

and modelled behaviour in different sea ice concentration regimes. It does not penalise

models whose spatial distribution of sea ice disagrees with observations, but it does allow

us to quantify disagreement with observations on sea ice concentration values while ac-

counting for the observational range.

To look for behaviours which are consistent across all CMIP5 models, we compare

the population of all models for the years 1992-2014 against the population of all observa-

tions for the same period. Including all models means that the range is large when models

show opposite tendencies; using a multi-model mean would average out this information.

Including all months in each season for all years during analysis captures sub-seasonal

and inter-annual variability.
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To quantify the agreement between two populations, we use the two-sample Kolmogorov-

Smirnov test. This compares the empirical distribution functions of each sample, and

takes into account both the location and shape of the distributions. In contrast, a Student’s

t-test would only examine whether the means of the distributions agree. The p-value

obtained from the Kolmogorov-Smirnov test represents the confidence that the two pop-

ulations come from the same distribution.

We found that sea ice concentration distributions show some sensitivity to grid inter-

polation and therefore calculate sea ice concentration distributions, as well as sea ice area,

on the native model and observation grids. The integrated ice errors and differences in

sea ice concentration fields between models and observations must be calculated on the

same grid. In these cases, we follow Turner et al. (2013) and interpolate model output

and observational data on to a common grid using the bilinear remapping function from

Climate Data Operators (CDO 2015). For the CMIP5 integrated ice errors and sea ice

concentration differences, we choose a 1o × 1o regular grid, which is a resolution equal

to or higher than 20 of the 40 models and lower than all observations. We consider it to

be an acceptable midpoint given the large range of model resolutions.

3.3.4 Coupled ocean–sea ice model

To understand the impact of model parametrizations for sea ice thermodynamics, we carry

out perturbed parameter simulations using a coupled ocean–sea ice model. This consists

of the ocean model NEMO coupled to the sea ice model CICE5.1 run on a 1o tripolar

grid, using a configuration based on Rae et al. (2015). The model is forced with 10m

specific humidity, wind speed and air temperature; surface downwelling shortwave and

longwave radiation; precipitation; and sea level pressure fields from the atmospheric re-

analysis JRA-55 (Japan Meteorological Agency, 2013). CICE is a state-of-the-art sea

ice model and is used as the sea ice component for several of the CMIP5 models (Table

3.1). Below we briefly explain the model’s sea ice thermodynamics; further details may

be found in Hunke et al. (2015).

CICE describes the evolution of the ice thickness distribution in five discrete cate-

gories. A volume of new sea ice growth is calculated from the ocean freezing/melting
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potential Ffrz/mlt, with new ice added as area in the smallest thickness category until the

open water fraction is closed, after which it grows existing ice thickness. For sea ice melt,

the net downward heat flux from the ice into the ocean, Fbot is

Fbot = −ρwcwchu∗(Tw − Tf ), (3.4)

where ρw and cw are the density and heat capacity of sea water, ch = 0.006 is the heat

transfer coefficient, u∗ =
√
| ~τw|ρw is the friction velocity, Tw is the sea surface temper-

ature and Tf is the ocean freezing temperature, following Maykut and McPhee (1995).

The balance of this flux with a conductive flux through the ice determines basal melt.

A fraction of ice is also melted laterally following Steele (1992). If floes have a mean

caliper diameter L, their perimeter is p = πL and their horizontal surface area is s = αL2

(where α ≈ 0.66 accounts for the non-circularity of floes and was determined empirically

by Rothrock and Thorndike 1984). It is assumed that melting occurs uniformly at a rate

wlat around the perimeter of each floe, i.e.

ds
dt

= wlatp.

Therefore the change in diameter is

dL
dt

=
π

2α
wlat.

For a region containing n floes with only a single diameter L, with a total horizontal area

stot, the total concentration A is

A =
n

stot
s(L) =

n

stot
αL2.

Hence, with stot and n constant in time and letting the subscript o denote the initial state,

A = Ao

(
L

Lo

)2

. (3.5)

Differentiating this and inserting dL/dt then gives the change in concentration,

dA
dt

=
Aπ

Lα
wlat. (3.6)
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CICE uses a uniform lateral melt rate of

wlat = m1(Tw − Tf )m2 , (3.7)

which was based on Josberger and Martin (1981), who found a complex boundary layer

adjacent to vertical ice walls melting in saltwater in the laboratory, with convective mo-

tions following different flow regimes. The region adjacent to the turbulent flow regime

showed the largest lateral melt rate, which could be fitted to the above relation. The

coefficients m1 and m2 are the best fit to data quoted by Maykut and Perovich (1987),

measured in a single static lead in the Canadian Arctic archipelago over a three week

period. In order to apply Eq. 3.6, CICE assumes a single floe diameter of L = 300 m

throughout the ice pack. This is one of the more sophisticated schemes for lateral melt in

the CMIP5 models; often it is not included at all (Table 3.1).

The experiments described below, which are performed with the coupled NEMO-

CICE model, begin in 1979 and end in 2014. The years before 1992 are neglected to

allow for model spin-up. Time series of annual maximum sea ice extent show that this

takes around ten years to stabilize. Model output from the NEMO-CICE experiments

is analysed on its native grid (1o tripolar). Comparisons between NEMO-CICE simu-

lations and observations (integrated ice errors and sea ice concentration differences) are

computed by interpolating observations on to the same 1o tripolar grid using CDO (2015).

3.4 Results

Fig. 3.1 shows sea ice area at the annual maximum and minimum from models and ob-

servations. Examining observations and models shown individually (Fig. 3.1a and 3.1c),

we find that the interquartile range arising from inter-annual fluctuations over 1992-2014

is generally smaller than inter-model differences.
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Figure 3.1: Sea ice area for the months where the maximum (a-b) and minimum (c-d) of the seasonal
cycle occur. Populations include data from all years from 1992 to 2014 with boxplots for (a,c) the three
observational products (ASI-SSMI, Bootstrap and NASA Team) and all CMIP5 models listed in Table 3.1
individually; and (b,d) for the ensemble of observational products and the CMIP5 model ensemble. Boxes
extend from the lower to upper quartile values of the data with a line at the median. Whiskers show 1.5 of
the interquartile range; beyond this data are considered outliers and plotted as individual points. The text
labels in (b,d) is the p-value calculated from a Kolmogorov-Smirnov test, which represents the confidence
that the two populations come from the same distribution.
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Fig. 3.1b and 3.1d group the models and observations into two populations for com-

parison. At the annual maximum (Fig 3.1b), the interquartile range from the ensemble

of observations for 1992-2014 is contained within the ensemble of models from the same

period, with the medians of the two populations in good agreement. There is no clear

model tendency compared to observations for the sea ice area maximum. At the mini-

mum (Fig. 3.1d), the interquartile ranges from models and observations show less over-

lap than the maximum, with the median from the model ensemble significantly lower than

the median from the observational ensemble, suggesting a broadly consistent underesti-

mation of sea ice area at the annual minimum by the CMIP5 models. This tendency was

also noted by Turner et al. (2013) for sea ice extent. There are outliers, which show an

overestimation of sea ice area, notably CSIRO-Mk-3-6-0 and the CESM models. The

Kolmogorov-Smirnov test quantitatively shows that both the maximum and minimum

sea ice area model-observation comparisons are significantly different, but the difference

between models and observations is larger at the summer minimum than at the winter

maximum (Figs. 3.1b and 3.1d).

The poorer performance of models at the summer minimum is supported by the inte-

grated ice area error (Fig. 3.2a). In the summer, the model median sea ice area minimum

is around 1 million km2 while the model median integrated ice area error at this time is

around 2 million km2; at the winter maximum, the area is around 15 million km2 and

the error is around 6.5 million km2. Results are similar using the integrated ice extent

error (Fig. 3.2b), although the use of extent rather than area reduces the variation be-

tween observational references. At the winter maximum, across the population of CMIP5

models and different years, we find that the absolute extent error and the misplacement

extent error contribute approximately equally to the total integrated ice extent error (Fig.

3.2c-d). At the summer minimum, the integrated ice extent errors for the CMIP5 models

have a slightly larger contribution from absolute extent errors than from misplacement

area errors (Fig. 3.2c-d).

The large inter-model variability in extent and area at the summer minimum can be

seen in Fig. 3.3, where the sea ice concentration fields show diverse behaviour. Variability

between observational products is smaller than inter-model differences, but observational

differences are visible, particularly at low concentrations. An objective way to quantify

model-observation disagreement is to use the integrated ice area error, which describes
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Figure 3.2: Various ice errors for the population of CMIP5 models for all years from 1992 to 2014. Errors
are shown relative to (red) the ASI-SSMI satellite observations, (grey) the Bootstrap satellite observations
and (light blue) the NASA-Team observations for the months where the maximum and minimum of the
seasonal cycle occur of sea ice area (a) or of sea ice extent (b-d) occur. The errors shown are the integrated
ice area error (a), the integrated ice extent error (b), the absolute extent error divided by the integrated extent
error (c) and the misplacement extent error divided by the integrated extent error (d). Boxplots are as in
Fig. 3.1.

the area of sea ice on which models and observations disagree. Due to observational vari-

ability, we calculate this relative to each observational product individually. The variation

in observations means that we cannot rank the models in an overall order, but we can

construct two groups of well-performing models and of poorly-performing models whose

members do not change when using different observational products. These are marked

on Fig. 3.3.

We now consider sea ice concentration distributions from observations and models,

which provide a more detailed assessment than hemisphere-integrated measures. A nor-

malized sea ice concentration distribution may help isolate the role of the sea ice compo-

nent, as models with a constant temperature bias in the atmosphere or ocean, resulting in
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Figure 3.3: Sea ice concentrations (above 0.1 %) for the three sets of observations (a-c) and the CMIP5
models (d-ar) for the month of each model or observation’s sea ice area minimum, averaged over 1992-
2014. Models marked with a bold (dashed) bounding box have high-ranked (low-ranked) integrated ice area
errors regardless of observational product used. Integrated ice area errors consider sea ice concentrations >
15 % for the sea ice field shown.
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a biased sea ice area or extent, may still simulate the relative fraction of different concen-

tration regimes successfully.

As shown by Ivanova et al. (2016), the CMIP5 multi-model mean and the NASA

Team observations have a high fraction of ice below 10 % sea ice concentration in the

summer. We find that the fraction of 0.001-10 %-concentration ice varies in the models

from 0.005 to 1.0 (when models are essentially ice-free) in the summer (Fig. 3.3). It

consists of up to around a third of the ice in other seasons for some models. Including

these very low concentrations heavily skews the normalized sea ice concentration dis-

tribution towards low concentrations and it obscures behaviour at higher concentrations.

Our aim is to look for consistent model behaviour, so to avoid the large variance between

different models and between different observations at very low concentrations, we only

consider sea ice concentrations above 10 %. We present all months grouped by mete-

orological season (December-February (DJF), March-May (MAM), June-July (JJA) and

September-November (SON)). This choice separates the melt season (Sep-Feb) from the

freezing season (Mar-Aug), while limiting the number of months included in each season.

We first describe satellite observations using the normalized sea ice concentration dis-

tribution (Fig. 3.4). Here, individual boxplots contain both inter-annual and sub-seasonal

variability, while the differences between boxplots reflects uncertainty arising from differ-

ent processing of satellite data. Differences between observational products are larger for

compact ice (90 %+) than other concentrations. In general, the ASI-SSMI observations

show more similar characteristics to the Bootstrap observations than the NASA Team ob-

servations for most of the year, apart from DJF where the opposite is true. This results in

a somewhat skewed distribution when considering an ensemble created from three data

sets. We find that the NASA Team algorithm shows a looser ice cover, with a signifi-

cantly lower proportion of cover in the 90 %+ concentration bin, than both the Bootstrap

and ASI-SSMI observations. This result holds when considering an un-normalized sea

ice concentration distribution as well (not shown). The fraction in the 70-90 % bins is

larger to compensate. We also find that differences between data sets persist through-

out the year. This is in contrast to the Arctic, where the frequency of compact sea ice

cover shown in the Bootstrap and NASA Team datasets shows largest disagreement in

the summer, due to issues with treatment of melt ponds (Notz, 2014). In the Antarctic,

observational uncertainty in the frequency of compact sea ice is largest in winter.
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Figure 3.4: The normalized sea ice concentration distribution for all months in each year from 1992 to 2014
in (a) DJF, (b) MAM, (c) JJA, and (d) SON from the three sets of satellite observations. Boxplots as in Fig.
3.1.
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Differences between the sea ice concentration distribution from models and observa-

tions, including inter-annual and sub-seasonal information, (Fig. 3.5) are less distinct than

between observational products themselves. This reflects the large range in both models

and observations due to systematic uncertainties. The overall decomposition from the

CMIP5 models, with a large fraction of compact ice cover and smaller fractions of lower

concentrations is somewhat in agreement with observations. Agreement appears poorest

in DJF, where the lower to upper quartile range for 90 %+ sea ice concentration from

models and observations overlap very little. Models strongly underestimate the fraction

of sea ice area with concentration greater than 90 %, that is, their central ice pack is not

compact enough. They tend to overestimate the fraction in the 80-90 % bin and at lower

concentrations to compensate. In other seasons, there appears to be a slight tendency to

overestimate the fraction of compact (90 % +) ice, with a reduction in the 70-90 % bins

to compensate. The two-sample Kolmogorov-Smirnov test can be used to quantify the

degree of disagreement between models and observations. The confidence level that the

ensemble of observations and ensemble of models were drawn from the same population

has the smallest values for the 90-100 % and 10-20 % concentrations in DJF, the 70-90 %

concentrations in MAM, the 10-30 % concentrations in JJA and the 80-90 % and 10-20

% concentrations in SON. There is a tendency for models to overestimate the fraction of

low-concentration (10-20 %) sea ice in all seasons. This overestimation of < 20% sea ice

compared to observations is robust when considering sea ice concentration bins spaced

at 5 % intervals and beginning at 15 %, the cut-off used universally for sea ice extent

(not shown). Unlike the other CMIP5 model tendencies, the overestimation of 10-20%

ice occurs in every month (Fig. 3.6), with the CMIP5 model median always outside the

interquartile range of the observations.

As discussed above, this assessment takes into account observational uncertainty and

inter-annual and sub-seasonal variability. That distinct tendencies arise from a population

of 40 models, which contain diverse physics and different sea ice, ocean and atmosphere

models, is striking. It suggests that there is some deficiency or missing physical process

common to many models.
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Figure 3.5: The normalized sea ice concentration distribution for all months in each year from 1992 to
2014 in (a) DJF, (b) MAM, (c) JJA, and (d) SON from the the three sets of satellite observations (blue) and
the 40 CMIP5 models (green). Boxplots as in Fig. 3.1. Annotated text is the p-value calculated from a
Kolmogorov-Smirnov test, which represents the confidence that the two populations come from the same
distribution.
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Figure 3.6: The 10-20% bin from the normalized sea ice concentration distribution for each month, where
boxes contain all years from 1992 to 2014 from (blue) the the three sets of satellite observations and (green)
the 40 CMIP5 models. Boxplots as in Fig. 3.1. Annotated text is the p-value calculated from a Kolmogorov-
Smirnov test, which represents the confidence that the two populations come from the same distribution.

A plausible explanation could be that models form sea ice that is too thin in the high-

est bin, which therefore melts more easily. Conversely, low-concentration sea ice may be

too thick. However, we found no relation between these concentration biases and average

sea ice thickness for the lowest and highest concentration bins (not shown). We therefore

turn to lateral, rather than vertical, thermodynamics in the next section.

3.5 Impact of floe size

We hypothesize that the biases in low-concentration Antarctic sea ice are significantly

influenced by lateral floe size. Lateral floe size impacts sea ice concentration through lat-

eral melt only, if included at all in the CMIP5 models (see Table 3.1). Separating models

with and without an explicit lateral melt term (Table 3.1), we find a significant difference

between the two groups. Models with explicit lateral melt show a greatly reduced frac-

tion of low-concentration ice from March to July compared to models without, in good

agreement with the observations (Fig. 3.7). Lateral melt can occur all year at the ice edge,

where low concentrations occur.
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Figure 3.7: The 10-20% bin from the normalized sea ice concentration distribution for each month, where
boxes contain all years from 1992 to 2014 from (blue) the three sets of satellite observations, (purple)
CMIP5 models that include an explicit lateral melt term and (grey) CMIP5 models that do not (from Table
3.1). Boxplots as in Fig. 3.1. Annotated text is the p-value calculated from a Kolmogorov-Smirnov test,
which represents the confidence that the two model populations come from the same distribution.

Fig. 3.7 demonstrates that lateral melt significantly impacts the normalized sea ice

concentration distribution during autumn. However, lateral melt as it is currently included

in CMIP5 models still results in a tendency towards overestimation of low-concentration

sea ice in other months, and some models with an explicit lateral melt term (including the

ocean–sea ice model NEMO-CICE) still simulate too large a fraction of loose ice.

We therefore proceed by examining whether changes to the lateral melt scheme may

also impact the simulation of sea ice. The current representation of lateral melt in CMIP5

models is heavily parametrized (Table 3.1), with the formulation described in Subsect.

3.3.4 being the most complex parametrization available in the CMIP5 models. Tsamados

et al. (2015) showed that a more advanced concentration-dependent lateral melt parametriza-

tion significantly impacted the decomposition of sea ice melt processes, resulting in re-

duced sea ice concentrations around the ice edge in the Arctic. In the Antarctic, heat flux

from solar heating of open water areas has been cited as the major cause of sea ice decay

(Nihashi and Ohshima, 2001), with this melting potential available for both lateral and

bottom melt. Recent studies have also suggested that floe size should also impact sea ice

concentration through processes such as floe-floe collisions and lateral growth (Horvat

and Tziperman, 2015; Zhang et al., 2015).
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As shown in Subsect. 3.3.4, in CICE the lateral melt flux is independent of floe size,

while the change in concentration arising from lateral melt is inversely proportional to a

constant floe diameter, D = 300 m. In reality, sea ice floes can range in size across orders

of magnitude. Several observational studies (e.g. Steer et al. 2008; Paget et al. 2001) find

that the number distribution of floe sizes per unit area follows a power law with a negative

exponent, suggesting that there can be a large number of small floes.

While concentration is not a proxy for floe size, in general we may expect that low-

concentration areas will be made up of smaller sea ice floes than high-concentration areas

because they are usually nearer the ice edge. An area of smaller sea ice floes will ex-

perience more lateral melt than an area with a larger floe size (Eq. 3.6). We therefore

suggest that CMIP5 models using the Steele (1992) lateral melt parametrization simulate

too much low-concentration sea ice because this is made up of floes smaller than 300

m and so should be subject to more lateral melt. In areas around the ice edge, which

are principally low-concentration, marginal ice zone processes not included in CMIP5

models, such as wave fracture and dynamic floe interactions, may further reduce concen-

trations. Conversely, in high-concentration areas, floes are likely to be larger than 300 m

and therefore should be subject to less lateral melt than the Steele (1992) parametrization

prescribes. This could explain the underestimation of high-concentration sea ice seen in

Antarctic summer.

In order to test this hypothesis, we perform three experiments using the coupled

ocean–sea ice model (NEMO-CICE) described in Subsect. 3.3.4. The experiments have

identical set ups apart from a variation in L, the fixed floe diameter. We run experiments

using (i) the standard value of L = 300 m, (ii) a low value of L = 1 m and (iii) a high

value of L = 10, 000 m. Our perturbed parameter values are constant and not realistic,

but instead are chosen to investigate and highlight the impact of extreme changes.

Fig. 3.8 shows the fraction of 10-20% sea ice concentration from observations, the

standard NEMO-CICE model and the model with reduced floe size. The standard model

has very strong overestimation of low-concentration ice through December to March com-

pared to observations. Impact of reduced floe size on the distribution is limited, with the

exception of February where there is a very strong reduction in the fraction of 10-20 %

concentration ice, bringing it into better agreement with observations.
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Figure 3.8: The 10-20% bin from the normalized sea ice concentration distribution for each month, where
boxes contain all years from 1992 to 2014 from a NEMO-CICE simulation with (blue) the the three sets of
satellite observations, (light blue) a floe diameter of 300 m (the standard model) and (orange) a floe diameter
of 1 m. Boxplots as in Fig. 3.1. Annotated text is the p-value calculated from a Kolmogorov-Smirnov test,
which represents the confidence that the two model populations come from the same distribution.

The enhanced lateral melt achieved by reducing floe size results in statistically signif-

icant reductions in sea ice concentration relative to the standard model in DJF (Fig. 3.9b).

December, January and February stand out from the other months in having particularly

high total lateral melt rates. As expected from Fig. 3.6, enhanced lateral melt reduces

the high bias in concentration near the outer ice edge compared to Bootstrap observa-

tions in DJF (reduction in blue, Fig. 3.9d-e), but enhances the low bias compared to the

Bootstrap observations elsewhere (increase in red, Fig. 3.9d-e). We use the integrated ice

extent error described above to quantify agreement with the Bootstrap observations. The

same qualitative picture is obtained from all three observational products. We find that

the difference in overall agreement with observations between the standard model and the

small floe simulation is negligible. The absolute extent error significantly increases in

the small floe simulation, because overall this simulation melts too much ice compared

to observations. The misplacement extent error, however, is significantly reduced in the

small floe simulation. This is partly because there is less ice to be misplaced, but also

because increased lateral melt improves the distribution of sea ice around the ice edge, by

melting areas where there is too much ice compared to observations (Fig. 3.9d-e).
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Figure 3.9: Sea ice concentration averaged over DJF 1992-2014 for (a) the standard model simulation with
a floe diameter of 300 m (Std); (b) a model simulation with a floe diameter of 1 m (Small) minus (a); (c) a
model simulation with a floe diameter of 10,000 m (Large) minus (a). (d-f) show simulation minus observed
Bootstrap sea ice concentration (Obs), where the latter has been interpolated on to the model grid for (d)
the standard model simulation, (e) the small floes simulation and (d) the large floes simulation. In (b-f),
differences are shown only if they are statistically different according to a Student’s t-test over 1992-2014
(p <5 %). Labels on (d-f) show the integrated ice extent error, absolute extent error and misplacement
extent error in million km2.

Besides lateral melt, a number of other physical processes, including dynamical ones,

may also contribute to an overestimation of low-concentration ice. Lecomte et al. (2016)

find systematic wind-driven biases in sea ice drift speed and direction at the exterior

of the Antarctic ice pack. Errors in surface winds could contribute to poor simulation

of low-concentration sea ice. However, we find a very strong over-estimation in low-

concentration sea ice in the NEMO-CICE model, which is forced by a reanalysis atmo-

sphere and so should have somewhat realistic winds. The dynamical response of sea ice

to winds at the edge of the ice may be poorly represented, as we would expect sea ice

dynamics to be floe-size dependent. Alternative rheologies (such as a granular rheology,

e.g. Feltham 2005) may be better suited to this domain. Concentrations could also be

reduced by mechanical interactions between floes. However, we cannot test the impact of

such floe-size dependent processes without access to sea ice models that include them.
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The impact of increased floe size, on the other hand, is much smaller (Fig. 3.9c,f).

Differences in sea ice concentration between the standard model and the large floe simu-

lation are barely perceptible. Changes in the ice errors relative to the standard model are

of the opposite sign compared to the small floe simulation, but these changes are unlikely

to be significant. Examining the basal and lateral melt rates, we find that the hemispheric

average DJF 1992-2014 mean lateral melt rate accounts for only 5 % of the combined

basal and lateral melt rates in the standard model. It accounts for a larger proportion (17

%) of melt in the Arctic. Decreasing floe diameter by two orders of magnitude increases

the lateral melt rate to 83 % of the combined basal and lateral melt. This compensation

effect of reduced basal melt when lateral melt is increased was also noted by Tsamados

et al. (2015) in the Arctic. On the other hand, increasing the floe diameter by two orders of

magnitude effectively switches off lateral melt (0.2 % of combined basal and lateral melt).

In the latter case, more melting potential is made available for basal melting, which, be-

cause Antarctic sea ice is so thin, has the same impact on sea ice concentration as lateral

melt. We conclude that there must be alternative reasons for the consistent underestima-

tion of compact summer ice.

Looking at the regional distribution of DJF (the season where the bias is appar-

ent in Fig. 3.5) seasonal mean sea ice concentration averaged over 1992-2014, high-

concentration (90-100 %) ice appears in the observations mean only in the Weddell Sea

(Fig. 3.3). Taking the difference between the high-concentration ice in each observational

product and the sea ice concentration in the CMIP5 model simulations shows that very

few of the models simulate high enough concentrations in this area. Fig. 3.10 shows the

difference between the ASI-SSMI observations and the CMIP5 models; differences are

slightly enhanced using Bootstrap and less pronounced when using NASA Team. This

demonstrates a consistent model tendency to underestimate concentrations in the Wed-

dell Sea, the largest region of multi-year ice in Antarctica. The bias is not present in other

seasons, suggesting it is related to overestimated melt or break-up processes, including

misrepresentation of sea ice dynamics.
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Figure 3.10: Simulation minus observed ASI-SSMI sea ice concentration for DJF 1992-2014 for each
CMIP5 model, where only grid cells with observational mean sea ice concentration is ≥ 90 % are con-
sidered. Differences are only shown if they are statistically different according to a Student’s t-test over
1992-2014 (p <5 %).
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Overestimated melt or break-up could be a result of the sea ice model or a biased

warm atmosphere or ocean. While consideration of normalized sea ice concentration dis-

tribution is intended to remove overall biases caused by (for example) a warm ocean,

in summer the warm ocean could shift the whole distribution to lower concentrations.

Alternatively, or likely in conjunction with this, regionally important processes may be

being misrepresented. Evaluating the ORCA2-LIM coupled ocean–sea ice model, Tim-

mermann (2004) found that overestimation of westerly winds led to an underestimation

of sea ice coverage on the eastern side of the Antarctic peninsula, in the Weddell Sea.

Other CMIP5 models may simulate high drift speeds due to winds or sea ice rheology,

which Lecomte et al. (2016) found correlated with a faster sea ice retreat.

3.6 Discussion

In this study, we examine the distribution of sea ice concentration from both models

and observations. Firstly, we show that observed sea ice concentration values can differ

significantly between three widely-used algorithms for satellite data. This observational

uncertainty provides a limit beyond which we cannot further evaluate model agreement

with observations. Many sea ice model-observations comparisons use only one satellite

dataset assumed to represent the true observed state, an approach which may be sufficient

when using sea ice extent, a metric where the various algorithms broadly agree. However,

when using metrics that go beyond sea ice extent, using for example sea ice area or sea ice

concentration distributions, model evaluation studies should account for the observational

range.

We find that simulation of high-concentration (90 %+) sea ice in models is in bet-

ter agreement with the NASA Team observations than the observational range including

the Bootstrap and ASI-SSMI observations, in agreement with Ivanova et al. (2016), who

only examined the CMIP5 multi-model mean. Accounting for the range in three obser-

vational products, we find that models overestimate the extent of low-concentration sea

ice throughout the year, while underestimating the extent of high-concentration sea ice in

summer. This common behaviour across diverse models with varying physics is a result

not previously highlighted and warrants further attention.
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We note that using the observational range as an uncertainty estimate neglects biases

that are common to the three different satellite observations. As mentioned above, sea

ice concentrations are considered to be most uncertain during melt conditions, for large

fractions of thin ice and at low concentrations during storms. In the context of the results

from the model-observation comparison for normalized sea ice concentration distribu-

tions, we suggest that the impact of uncertainty of melt conditions is limited as the high

bias in low-concentration ice from CMIP5 models is visible throughout the year. The

low bias in high-concentration ice during the melt season would be larger if observations

were underestimating ice concentrations in this season. Inclusion of both NASA Team

and Bootstrap algorithms, with the former tending to cancel out physical temperature ef-

fects, will sample some of this uncertainty.

The underestimation of sea ice concentrations in areas of thin ice (< 35 cm) (Ivanova

et al., 2015) may cause a bias at any concentration in the observed normalized sea ice

concentration distribution from observations, with the possibility of a positive bias in the

very lowest concentrations. Stormy conditions near the ice edge lead to false sea ice con-

centrations near the ice edge; weather filters may accurately remove these, leave them

uncorrected (Andersen et al., 2006) or erroneously remove real sea ice. The latter may

underestimate low concentrations. Spreen et al. (2008) suggest the filter method used

in ASI-SSMI observations may result in a positive bias in the marginal ice zone, and

Steffen and Schweiger (1991) found that the NASA Team algorithm overestimates low-

concentration ice when compared to Landsat imagery. Considering all this evidence we

suggest that the magnitude or sign of any systematic biases in satellite radiometer obser-

vations is unclear when comparing with climate models. This is particularly true for low

concentrations. Here the use of different approaches to weather filters within the differ-

ent algorithms may assist in sampling observational uncertainty. Development of sea ice

satellite emulators, which use climate model output to calculate brightness temperatures

(e.g. Tonboe et al. 2011), may help to reduce uncertainty when comparing models to ob-

servations in the future.

Categorising models according to whether they explicitly represent lateral melting,

which is the only thermodynamic sea ice process that reduces concentrations in models re-

gardless of sea ice thickness, we find a strong impact of this process on low-concentration

sea ice. In Subsect. 3.3.4 we briefly review typical sea ice model thermodynamics, and in
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particular the change in concentration induced by lateral melt rate for a region containing

floes of a single diameter, which follows Steele (1992). Horvat et al. (2016) finds that

development of ocean eddies due to lateral density gradients could induce much larger

lateral melt than that suggested from the Steele (1992) geometric model. This would sup-

port increasing the lateral melt rate in models, as we have done artificially here through a

reduced constant floe size. Heat budget analysis (Nihashi and Ohshima, 2001) and mod-

elling studies (Fichefet and Maqueda, 1997; Ohshima and Nihashi, 2005) suggest that the

major cause of Antarctic sea ice decay is atmospheric heat input to open water, which

causes bottom and lateral melt. Fichefet and Maqueda (1997) find that sea ice melt by

open water plays a larger role in the Antarctic than in the Arctic. We further note that

the coefficients in the lateral melt rate used in CICE were measured in the Arctic only

(Maykut and Perovich, 1987) and few, if any, observational studies exist on the relative

importance of bottom and lateral melt in the Antarctic.

The impacts of enhancing lateral melt via reducing a constant floe size shown here

suggest that this process should not be applied in the same way throughout the ice pack.

While not all models include such a lateral melt parametrization, the biases at the tails of

the concentration distributions from the CMIP5 models point to inclusion of model pro-

cesses that are not suitable for both high-concentration and low-concentration regimes.

A possible conclusion, therefore, is that physics in sea ice models are not heterogeneous

enough to represent observed sea ice cover. Given the possible contribution of dynamic

processes to model biases in the sea ice concentration distribution, a full exploration of

sea ice dynamics for all CMIP5 models using the sea ice concentration budget decompo-

sition of Uotila et al. (2014) would be welcome. Including information on the floe size

distribution and floe size dependent processes (e.g. Horvat and Tziperman 2015; Zhang

et al. 2016; Bennetts et al. 2014) could improve consistency with observations in the met-

rics presented here.
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Chapter 4

An emergent sea ice floe size
distribution in a global coupled
ocean–sea ice model

Findings in the previous chapter suggested that sea ice floe size should be simulated

prognostically to improve model representation of lateral melt and therefore simulation

of sea ice concentration. In this chapter, published as Roach et al. (2018b), we present

a new model for simulation of sea ice floe sizes, which evolve under different physical

processes. This is the first global ocean–sea ice model to prognostically simulate a sub-

grid-scale sea ice floe size distribution.

4.1 Abstract

Sea ice is composed of discrete floes, which range in size across orders of magnitude.

Here, we present a model that represents the joint distribution of sea ice thickness and

floe size. Unlike previous studies, we do not impose a particular form on the sub-grid-

scale floe size distribution. Floe sizes are determined prognostically by the interaction of

five key physical processes: new ice formation, welding of floes in freezing conditions,

lateral growth and melt, and fracture of floes by ocean surface waves. Coupled model

results suggest that these processes capture first-order characteristics of the floe size dis-

tribution, including decay in the distribution with increasing floe size and basin-wide

spatial variability in representative radius. Lateral melt and floe welding are particularly

important, with wave fracture creating floes at preferred sizes. The addition of floe size
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dependence to the existing model physics results in significant reductions in sea ice con-

centration, particularly in summer and principally due to floe-size-dependent lateral melt.

The increased lateral melt alters partitioning of the melting potential, which reduces basal

melt and increases sea ice thickness in some locations. These results suggest that includ-

ing a floe size distribution may be important for accurate simulation of the polar climate

system.

4.2 Introduction

The Earth’s sea ice cover is a heterogeneous and variable medium, comprised of myr-

iad individual solid pieces, called floes, each identifiable with a horizontal size. Sizes of

individual floes vary over an extremely broad range, from centimeters to hundreds of kilo-

meters. The floe size distribution (FSD), F (r), is a probability function that characterizes

this variability (Rothrock and Thorndike, 1984). Over a region of the ice-covered ocean,

F (r)dr is the fraction of a region covered by floes with a size between r and r+ dr. Floe

size has an important relationship with simulated sea ice evolution (Steele, 1992; Horvat

et al., 2016; Rynders et al., 2016), which may be particularly relevant for the largely sea-

sonal Antarctic sea ice cover, and as the Arctic ocean transitions from a perennial sea ice

cover to a seasonal one (Aksenov et al., 2017).

Current sea ice models are complex, incorporating multiple vertical layers in the snow

and ice through which radiation scatters, variable surface treatments such as snow cover

and melt ponds, and visco-plastic or elastic-brittle material properties that affect the ice

deformation into ridges. Most describe the time evolution of ice using a probability dis-

tribution of ice in thickness categories following Thorndike et al. (1975). To date no

modern global climate models simulate floe size or the FSD. Recently, pan-Arctic (Zhang

et al., 2016) and stand-alone (Bennetts et al., 2017) models which include floe size in-

formation have been demonstrated, but these impose the FSD shape or behaviour rather

than allowing it to emerge from physical processes acting on individual floes. Further,

the power-law FSD profiles used to develop these empirical parametrizations may be in-

consistent with observations (Herman, 2010) and the physics of sea ice floes (Horvat and

Tziperman, 2017; Herman et al., 2018).

In this study, we allow the FSD to emerge from the interaction of a set of coupled pro-
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cesses, rather than imposing a particular distributional shape. Building from the model of

the joint floe size and thickness distribution (FSTD) developed by Horvat and Tziperman

(2015, 2017), we present the first global ocean–sea ice model to prognostically simulate

the sea ice FSD. The scheme is compatible with existing sea ice thickness distribution

models and is implemented within the Los Alamos sea ice model, CICE5.1 (Hunke et al.,

2015). The model simulates the statistical evolution of floes subject to lateral growth and

melt, welding of floes in freezing conditions, new ice formation and fracture of floes by

ocean surface waves, with the shape of the FSD emerging from these processes. Using

the model in coupled ocean–sea ice simulations, we examine the contribution of those

processes to FSD evolution at a hemispheric scale. We further show that including floe

size information has a significant impact on sea ice concentration and thickness globally.

This paper proceeds as follows: we discuss the incorporation of a prognostic FSD into

CICE in Sec. 4.3. We show results from coupled simulations in Sec. 4.4; discuss limita-

tions, compare to other studies, and make recommendations for observations that would

advance FSD models in Sec. 4.5; and conclude in Sec. 4.6.

4.3 Model

4.3.1 Standard model

The FSD model is implemented as a component of the Los Alamos sea ice model, CICE5.1

(Hunke et al., 2015). CICE ordinarily simulates an ice-thickness distribution (ITD), g(h)

(units m−1), where g(h)dh is defined as the fraction of ocean surface covered by ice with

thickness between h and h+ dh, such that

hmax∫
0

g(h)dh = 1. (4.1)

The sea ice concentration, c, is obtained by integrating over all non-zero thicknesses re-

solved,
hmax∫
hmin

g(h)dh = c, (4.2)
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where hmin is the lower bound of the smallest ice thickness class resolved. The sea ice

concentration, c, and the open water fraction, φ, sum to unity. The evolution of the ITD

is,
∂g

∂t
= − ∂

∂t
(µg)−∇ · (gv) + ψ, (4.3)

where terms on the right hand side, respectively, represent the change in thickness due to

thermodynamic growth/melt at a melting/freezing rate µ(h); advection of the ice thick-

ness distribution by sea ice dynamics at ice velocity v; and redistribution of ice between

thickness categories caused by sea ice deformation, ψ. We briefly describe the treatment

of sea ice thermodynamics in CICE here.

The heat available in the surface ocean to melt or freeze sea ice is denoted Ffrz/mlt

(units W/m2), and when Ffrz/mlt < 0, the sea ice melts. Ice thickness changes at the ice

base are determined by balancing the conductive heat flux at the bottom surface, Fcb, and

the net downward heat flux from the ice to the ocean, Fbot (Maykut and McPhee, 1995),

Fbot = −cocn
p ρwChu∗(Tw − Tf ), (4.4)

where cocn
p and ρw are the ocean heat capacity and density, Ch is a heat transfer coefficient,

u∗ is the ocean-ice friction velocity, Tf is the freezing temperature and Tw is the ocean

surface temperature.

Lateral sea ice melting is obtained as a function of a fixed floe size parameter, L.

CICE uses a single floe size of L ≡ 300 m, which is an order of magnitude larger than

the scale at which lateral melting is believed to affect sea ice volume evolution (Steele,

1992). The change in sea ice concentration due to lateral melt follows Steele (1992),

dg(h)

dt
=
g(h)

L
wlat, (4.5)

with a vertically-averaged lateral melt rate, wlat, that is assumed to be uniform around the

perimeter of each floe, given by Josberger and Martin (1981),

wlat = m1(Tw − Tf )m2 . (4.6)

The coefficientsm1 andm2 are the best fit to data quoted by Maykut and Perovich (1987),

measured in a single static lead in the Canadian Arctic archipelago over a three week pe-
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riod. The sum of Fbot and the heat required to effect the change in concentration due to

lateral melt, Fside, cannot exceed the melting potential, Ffrz/mlt, and are reduced propor-

tionally if this occurs.

During freezing conditions, when Ffrz/mlt ≥ 0, a volume of sea ice, Vnew, is pro-

duced in proportion to Ffrz/mlt. This volume is added to the thinnest category, provided

Vnew/φ ≤ 0.9h′1, where h′1 is the upper boundary of the thinnest category. The frac-

tional coverage of the thinnest category is increased by min(φ, Vnew/0.05 m). However, if

Vnew/φ > 0.9h′1, then a volume 0.9h′1φ is added to the thinnest category and its fractional

coverage is raised by φ, and the surplus volume Vnew − 0.9h′1φ is distributed to all other

thickness categories in proportion to their fractional coverage.

4.3.2 The joint floe size and ice thickness distribution

We extend the definition of the ice-thickness distribution following Horvat and Tziperman

(2015) to a joint floe size and thickness distribution (FSTD). Individual floes are identified

with a size r and area x(r), where x(r) = 4αr2 for α = 0.66 < π/4 (Rothrock and

Thorndike, 1984). The probability distribution f(r, h)drdh is the fraction of grid surface

area covered by ice with thickness between h and h + dh and lateral floe size between r

and r + dr. The FSTD satisfies∫ rmax

rmin

∫ hmax

0

f(r, h)drdh ≡
∫
R

∫
H
f(r, h)drdh = 1. (4.7)

Integrating the FSTD over all floe sizes yields the ITD,∫
R
f(r, h)dr = g(h), (4.8)

whereas integrating the FSTD over all ice thicknesses gives the FSD, F (r),∫
H
f(r, h)dh = F (r). (4.9)

We can also define the number FSTD, fN(r, h), where fN(r, h)drdh is the number

of floes per unit ocean surface area with thickness between h and h + dh and lateral floe
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size between r and r + dr,

fN(r, h) =
f(r, h)

4αr2
. (4.10)

The number FSD, obtained by integrating fN(r, h)dh over all ice thicknesses, is often

used in observational studies (e.g. Perovich and Jones 2014).

Following Horvat and Tziperman (2015), time evolution of the FSTD is given by

∂f(r, h)

∂t
= −∇ · (f(r, h)v) + LT + LM + LW . (4.11)

The terms on the right hand side represent forcing of the distribution f(r, h) by advec-

tion, thermodynamics, mechanical interactions between floes (ridging and rafting), and

fracture by ocean surface waves, respectively.

To implement this model in CICE, we define a modified areal FSTD (mFSTD),L(r, h),

where, within a given thickness range between h and h+ dh, L(r, h)dr is the fraction of

ice with lateral floe size between r and r + dr. By definition, this satisfies∫
R
L(r, h)dr = 1, (4.12)

and

f(r, h) = g(h)L(r, h). (4.13)

Implementation of the mFSTD allows preservation of the standard model formulation for

the ITD.

We neglect the two-way relationship between floe size and mechanical redistribution,

retaining the standard CICE scheme for mechanical redistribution used to evolve the ITD.

Mechanical redistribution reduces the area fractions of all floes equally, without affect-

ing the mFSTD. Transport of the FSTD is achieved using the standard CICE scheme for

tracer advection. The sizes of floes do not appear directly in any terms in the momentum

equation or constitutive law. In reality, we would expect floe sizes to affect both mechan-

ical redistribution and transport of the FSTD, but the precise relationships are uncertain

and we assume that they are of second-order importance to simulation of the FSD.

Apart from advection, the processes which determine the FSTD are thermodynamics—
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lateral melt and growth, freezing-together of floes, and new ice formation—and mechan-

ical wave fracture. These are described in more detail below.

4.3.3 Thermodynamics

Thermodynamic changes to the FSTD are given by

LT (r, h) = −∇(r,h) ·(f(r, h)G)+
2

r
f(r, h)Gr+δ(r−rmin)δ(h−hmin)Ȧp+βweld. (4.14)

The first two terms on the right-hand side in Eqn. 4.14 represent growth and melt of exist-

ing floes in thickness and lateral size, at a rate G = (Gr, Gh). The third term represents

growth of new ice: new floes are created at a rate Ȧp in the smallest thickness category

hmin, and the smallest lateral size category rmin, i.e. that all ice forms initially as pancakes.

To allow for the joining of individual floes to one another, we represent the welding to-

gether of floes in freezing conditions via the fourth term, βweld.

In melting conditions, the lateral melt rate is

Gr = wlat (4.15)

to preserve consistency with the standard model, with wlat determined via Eqn. 4.6.

In freezing conditions, the lateral growth rate is

Gr = AlatVnew/∆t, (4.16)

where ∆t is the time step and Vnew is the volume of new ice growth in ∆t, as per the

standard model. Alat is the fraction of new ice growth that is taken to adhere to floe edges,

representing lateral growth of existing floes. This is related to the ‘lead region’, the area

comprised of all annuli of width rlw (Table 4.1) around floes. The fraction of the domain

belonging to the lead region, φlead, is

φlead = min
[∫
R

∫
H
f(r, h)

(
2rlw
r

+
r2lw
r2

)
drdh, φ

]
, (4.17)

where φ is the open water fraction. Noting that the circumference of a floe is 4α · 2r, the
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total lateral surface area of floes, per unit area of the ocean surface, is,

2hr =

∫
R

∫
H
fN(r, h)8αrhdrdh.

Then the fraction of new ice growth adhering to floe edges, Alat, is the product of the lead

region with the fractional contribution of lateral surface area to the total surface area,

Alat = φlead
2hr

2hr + c
.

The volume that remains after lateral growth, (1 − Alat)Vnew, is distributed accord-

ing to the standard CICE new ice growth formulation as described in Subsec. 4.3.1. We

choose to place newly formed ice in the smallest floe size category, parametrizing them

as pancake floes, as mentioned above. See Sec. 4.5 for discussion of this choice.

Floes that are determined to be in contact with one another while the upper ocean is

being cooled may freeze together (Shen and Ackley, 1991), a process that is dominant in

the Southern Ocean (Wadhams et al., 1987). We consider sea ice floes randomly placed

on the model domain and allow them to weld together thermodynamically during freezing

conditions according to the probability that they overlap. For simplicity, we briefly change

variables to floe area x = 4αr2 defined on X = [xmin, xmax], and presume sea ice is all

of the same thickness. We define the area number density function N(x) (units m−4),

with N(x)dx equal to the number of floes per unit area between floe area x and x + dx,

noting that the area fraction occupied by floes with area between x and x + dx is x ·
N(x)dx. The geometric probability of overlap is described using a ‘coagulation equation’

(Smoluchowski, 1916; Filbet and Laurençot, 2004),

∂N(x, t)

∂t
=

1

2

∫
X
K(x′, x− x′)dx′ −

∫
X
K(x, x′)dx′. (4.18)

K(a, b) (units m−6s−1) is the ‘coagulation kernel’, where K(a, b)dadbdt is the number

of mergers per unit area of floes with area between a and a + da, and b and b + db over

a period dt, and K(a, b) ≡ 0 for any a, b ≤ 0. The first integral in Eqn. 4.18 accounts

for the formation of floes of area x resulting from the merger of two floes with respective

areas x′ and x − x′, where x′ < x. The second integral describes the loss of floes with

area x by coagulation with other floes. We compute the coagulation kernel K(x, x′) as
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the product of the area fraction of floes of size x and x′,

K(x, x′) = κ · x · x′ ·N(x)N(x′), (4.19)

where κ is a rate per unit area. Integrating Eqn. 4.18 over all x leads to the time change

of floe number per unit area, N ,

∂N
∂t

= κ

[∫
X

dx

∫
X

(
1

2
x′(x− x′)N(x′)N(x− x′)− xx′N(x)N(x′)

)
dx′
]

=
κ

2

[∫ x

xmin

dx′
(∫
X
x′(x− x′)N(x′)N(x− x′)dx

)
− 2c2

]
= −κ

2
c2,

where we make use of the fact that
∫
xN(x)dx = c. The rate per unit area κ is the total

number of floes that weld with another, per square meter, per unit time, in the case of a

fully covered ice surface (c = 1), equal to twice the reduction in total floe number. Roach

et al. (2018c) found a lower bound on κ of 0.001 m−2s−1 in observations of small floes

freezing together in the autumn Arctic Ocean. We use a value of κ = 0.01 m−2s−1 for the

floe welding parameter.

Parameter Description Value Reference

α Non-circularity of floes 0.66 Rothrock and Thorndike (1984)

rlw Width of lead region r1 Horvat and Tziperman (2015)

κ Rate constant for merging 0.01 m−2 s−1 Roach et al. (2018c) and see Appendix A

εcrit Critical strain 3× 10−5 Horvat and Tziperman (2015) , Kohout

and Meylan (2008)

twave Smallest floe size affected

by waves

10 m Toyota et al. (2011)

Table 4.1: Parameters that are not present in standard CICE. r1 denotes the smallest floe size resolved in
the model
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4.3.4 Wave fracture

Following Horvat and Tziperman (2015), the change in the FSTD f(r, h), per unit time

due to fracture by ocean surface waves is,

LW (r, h) = −Ω(r, h) +

∫
R

∫
H

Ω(s, hs)ζ(r, h, s, hs)dsdhs. (4.20)

Ω(r, h)drdh is the fraction of ocean surface area covered by floes with size and thickness

between (r, h) and (r+dr, h+dh) that is fractured by waves per unit time. ζ(r, h, s, hs)drdh

is the fraction of ocean surface area covered by floes with size and thickness between

(r, h) and (r + dr, h + dh) formed due to the fracture of floes with size and thickness

between (s, hs) and (s+ ds, hs + dhs). The first term on the right-hand side in Eqn. 4.20

thus represents the fracture of floes at a given size and thickness into smaller sizes, and

the second term represents the fracture of floes at larger sizes that result in floes at a given

size and thickness.

We proceed by calculating the fractures that would occur if waves enter a fully ice-

covered region defined in one dimension in the direction of propagation, and then apply

the outcome proportionally to the ice-covered fraction in each grid cell. Noting that floe

size is half its diameter, the sum of floe sizes in a one-dimensional, fully ice-covered

domain is equal to the half the domain length, D/2. We consider the histogram of floe

sizes, W (r), formed due to the fracture of sea ice by waves, where W (r)dr is equal to

the number of fractures with a resulting floe size between r and r + dr,∫
R
rW (r)dr = D/2. (4.21)

The function ζ(r, h, s, hs) is the fraction of D composed of fractures of size r, equal

to rW (r) if r < s, and zero otherwise,

ζ(r, h, s, hs) =
rW (r)

s∫
rmin

rW (r)dr

δ(h− hs)Θ(s− r), (4.22)

where Θ is the Heaviside step function. By definition,∫
R

∫
H
ζ(r, h, s, hs)drdh = 1, (4.23)
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so Eqn. 4.20 conserves sea ice area and volume. We compute the area of floes of size

(r, h) that is fractured per unit time as

Ω(r, h) = f(r, h)
cg
D

 1

D/2

r∫
rmin

r′W (r′)dr′

 , (4.24)

the product of three terms: (1) the fraction of ocean surface area originally covered by

floes of size (r, h); (2) the fraction of the domain that is reached by ocean surface waves

moving at their group velocity cg, (cg/D); and (3) the fraction of a fully-ice covered do-

main of width D that would be fractured into radii smaller than r.

It remains to compute the histogram of new floe sizes W (r), for which we require

the sea surface height field η(x). In the absence of a coupled wave model that simu-

lates wave attenuation in ice, we construct an approximate attenuated sea surface height

field using hindcast wave data outside the sea ice region. We neglect swell induced by

winds within the ice pack and only draw in ocean swell along lines of constant longitude.

For each ice-covered grid cell, we find the closest equatorward non-ice covered grid cell

along lines of constant longitude. If this grid cell is land, no wave fracture occurs. If this

grid cell is not land, we select the significant wave height and mean period from a wave

model hindcast. The ocean wave spectrum is then constructed as a Bretschneider spec-

trum, following Horvat and Tziperman (2015) and Bennetts et al. (2017). It is attenuated

exponentially according to the number of floes in the grid cells between the ice-covered

grid cell being considered and the non-ice-covered one. The attenuation coefficient is

a quadratic function of sea ice thickness and wave period fit by Horvat and Tziperman

(2015) to the results of Kohout and Meylan (2008). Further information can be found in

the Supplement of Horvat and Tziperman (2015).

From the local ocean surface wave spectrum we generate a realization of the sea sur-

face height field using a random phase as in Horvat and Tziperman (2015). Assuming

that sea ice flexes with the sea surface height field η(y), strain ε is given by

ε =
h

2

∂2η

∂y2
, (4.25)

where y is the spatial coordinate. The derivative is computed between successive extrema

of the sea surface height, either (maximum, minimum, maximum) or (minimum, maxi-
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mum, minimum). If the strain between successive extrema exceeds a critical value, εcrit

(Table 4.1), new floes are formed with diameters equal to the distance between the ex-

trema. New floe radii resulting from fracture are collected into a histogram, W (r), which

depends only on the local sea surface height field. In the interests of computational ex-

pense, W (r) and cg are computed offline for different values of sea ice thickness, mean

wave period, significant wave height, and number of attenuating floes. This look-up table

defines 5000 attenuated sea surface height fields which can be used to fracture ice during

code integration. Given a sea surface height field, the scheme computes the new floe sizes

generated by wave fracture explicitly, without requiring any assumptions about the FSD.

4.4 Results

The additional physics described in Subsec. 2.2-2.4 has been implemented in CICE5.1

(Hunke et al., 2015) and coupled to the NEMO ocean model, using a configuration based

on Rae et al. (2015). The ocean–sea ice model is forced with the atmospheric reanalysis

JRA-55 (Japan Meteorological Agency, 2013) and run on a 1o tripolar grid. All simula-

tions described here use repeated atmospheric forcing from a single year. We choose a

pre-satellite era year (1975), as these spin-up simulations will be used to initialize tran-

sient simulations over the satellite era in later work. Wave forcing corresponding to the

same year is taken from a hindcast of the ocean surface wave model, Wavewatch III (Tol-

man, 2009), which was also forced by JRA-55.

We present here two experiments: a simulation using the standard model (CICE5.1),

and a simulation including a prognostic FSD as described above. All analysis uses

monthly model output. Floe size categories follow a Gaussian spacing and span a similar

range to those chosen by Zhang et al. (2015). Finite differencing in floe size space follows

the scheme used by Hibler (1980) for finite differencing in thickness space.

Parameters which are not present in standard CICE and their values are shown in Table

4.1. As global observations of sea ice FSD are not available, parameter values have not

been tuned or calibrated to reproduce certain FSD behaviour and are based on estimates

from previous studies. More information on the parameter values and their uncertainty

can be found in the references provided in Table 4.1. In particular, Horvat and Tziper-
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man (2015) performed local sensitivity tests for most parameters listed. As Roach et al.

(2018c) suggest that their estimated lower bound for the floe welding parameter, κ, is

conservative, we use a value that is one order of magnitude higher. κ is the only new

parameter presented here, so we include results from an experiment where its value is

reduced in Appendix A. Grid-cell average floe sizes depend strongly on this parameter

(see Appendix A). Naturally, we expect floe sizes to also depend on the choice of floe

size categories. More investigation of parameter sensitivity is required, but should occur

in fully-coupled atmosphere-ocean simulations where all feedbacks are included—a step

which is beyond the scope of this paper.

A key test of the new model physics is whether a sea ice FSD showing physically

reasonable characteristics can be simulated in model experiments that begin without FSD

initialization, sea ice cover and imposed FSD shape. All simulations are initialized with-

out sea ice cover. Sea ice volume stabilizes after 15 years in the Arctic and after 45 years

in the Antarctic. All further analysis is therefore conducted over the final twenty years of

a 65 year model run. While detailed information is simulated at the sub-grid-scale, here

we focus on resulting characteristics at the hemispheric scale to give an overall picture of

model behaviour without focusing on any particular region. Horvat and Tziperman (2015,

2017) describe behaviour of most processes included here at the sub-grid-scale. We pro-

ceed by first describing overall behaviour of simulated floe size and then examining how

different processes contribute to it.

To show floe size characteristics spatially at the hemispheric scale, we average over

floe sizes. Fig. 4.1 shows the cell-average area-weighted ‘representative’ floe radius, ra,

which is defined using the areal FSTD,

ra =

∫
R

∫
H rf(r, h)drdh∫

R

∫
H f(r, h)drdh

. (4.26)

The representative floe radius climatology in Fig. 4.1 is obtained after beginning the sim-

ulation without sea ice cover and allowing it to spin up. In the Northern Hemisphere

(NH), the representative floe radius is largest in the centre of the ice pack and smaller

towards the edges at the winter maximum in March (Fig. 4.1a). At the summer minimum

in September, there are fewer very small and very large representative radii (Fig. 4.1b).

Larger floes are concentrated around the coast near the Canadian archipelago and East
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Figure 4.1: The simulated representative floe radius, averaged over twenty years following spin-up, in (a,
c) March and (b, d) September, in (a, b) the Northern Hemisphere and (c, d) the Southern Hemisphere. The
range displayed is chosen to display both hemispheres on the same scale; dark purple may be greater than
600 m.

Siberian sea. Generally, the representative floe radius is smaller in the Southern Hemi-

sphere (SH) than the NH (Fig. 4.1c-d). In the winter, floes are largest in areas of compact

ice, such as the Amundsen and Weddell Seas (Fig. 4.1d). In the summer, large floes are

found on the edge of the ice cover (Fig. 4.1c).

Fig. 4.2a-d shows total hemispheric number distributions, which are obtained by in-

tegrating fN(r, h) over sea ice thickness and the ocean area in each hemisphere, for the

NH in March (Fig. 4.2a), the NH in September (Fig. 4.2b), the SH in March (Fig. 4.2c)

and the SH in September (Fig. 4.2d). The four total number distributions have a similar

shape. A high number of small (< 5 m) floes is simulated all year, with more during the

winter months than the summer months, due to the production of new pancake ice at the

smallest resolved floe size. All four distributions in Fig. 4.2a-d show a significant fraction

of floes in the largest floe size category (> 750 m), which arises from the truncation of

floe size categories. The SH shows greater seasonal variation than the NH, with an order

of magnitude more floes per unit area at nearly all sizes in September (Fig. 4.2d) than in

March (Fig. 4.2c). The NH has more very large (> 750 m) floes per unit area than the
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Figure 4.2: (a) The Northern Hemisphere floe number distribution in March averaged over the twenty
years following model spin-up. (b-d) Same as (a), for the Northern Hemisphere in September, the Southern
Hemisphere in March, and the Southern Hemisphere in September, respectively. (e) The net tendency in the
floe number distribution from different physical processes in the Northern Hemisphere in March averaged
over the twenty years following model spin-up. The axis in (e) is linearized around zero. (f-h) Same
as (e), for the Northern Hemisphere in September, the Southern Hemisphere in March, and the Southern
Hemisphere in September respectively.
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SH. Some bending in the distribution is visible at floe sizes of around 100 m, particularly

in the SH in September (Fig. 4.2d).

Fig. 4.2e-h show the tendencies arising from different floe processes in the total hemi-

spheric number distributions, where the tendency in the number FSTD due to some pro-

cess is defined as

dfN(r, h)

dt
=

1

dt
(f(r, h)Nafter process − f(r, h)Nbefore process), (4.27)

and the model monthly output is the time average of df(r,h)
dt

. The tendencies at each floe

size are the net result of floes being added to and removed from each floe size. Fig. 4.2f

shows the NH in September and illustrates the general tendencies of the different pro-

cesses. New ice growth creates very small floes; lateral growth and melt respectively act

to increase and reduce the number at most sizes; wave fracture redistributes large floes to

smaller sizes; and floe welding redistributes all floes to larger sizes.

Floe welding has the largest magnitude tendency of all five processes (Fig. 4.2e-h).

Welding moves the smallest floes, created during new ice formation, to larger sizes and is

the dominant process in the creation of very large floes. Fracture is a process that destroys

large floes and produces smaller floes, so we expect the tendency of floe production to be

negative for larger floes. In our simulation, the largest six floe sizes show a net loss due

to wave fracture with a shape that is similar to their number distribution (but inverted).

Sizes below around 150 m show a net gain, as large floes fracture into them, driving the

bending in the total floe number distribution at this size (Fig. 4.2a-d). Peaks around 100

m induced by wave fracture are balanced out by stronger freezing together of floes at that

size in winter (Fig. 4.2e, h). Of the five processes, wave fracture has the most significant

hemispheric difference, with net losses at some sizes below 100 m in the SH, unlike the

NH.

Lateral melt is the dominant process to reduce floe sizes (Fig. 4.2e-h). It results in a

net gain in the next-to-largest floe size category, due to the large number of floes in the

largest floe size category (Fig. 4.2a-d). Lateral melt is around two orders of magnitude

more important than lateral growth (Fig. 4.2e-h). Note that the model scheme directly

couples lateral growth and new ice formation, such that if a larger portion of new ice went

into lateral growth, fewer very small (< 5 m) floes would be created.
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Fig. 4.3a-e show the tendency in representative radius,

dra
dt

=

∫
R

∫
H r

df(r,h)
dt

drdh∫
R

∫
H f(r, h)drdh

, (4.28)

hemispherically averaged for each process to give a sense of the seasonality of different

processes. Wave fracture and lateral melt are much more impactful during the summer

months than the rest of the year (Fig. 4.3a, e). During the summer months, there are more

small floes (Fig. 4.1b-c), exposing more perimeter to lateral melt and allowing waves

to penetrate deeper into the ice field. New ice growth climbs from zero just before the

summer minimum and peaks two months after (Nov in the NH, Apr in the SH), gradually

decreasing over the other months (Fig. 4.3b). Floe welding is strong all year outside of

the summer months (JJA in the NH, DJF in the SH) (Fig. 4.3d).

Fig. 4.3f-o show the spatial variability of different processes, with each subplot show-

ing the month where the net effect of each process is largest (according to Fig. 4.3a-e).

For example, Fig. 4.3f shows lateral melt in the NH in July, which Fig. 4.3a shows is the

month of largest impact. For all processes, the largest impacts occur around the ice edge

(Fig. 4.3f-o). Floe welding is the only size-increasing process to have substantial impacts

in the ice interior (Fig. 4.3i, n). It is the dominant driver in the creation of large floes (Fig.

4.2e-h) and thus controls the behaviour of floe sizes in the central ice pack (Fig. 4.1a).

Floe size reductions due to wave fracture occur along lines of constant longitude with few

impacts in the central ice pack (Fig. 4.3j, o).

Of the five processes that determine the FSTD, only lateral melt, new ice formation

and lateral growth directly change sea ice concentration, with lateral growth being the

only of these not parametrized in the standard model. Yet even with these similarities to

the standard model, the addition of a FSD results in significant changes to the standard

model sea ice climatology. Fig. 4.4 shows the sea ice concentration simulated by the stan-

dard model and the difference between the standard and FSTD models. Only differences

significant at the 95 % confidence level are shown. The inclusion of floe sizes generally

acts to lower sea ice concentrations, particularly in already low-concentration areas. The

average sea ice concentration reduction for regions that have reductions significant at the

95 % confidence level is −10 % in September in the NH and −40 % in March in the SH.
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At the ice edge, some of these represent total removal of ice in a grid cell. There are also

small areas of increased concentrations at a similar magnitude to the decreases, such as

the Weddell Sea (Fig. 4.4g). The small areas of increased concentrations tend to be near

areas of increased ice advection. Overall, impacts are larger in the SH (Fig. 4.4g, h) than

the NH (Fig. 4.4e, f), and in summer months (Fig. 4.4f, g) than winter months (Fig. 4.4e,

h).

There are also significant differences when considering sea ice thickness. Fig. 4.5

shows the the grid cell mean thickness, which is the volume of ice per unit area, for the

standard model and the difference between the standard and FSTD models. There are

both increases and decreases in sea ice thickness relative to the standard model. The av-

erage reduction in the thickness of the ice-covered portion of grid cells (for regions that

have reductions significant at the 95 % confidence level) is−5 % (10 cm) in September in

the NH and−12 % (13 cm) in March in the SH. Likewise, the average increase is 6 % (13

cm) in September in the NH and 25 % (23 cm) in March in the SH. Maximum increases

and reductions in thickness are much greater at some locations.

Differences in lateral melt rates between the standard and FSTD models, which occur

via the replacement of L = 300 m in Eqn. 4.5 with the distribution-integrated factor

from Eqn. 4.14, are near-universally positive and coincide with areas of concentration

decrease. Summing hemispherically, the total lateral melt rate increases approximately

threefold in both hemispheres relative to the standard model (in September in the NH

and March in the SH). This acts to reduce concentrations, and also allows some areas of

increased frazil growth into the new open water.

Drawing a larger heat flux to melt ice laterally from the oceanic melting potential

means that less is available for basal melt, which may contribute to thicker ice. The total

hemispheric basal melt rate decreases by 20 % and 30 % in the NH in March and the

SH in September respectively relative to the standard model. This reduction in basal melt

occurs principally in areas of thick ice, where there is not much melting potential avail-

able to divide between basal and lateral melt. Therefore, areas of thick ice experience less

basal melt in the FSTD model compared to the standard model, and so remain thicker

throughout the year compared to the standard model. Areas of thin ice, where there is a

higher melting potential, do not experience this basal melt reduction.
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Figure 4.3: Seasonal and spatial variability of tendencies in representative radius, ra. (a) The hemispheric
average tendency in representative radius due to lateral melt for the NH (solid line) and SH (dashed line).
(b-e) as (a) but for lateral growth, new ice production, floe welding, and wave fracture respectively. (f) Map
of the tendency in ra due to lateral melt in the NH for the month with maximum average tendency, July, (see
(a), solid line). (k) Map of the tendency in ra due to lateral melt in the SH for the month with maximum
average tendency, January, (see (a), dashed line). (g-j) as (f) and (l-o) as (k) but for lateral growth, new
ice production, floe welding, and wave fracture respectively. Note that lateral growth has units of 10−3 m
day−1, while other processes have units of m day−1.
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Figure 4.4: Monthly sea ice concentration fields (out of maximum of 1) averaged over twenty years in the
Northern and Southern Hemispheres for March (a, c, e, g) and September (b, d, f, h). The first column (a-d)
shows the simulation from the standard model and the second column (b-h) shows shows the difference
between the standard and FSTD models, where only differences that are significant at the 95% confidence
level are shown.
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Figure 4.5: As Fig. 4.4, but for sea ice volume per unit area (in m).
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4.5 Discussion

The results presented here demonstrate that the inclusion of floe size information has a

significant impact on sea ice concentration and thickness, in agreement with Zhang et al.

(2016) and Bennetts et al. (2017). The increase in lateral melt due to including a prognos-

tic FSD reduces sea ice concentrations in both hemispheres, in an ocean–sea ice model

with cyclic atmospheric forcing. This expanded model physics has the potential to alter

sea ice feedbacks, climate sensitivity and the sea ice response to storms—impacts which

will be investigated in future work.

The response of sea ice concentration and thickness to including floe size information

in previous studies differ to those shown here, with both Zhang et al. (2016) and Bennetts

et al. (2017) finding reductions but not increases in sea ice thickness, and Bennetts et al.

(2017) finding larger reductions in sea ice concentration than the present study. Differ-

ences between model configurations and forcing scenarios in the various studies mean

that we cannot directly compare the impacts on sea ice concentration and thickness re-

sults at this stage.

The sea ice model described here includes a more comprehensive description of phys-

ical processes that affect sea ice floe size than those included in other studies. The lack

of observations of the FSD covering a region and time period large enough for global

model validation means that we cannot discern which model simulates the most realistic

FSD. This lack of observational data is precisely what motivates our fully prognostic ap-

proach, rather than constraining the FSD based on minimal data as in Zhang et al. (2016)

and Bennetts et al. (2017). That we are able to capture some first-order characteristics

of the FSD in our model experiments, which begin without initialization and allow the

distribution to evolve freely, suggests that we have implemented some of the key physics

that drive the FSD. These first-order characteristics include a varied spatial distribution

of representative radius (Fig. 1), and a multi-scale number FSD (Fig. 2a-d) in line with

observational studies (e.g. Steer et al. 2008).

Our process-based approach to model development allows us to examine the contri-
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bution of different processes to the FSD, with insights that are useful for future model

development. Such results cannot be obtained from reduced complexity models which

tune parametrizations to reproduce a certain FSD shape or behaviour. While introduc-

ing additional uncertain parameters, we hope that consideration of individual physical

processes will motivate further study and help prioritize parameters that require further

observational constraints. Model results could inform development of parametrizations

used in simpler models in the future. Below, we discuss the contribution of different pro-

cesses to the FSD and their representation in current models, as well as highlighting areas

that require further work.

We find that the freezing together of floes is a key process in determining the evolution

of floe size (Fig. 4.2, 4.3). In previous modelling studies, the choice of how to include

floe merging or welding has been ad-hoc: Horvat and Tziperman (2015) do not discuss

welding; Zhang et al. (2016) move all floes into the largest category if the ice growth

rate exceeds a threshold determined by tuning model output to observations in the west-

ern Arctic; and Bennetts et al. (2017) double the floe diameter in a grid cell if the ocean

freezing potential is positive. Floe welding has only recently been quantified in the field

for the first time by Roach et al. (2018c), who found observational support for use of the

geometric floe welding model described here, but additional observations are required to

better constrain the floe welding parameter.

The fracture of ice by ocean waves is also important, with the redistribution of floes

to certain preferred sizes (e.g. Fig. 4.2h) driving behaviour in the number FSD (e.g. Fig.

4.2d). We compute the new floe sizes generated by wave fracture explicitly, without re-

quiring any assumptions about the FSD. In other parametrizations of wave fracture, Zhang

et al. (2016) assume that wave-fractured ice is redistributed equally to all other categories

of smaller size as a power law distribution. Their model depends strongly on a floe size

redistribution ‘participation factor’, which they parametrize as a function of wind speed

and open water fraction, fitting tuning constants in their model to cumulative number dis-

tributions observed in satellite images in the western Arctic. In Bennetts et al. (2017),

floes fracture according to a strain criterion similar to ours, but the change in the FSD is

calculated assuming a ‘split power law’ distribution of floes sizes based on observations

from Toyota et al. (2011). Zhang et al. (2016) and Bennetts et al. (2017) impose behaviour

on fractured floe sizes that is inconsistent with results from a small-scale model (Mon-
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tiel and Squire, 2017) and laboratory observations (Herman et al., 2018), which indicate

preferred sizes in the FSD resulting from wave fracture. Developing or tuning models to

explicitly match ‘split power law’ shapes may be misleading, as many observations do

not show this distribution (e.g. Inoue 2004; Wang et al. 2016; Paget et al. 2001). Further,

observations of a ‘split power law’ distribution could be interpreted as a gradual bending

of curves rather than an abrupt transition (Herman, 2010).

In future work, the sea ice model should be coupled to a full spectrum ocean wave

model with an appropriate treatment of wave energy damping by sea ice. There are cer-

tainly limitations with our attenuation scheme, which may not be suitable for small floes

(Meylan, 2002) and neglects wave direction, unlike Bennetts et al. (2017). Sensitivity of

the depth of wave penetration into the pack ice using different attenuation parametriza-

tions such as Meylan et al. (2014) could be tested with our model, either using forcing

data from a wave model hindcast or coupled to a wave model. Wave model coupling

would also allow turbulent mixing due to ocean waves to occur within the sea ice region,

influencing the heat fluxes available for sea ice melt and growth. More realistic simulation

of waves in ice could also enable advances in the representation of sea ice growth (Roach

et al., 2018c).

The choice of floe size assigned to new floes strongly impacts the simulated floe num-

ber distribution (Fig. 4.2). In our model, new ice is placed in the smallest floe size

category, representing pancake ice formation. This results in large numbers of small floes

during winter, a seasonality opposite to that obtained by Zhang et al. (2016). In reality,

new frazil ice is herded into pancake floes only in the presence of surface waves and/or

winds, while in the absence of wind and wave action frazil crystals freeze together to

form large thin sheets of sea ice called nilas (Weeks and Ackley, 1986). Zhang et al.

(2016) do not specify how they initialize floe sizes at the start of their simulation, nor

the floe sizes at which new ice forms. Zhang et al. (2015) perform simple experiments

that are initialized at the largest floe size. Bennetts et al. (2017) initialize their model

using a constant floe diameter of 300 m, and do not explain how the formation of new ice

impacts the representative floe diameter. These models and the standard version of CICE

could be considered to include nilas growth only. In contrast, our model includes pancake

growth only, although the initial thickness of ice may correspond better to nilas growth

than pancakes. Future models should ideally incorporate both nilas and pancake growth,
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perhaps using some critical value of the tensile stress mode arising from the wave field

(Shen, 2004) to determine which growth type occurs.

Of the five processes that determine the FSD, only new ice formation and lateral melt

and growth cause changes to sea ice concentration in our model. We find that lateral

growth, which was not included in either Zhang et al. (2016) or Bennetts et al. (2017),

is around two orders of magnitude smaller overall than lateral melt (Fig. 4.2e-h). Roach

et al. (2018c) find that the lateral growth model used here underestimates growth rates of

small ice floes observed in the Arctic Ocean during fall. More observations are required

to determine whether the model underestimates lateral growth rates in other conditions.

Here, lateral melting is a significant process for evolution of the sea ice FSD (Fig.

4.2e-h) and is a function of the FSD itself. In contrast, the lateral melt formulation in

Zhang et al. (2016) assumes all floe size categories have the same ITD, and does not

parametrize the effect of lateral melting on the FSD (the second term in Eqn. 4.14). Ben-

netts et al. (2017) use a single representative floe size in each grid cell, neglecting the

sub-grid-scale distribution of floe sizes, which could vary over a broad range. All three

models demonstrate that lateral melt has large impact on simulated sea ice concentra-

tion, also motivating further observational validation. As noted by Roach et al. (2018a),

the parametrization of lateral melt rate used in our model and standard CICE5.1, as well

as other models, is based on a single field study of a single floe (Maykut and Perovich,

1987). Further constraints on individual processes like this, which strongly impact the sea

ice FSD, could greatly assist model development, particularly in the absence of global ob-

servations of floe sizes.

4.6 Conclusions

In this study, we have presented a scheme for modelling a fully prognostic joint sea ice

floe size and thickness distribution. We have examined model results in both hemispheres

obtained without initialization or tuning parameters to obtain a particular floe size distri-

bution, unlike previous studies. We find that the five processes implemented here—lateral

melt and growth of floes, floe welding in freezing conditions, new ice formation and frac-

ture of floes by ocean surface waves—capture some first-order characteristics of the floe
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size distribution.

However, definite statements on the realism of the simulated distribution are hindered

by a lack of global observations of floe size distribution. Observations which cover a

large spatial and temporal region at small enough resolution are not yet available. This

lack of observations is the motivation for constructing a model which does not assume a

priori distributions for simulated floe sizes. This general framework makes any additions

or modifications to physical processes straightforward to implement. Future additions

may include dynamics more appropriate for the marginal ice zone (e.g. Rynders et al.

2016), floe-size-dependent mechanical redistribution (e.g. Horvat and Tziperman 2015),

dependence of form drag on the simulated floe size distribution, two clearly defined sea

ice growth pathways (nilas and pancake growth), and coupling with an ocean wave model.

In spite of our choices to keep much of the physics consistent with the standard model,

impacts on sea ice concentration and thickness caused by the addition of a floe size distri-

bution are significant. This suggests that small scale processes associated with individual

floes may be important for the polar climate system. The observed predominance of sea

ice growth via pancake formation in the Antarctic (Wadhams et al., 1987) suggests that

these processes may be particularly relevant for the Southern Hemisphere. Moreover,

the predicted increase in the Arctic marginal ice zone (Aksenov et al., 2017) implies that

processes at the sea ice floe scale may become more important for simulation of sea ice

in the future. The model presented here could help to answer questions on the seasonal

evolution of floe size in the polar oceans, the possibility of power law emergence from

interactions at the floe scale in a climate model, and the degree to which sea ice melting

is influenced by fractured sea ice cover.
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Chapter 5

Quantifying growth of pancake sea ice
floes using images from drifting buoys

Development of the sea ice floe size model in the previous chapter highlighted the lack

of observational studies that could be used to constrain descriptions of floe freezing pro-

cesses. This motivated the present chapter, published as Roach et al. (2018c), which was

conducted in parallel to the previous chapter. Here, we analyse images captured by near-

Lagrangian drifting wave buoys to obtain floe size evolution. Our analysis represents the

first in-situ quantification of lateral floe growth and floe welding. Comparing observa-

tional results to model process descriptions provides useful insights for both Chapter 4

and Chapter 6.

5.1 Abstract

New sea ice in the polar regions often begins as small pancake floes in autumn and win-

ter that grow laterally and weld together into larger floes. However, conditions in polar

oceans during freeze-up are harsh, rendering in-situ observations of small-scale sea ice

growth processes difficult and infrequent. Here, we apply image processing techniques to

images obtained by drifting wave buoys (SWIFTs) deployed in the autumn Arctic Ocean

to quantify these processes in situ for the first time. Small pancake ice floes were observed

to form and grow gradually in freezing, low-wave conditions. We find that pancake floe

diameters are limited by the wave field, such that floe diameter is proportional to wave-

length and amplitude over time. Floe welding correlates well with sea ice concentration,

and the observations can be used to estimate a key model parameter for floe size evolu-
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tion. There is some agreement between observed lateral growth rates and those predicted

using a theoretical model based on heat flux balance, but the model lateral growth rates

are too conservative in these conditions. These results will be used to inform description

of lateral floe growth and floe welding in new models that evolve the sea ice floe size

distribution.

5.2 Introduction

Formation of sea ice in the polar regions is strongly coupled to the ocean and atmosphere.

When the upper ocean layer is at or slightly below the freezing point, small frazil crystals

begin to form. Sheets of sea ice can form under two different pathways, depending on the

wind and wave conditions. In quiescent conditions, frazil crystals freeze together to form

nilas, thin sheet ice that is initially transparent. Nilas then grows in thickness by congela-

tion growth on the underside of the ice. In more dynamic conditions with wind and wave

forcing, semi-consolidated frazil slush can oscillate and form near-circular floes with up-

turned edges called pancakes (Weeks and Ackley, 1986). These may grow laterally, by

further adfreezing of frazil crystals (Wadhams et al., 1987). When pancakes remain in

contact for sufficient periods of time, they may freeze together (Shen and Ackley, 1991).

The final step in this sequence is the transition from loosely joined pancakes to a complete

sheet of joined, or cemented, pancakes (Weeks and Ackley, 1986). Sea ice resulting from

pancake growth is likely to be rougher than that resulting from nilas growth, thus impact-

ing oceanic and atmospheric fluxes. Pancake sea ice formation is common in the Antarctic

(Wadhams et al., 1987) and is becoming more common in the increasingly ice-free Arctic

(Jones, 2009) where new ice growth is subject to more active wave fields (Thomson and

Rogers, 2014).

However, large-scale sea ice models, such as those used in global climate models, typ-

ically describe only sea ice growth by formation of nilas. For example, the state-of-the-art

sea ice models CICE5 and LIM3 form some new volume of sea ice from flux balance and

preferentially set the new ice to have a low thickness covering a large surface area (Hunke

et al., 2015; Vancoppenolle et al., 2009). Like CICE5 and LIM3, most sea ice components

of global climate models employ a probability distribution in sea ice thickness in order

to calculate thermodynamic and dynamic sea ice evolution (Hunke et al., 2010). They
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do not include information on sea ice floe size, which means they are currently unable to

represent sea ice growth by formation of pancakes.

Recent work by Horvat and Tziperman (2015), Horvat and Tziperman (2017), Zhang

et al. (2015), Bennetts et al. (2017) and Zhang et al. (2016) has, however, laid the foun-

dations for the inclusion of a sea ice floe size distribution, either defined in parallel or

coupled to the ice thickness distribution, in current sea ice models. Including a floe size

distribution would allow a fuller description of physical processes such as lateral melt, dy-

namic floe collisions and floe fracture, as well as lateral growth. These processes are either

not currently included in models (lateral growth and floe fracture) or heavily parametrized

(lateral melt and floe collisions - see e.g. Hunke et al. 2015). Several models (e.g. CICE,

Hunke et al. 2015) include parametrizations for lateral melt based on observational stud-

ies. For example, a functional form for a lateral melt rate was found in laboratory work

by Josberger and Martin (1981), which was fit to data obtained in the Arctic by Maykut

and Perovich (1987), and is used in models today.

Fewer empirical results exist for sea ice growth processes than for melt processes,

largely due to the inaccessibility of polar regions during winter. Recent modelling studies

show that observational constraints on sea ice freezing processes are required. In the con-

text of simulated floe size distributions, Horvat and Tziperman (2015) presented a scheme

for lateral growth of sea ice floes, where the growth rate was computed by a geometrical

partitioning of the ocean freezing potential. They do not cite any observational justifica-

tion for this.

Neither Bennetts et al. (2017) nor Zhang et al. (2016) include lateral growth, but they

both identify a separate growth process referred to as floe bonding (Bennetts et al., 2017)

or floe welding (Zhang et al., 2016). This is the transition from loosely joined pancakes

to cemented pancakes mentioned above, which is a freezing-together of floes, rather than

a dynamic process, impacting only the floe size distribution and not sea ice concentration.

Zhang et al. (2016) notes that the coalescence of sea ice floes is ‘difficult to determine’

because of ‘lack of knowledge about the welding processes.’ As there are no empirical

observations justifying the appropriate rate of welding, Bennetts et al. (2017) represent

welding processes by doubling their representative floe diameter (up to a maximum diam-

eter) each time step in grid cells where the ocean temperature is below freezing. Similarly,
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Zhang et al. (2016) move all floes into the largest floe size category when the ice growth

rate in a certain grid cell exceeds a certain threshold, a number which is chosen as part of

their model tuning.

Roach et al. (2018b) include both lateral growth and floe welding. The welding

scheme proposed uses the geometric probability of sea ice floes touching during freezing

conditions, where the coefficient of proportionality is the rate of welding participation. A

key aim of the present study is to constrain this welding rate constant.

While some field studies exist on the transition from frazil to pancake ice (Doble,

2009) and the kinematics of a pancake ice field (Doble and Wadhams, 2006; Rottier,

1992), to our knowledge there are no published field measurements of lateral floe growth

or rates of floe welding. Using a one-dimensional model Shen and Ackley (1991), showed

that wave action can initiate and maintain collisions between floes on the order of seconds

and suggest that floes can freeze together if this timescale is long enough, as observed in

the field. We do not know of any laboratory observations of such floe welding interac-

tions. Lateral growth of pancake sea ice has been measured in laboratory wave-ice flumes

(Shen and Ackley, 1995; Leonard et al., 1998; Onstott et al., 1998; Shen, 2004), providing

estimates of pancake formation on the time scale of hours to days. Shen (2004) theorized

that the ultimate diameter of pancake ice will be limited by tensile stress induced by the

wave field. They found good correlation between observed maximum floe diameter and

the observed tensile stress mode, with additional dependence on temperature and salinity,

in a cold water tank. Results from laboratory experiments may not hold under different

environmental conditions (Shen and Ackley, 1995) and do not always scale correctly to

the real world (Doble, 2009), requiring validation by field observations.

The aim of the present study is to quantify the rate at which pancake sea ice floes

grow laterally and weld together, processes that have been identified as important for sea

ice model development. Pancake sea ice growth processes are observed in situ using

time lapse images of the ocean surface in the autumn Arctic Ocean. A supervised image

processing algorithm, described in Sec. 5.4, is used to determine floe sizes and welding

events. We describe the evolution of floe size and environmental conditions and quantify

errors associated with image processing in Sec. 5.5. In Sec. 5.6-5.8 we compare ob-

servations to predictions by three theoretical models, which describe different processes
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that would all be required to fully model evolution of sea ice floe size during freezing

conditions. The three models describe the limiting diameter of pancake ice arising from

stress induced by the wave field (Shen, 2004), evolution of the floe size distribution due

to welding (Roach et al., 2018b) and evolution of the floe size distribution due to lateral

growth (Horvat and Tziperman, 2015). The first of these has been validated by laboratory

experiments. The latter two are used to evolve the floe size distribution in models and

have not been constrained empirically. The observational analysis presented here evalu-

ates these models to determine how atmospheric conditions and waves affect growth of

pancake ice. These results are useful for future sea ice model development.

5.3 Data

The images used in this study were captured by SWIFT buoys (Surface Wave Instrument

Floats with Tracking), which are free drifting systems designed to measure ocean waves,

winds and near-surface turbulence (Thomson, 2012). SWIFTs are also equipped with se-

rial cameras (4D systems uCam) mounted on a mast 1 m above the water surface, which

capture images of their surroundings in five bursts each hour. Raw (un-orthorectified)

images have a resolution of 320 × 240 pixels. The bursts are approximately eight min-

utes long, recording 102 images at a frequency of 0.25 Hz, with the next four minutes

allocated to processing data. An example image is shown in Fig. 5.1a.

Wave spectra are determined from measurements of orbital velocity components (Her-

bers et al., 2012), made using a Microstrain 3DM-GX3-35 combination GPS receiver and

Inertial Motion Unit (IMU), at a frequency of 4 Hz. GPS horizontal velocities have a

resolution of 5 cm/s, which is sufficient to resolve most wave orbital motions (Thomson,

2012). Bulk wave parameters are calculated from the wave spectra following the standard

formulations as defined in Herbers et al. (2012). Significant wave height,Hs, is calculated

as Hs = 4
√
m0, where m0 is the first moment of the spectrum. The energy-weighted pe-

riod, Te, is Te = m0∑
Ef

, where E and f are the energy and frequency respectively. Typical

errors associated with Hs and Te estimates are less than a few percent (Herbers et al.,

2012). Water temperature and salinity 0.5 m below the surface are measured with an

AADI Aanderaa Conductivity Sensor 4319. Air temperature is measured using an ultra-

sonic anemometer (Airmar PB200) 1 m above the surface, with a resolution of 0.1 oC.
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Figure 5.1: An example SWIFT image (a) as captured, (b) orthorectified, (c) with the area estimate from a
fixed threshold (blue shading), (d) with the discrete floes found by a user-specified threshold (red squares),
and (e) with the floe components found by a user-specified threshold, which split one discrete floe from (d)
into two floe components (yellow circles).

More details on the platform can be found in Thomson (2012).

Two SWIFTs were deployed at approximately 72 o29’N 158 o41’W from the R/V

Sikuliaq October 26-27, 2015, during the Sea State cruise in the Beaufort Sea region

of the Arctic Ocean. Map of SWIFT buoy deployment and recovery locations rela-

tive to sea ice area and land are shown in Fig. 5.2. More details on the cruise and

the context of these measurements can be found in Thomson et al. (2018). The buoys

were left to drift for two days under freezing conditions and relatively low sea state.

The buoys remained within 1 km of each other over the course of the deployment pe-
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Figure 5.2: Map showing sea ice coverage in area of SWIFT observations. SWIFT deployment and recovery
locations (black points) are shown in context of ice concentration and extent from daily AMSR2 sea ice
product (Spreen et al., 2008) from October 26 (left) and October 27 (right). Note that SWIFT 09 and 14
deployment and recovery locations are within 1 km, such that both can be represented by one point.

riod. As confirmed by observers onboard the ship, the buoys were initially surrounded

by open water, that froze, forming small pancake floes whose size increased over time.

The evolution of the floe sizes in time can be seen in the videos provided as online

supplementary material (Supporting Information for Roach et al. 2018c, available at

http://doi.wiley.com/10.1002/2017JC013693).

While buoys were drifting, shipboard measurements were being made in the surround-

ing area. Of primary interest to this study are atmospheric flux measurements, estimated

from a suite of instruments installed on the ship’s mast, estimates of water temperature

made from a towed thermistor (‘Sea Snake’), and sea ice thicknesses made from hourly

dip net samples.

Net atmospheric fluxes, Qnet, were determined using shipboard turbulent flux mea-

surements as

Qnet = Qsi −Qso +Qli −Qlo − LHF − SHF. (5.1)

Qsi is incoming (downwelling) shortwave radiation, Qso is outgoing (upwelling) short-

wave radiation, Qli is incoming (downwelling) longwave radiation, Qlo is outgoing (up-

welling) longwave radiation, LHF is latent heat flux, and SHF is sensible heat flux.

Details of the specific measurement methods and calculations can be found in Persson

(2012) and Persson (2002). The estimate of net atmospheric flux (Qnet) has an accuracy

of 10 W m−2.
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The dip net is used to retrieve between 3 and 6 individual pancake ice samples over the

side of the ship which are then manually measured (Wadhams et al., 2018). Ice thickness

estimates are determined as an average of the observed thicknesses.

5.4 Methods

Images captured by the SWIFTs are processed using a series of standard image process-

ing techniques in order to calculate (i) a rate of floe welding events and (ii) a lateral floe

growth rate. The key methodological approach that allows us to separate these two con-

current processes is use of three levels of image brightness thresholding. Firstly, images

are processed to obtain estimates of sea ice area; secondly, to obtain estimates of the

number of discrete sea ice floes; thirdly, to obtain estimates of the number of floe ‘com-

ponents’ that, together, make up welded floes. In this latter step, we search within each

discrete floe to see if brightness thresholding will further isolate any floe components

within composite floes.

Quantifying growth of sea ice floes from these images requires that the drift of SWIFT

buoys is Lagrangian with respect to the drift of sea ice. Lund et al. (2018) show that

SWIFTs drift with the surrounding ice, so we can assume that we are observing the same

ice through time in a statistical sense, even though the sequence of images does not cap-

ture the exact same floes due to the random motion of the floes in and out of the camera

frame. We further assume that each burst is representative of the ice conditions in that

12 minute window. We sample ten images within each burst, selected at random, and

then average each set of ten calculated ice properties in time. Naturally, since the images

were taken in dynamic conditions, floes will touch and move apart. The choice of time

averaging was designed to average out these temporary floe interactions.

Each selected image is undistorted based on intrinsic camera parameters using the

undistortImage function in Matlab’s image processing toolbox, and orthorectified using

the imwarp function, where the transformation object is determined by fitting a geomet-

ric transform to calibration images. This results in a bird’s eye view of the image in

real-world coordinates (Fig. 5.1b), where 1 pixel in the image corresponds to 4.6 mm in

real-world coordinates.
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Orthorectification assumes pitch and roll are zero such that the ocean surface is always

oriented the same relative to the camera. Although pitch and roll values are recorded by

the IMU in the SWIFT buoys, the IMU is not synchronized with image acquisition and

thus cannot be used for orthorectification. Instead, average pitch and roll values recorded

by the SWIFTs for each data burst are used to calculate the associated error in area that

would result at the far edge of the orthorectified image, where the largest error due to

buoy motion occurs.

Due to the small scale of the images, the differences in pixel intensity over ice and

water are fairly uniform—apart from a front-to-back luminosity gradient—meaning that

only simple image processing techniques are required. Colour information is removed

and the linear front-to-back luminosity gradient is corrected. We then apply simple image

processing functions from the Open Source Computer Vision Library (OpenCV, Itseez

2015). A bilateral filter removes noise from the image, while keeping the edges sharp, by

applying Gaussian filters as function of space and as a function of pixel intensity. Next,

fixed-level brightness thresholds are applied to binarize the image. We trialled the water-

shed algorithm, a geometric approach commonly used in floe size studies (e.g. Arntsen

et al. 2015), but we found that this erroneously separated the rather long, oblong-shaped

floes that appeared in some images. Therefore only brightness thresholding is used to

analyse the images here.

Visually, a single fixed threshold (97) gave a good separation of solid ice and water,

from which the total ice area, A, and concentration, C, were calculated (Fig. 5.1c). This

thresholding excludes the loose frazil crystals on floe edges. Frazil aggregations—which

are very young pancakes where crystals have begun to freeze together but may not yet

be completely consolidated—are included as solid ice. Other properties were calculated

from each image by varying the fixed threshold to a value determined by eye. After

thresholding, the OpenCV function for identifying contours in a binary image, retrieving

only the extreme outer contours, can be used to count floes. Besides the total ice area, the

key properties required for the analysis are the number of discrete floes, Nd, and the num-

ber of floe components, Nc, which includes all components of composite floes as well as

non-composite floes. If there are no welded or composite floes then Nc = Nd. If there is

at least one welded or composite floe, Nc > Nd.
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First, a fixed threshold is found that gives an accurate number of discrete floes, Nd

(Fig. 5.1d). Then a second fixed threshold is applied within each contour identified in the

first step to calculate the number of floe components, Nc, within discrete floes (Fig. 5.1e).

The user thus decides whether floes are temporarily touching or welded together. As we

expected there to be some subjectivity to this process, the algorithm was run twice by

two different users. Comparing results from both trials gives some estimate of the error

arising from the human component of the image analysis.

The initiation of each step is automated so that the user can run the code, produce

figures and adjust sliders to select thresholds where floe welding is included or ignored.

If the user cannot find a threshold which returns an accurate number of floes, the user

discards the image and it is replaced with another in that burst. In some bursts, it is not

possible to find thresholds which give realistic numbers of floes; these bursts are ignored.

We define a representative floe area, for both the number of discrete floes (Nd) and the

number of all floe components (Nc), Ad (Ac) by assuming that all floes in an image have

the same size, so Ad = A/Nd (Ac = A/Nc). We choose this representative floe area as

a metric because there is not much variation of floe size within each image: on average

80 % of floe areas are within one order of magnitude of the mean. Equivalent radii, r,

or diameters, 2r, are calculated using A = 4 · 0.66r2 (Rothrock and Thorndike, 1984),

which accounts for non-circularity of floes.

Floe welding will increase the representative floe area because the total number of

floes decreases, without changing the total ice area. Lateral floe growth will increase the

total ice area as individual floes increase in area, without changing the total number of

floes. Thus, the time rate of change of the representative area of discrete floes, Ad, de-

scribes the evolution of floe size under both floe welding and lateral growth, while the

time rate of change of the representative area of floe components, Ac, describes evolution

of floe size under lateral growth only. The separation of these two processes in the anal-

ysis requires conservation of ice area during floe welding. It is possible that the welding

of two floes traps and consolidates loose frazil crystals in between them, thus violating

conservation of total ice area, but we are unable to confirm this without more advanced

image processing methods.
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We include floes which are cut off by the image boundary, although this may cause a

low bias in the average floe area. Excluding them would greatly reduce our sample size.

Accuracy in absolute area values is not of primary importance as our analysis principally

concerns growth rates or relative area values. When varying thresholds to identify con-

tours in the image, it was noted that the algorithm may erroneously identify small specks

as discrete objects. These appear to be points of high reflection from the ocean or crystals

caused by orientation of the surface. To eliminate this effect, any individual floe areas

which are less than 3 % of the representative floe area are discarded in post-processing.

This step impacts the floe counts (Nc and Nd) and individual floe areas.

The areas of individual discrete floes and floe components within each image are also

calculated, but the algorithm performed more poorly here and so these are only used once

in our analysis (to calculate the floe size distribution to compare to a theoretical lateral

growth model in Sec. 5.8). The individual areas are calculated from the thresholds used

to count discrete floes and floe components (e.g. Fig. 5.1d and e respectively). To account

for the lower accuracy of floe area estimates, individual areas are subsequently corrected

by a normalization to the total ice area estimate obtained from the initial threshold (e.g.

Fig. 5.1c), A, i.e.

Anc = Anc
A∑
nA

n
c

(5.2)

where n denotes individual areas. Thus underestimated individual floe areas are increased

in proportion to their size such that they sum to the total ice area A.

We proceed by describing how floes evolve in the study time period with environmen-

tal conditions, and then compare observational results to three models which describe floe

size in Sec. 5.6-5.8 below.

5.5 Floe size evolution

Fig. 5.3 shows the representative area of discrete floes and the representative area of floe

components over the deployment period. The range of values observed is similar for both

SWIFTs, and both show generally increasing areas, with some variability. The time vari-

ability, between results from the ten images from each 12 minute burst (shaded region in
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Figure 5.3: Burst-averaged floe areas over the deployment period where (a-b) show the representative
area of discrete floes, and (c-d) shows the representative area of floe components. Solid and dashed lines
represent algorithm results from two different users. Shaded areas indicate ± one standard deviation in
time for each burst, with the solid shaded region corresponding to the solid line, the dashed shaded region
corresponding to the dashed line, and the darker shaded region corresponding to the overlap between the
two standard deviation envelopes. Error bars (orange) show the error arising from assuming that pitch and
roll are zero.

Fig. 5.3) is non-negligible, but does not obscure the overall behaviour. The time variabil-

ity is likely to be mostly due to floe motion; in the sequence of images, floes are observed

to move in and out of the frame (Supporting Information for Roach et al. 2018c, available

at http://doi.wiley.com/10.1002/2017JC013693).

We find that time variability is larger than error in area estimates arising from im-

age processing, due to both subjectivity and wave motion. The two trials by different

users show strong agreement (Fig. 5.3), with a Pearson correlation coefficient of 99 %

for identification of discrete floes and 96 % for identification of floe components. Time

variability (shaded regions in Fig. 5.3) exceeds the difference between the two user trials

for all image bursts except one from SWIFT09 (which occurs at approximately 01:12).

This strengthens confidence that the human component in estimates of floe areas and lat-

eral growth rates is negligible, and we will henceforth show only the midpoint of the two
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trials. Errors due to pitch and roll range from upwards of 20 % at the beginning of the

period, and around 2 % towards the end of the period, and are shown as error bars in Fig.

5.3. We find that the error due to pitch and roll is relatively small, and smaller than the

sub-burst time variability except at the very start of the SWIFT14 deployment.

Focusing on overall behaviour, by using only the average values from the ten images

sampled in each 12 minute window, Fig. 5.4 shows evolution of representative floe area.

The grey shading shows the contribution of lateral floe growth, computed from the repre-

sentative area of floe components. The residual growth is the impact of floe welding on

the representative floe area, which is much smaller than lateral growth.

Overall, we see a steady lateral growth throughout the deployment, of larger mag-

nitude in SWIFT14 than SWIFT09. Welding area growth estimates are approximately

constant in time from SWIFT14, but accelerate towards the end of the deployment period

for SWIFT09. These differences between the ice evolution observed by the two SWIFTs

may arise from slightly different environmental conditions. Generally the two SWIFTs

observe similar floe size evolution, as we would expect based on their proximity. The

representative areas from the two SWIFTs correlate well over the period where results

are available from both, with a Pearson correlation coefficient of 0.66 for discrete floes

and 0.70 for floe components (both p < 1 %).
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Figure 5.4: Evolution of burst-averaged representative areas of discrete floes, where the grey shading shows
the contribution of lateral growth for (a) SWIFT09 and (b) SWIFT14.
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Atmospheric and ocean variables measured continuously from the ship, including net

atmospheric heat flux, sea surface temperature, and ice thickness, are not measured by

SWIFT buoys and provide context for observations of ice growth. As the ship was of-

ten at long distance away from the buoys during the deployment period, we only use

measurements from the ship when within 10 km of the buoy locations (Fig. 5.5). The

net atmospheric flux measured from the ship over the period was strongly negative, from

the ocean to the atmosphere, ranging between -200 and -170 W m−2. Sea surface tem-

peratures measured from the ship dropped over the first few hours of ice growth from

approximately -0.8 o to nearly -1.4 oC. Average ice thickness, as estimated from dip net

samples measured on the ship in two different locations, was 1.1 cm at 22:00 on 26th Oct

and 4.2 cm 3.5 hours later. These estimates are averages from six and three samples with

standard deviation of 0.12 and 0.29 cm, respectively.
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Figure 5.5: (a) Net atmospheric heat fluxes (Qnet), (b) sea surface temperature, and (c) ice thickness mea-
sured from the ship within 10 km of buoy locations.
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Fig. 5.6 shows representative areas of floe components together with air temperature

at a height of 1 m and significant wave height recorded by each of the buoys. There are

strong negative correlations between the representative area of floe components and air

temperature (Pearson correlation coefficients -0.71 for SWIFT09 and -0.96 for SWIFT14,

both p < 1 %), with floes increasing in size as the air temperature cools (Fig. 5.6a-b).

Correlations between the representative area and the water temperature 0.5 m below the

surface were weaker. Water temperatures from this depth, which are above its freezing

point, may not be a good indicator of mechanisms at the surface, which is subject to much

colder conditions. A significant decrease in wave height was recorded by the SWIFTs

during the deployment period (Fig. 5.6c-d). Lateral growth is strongly negatively cor-

related to significant wave height for both buoys (Pearson correlation coefficients -0.71

for SWIFT09 and -0.90 for SWIFT14, both p < 1 %). Lead/lag analysis (not shown)

provided some indication that changes in significant wave height caused changes in floe

area but this was not conclusive.

There is also some correspondence between floe welding and significant wave height

(Fig. 5.7). For each image, the difference between the number of floe components and

the number of discrete floes tells us the number of binary floe welding events that must

have occurred, i.e. the the number of floe welds. The frequency of welded floes (i.e.

the number of floe welds observed per number of discrete floes) increases for the whole

period for SWIFT09 and between 22:00 and 01:00 UTC for SWIFT14. The frequency of

welded floes is negatively correlated with significant wave height for SWIFT09 (Pearson

correlation coefficient -0.71, p < 1 %). A positive feedback loop may be at play here: as

floes get larger, they may damp waves more efficiently (Kohout and Meylan, 2008), and

the resulting calmer sea state allows floes to freeze together into larger floes.
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Figure 5.6: The evolution of the representative area of floe components over the deployment period for (a,
c) SWIFT09 and (b, d) SWIFT14 shown with (a, b) air temperature (Tair) at a height of 1 m and (c, d)
significant wave height (Hsig). Note that the y-axis for floe areas is inverted for all subplots and scales
differ between (a, b) and (c,d) to facilitate comparison with decreasing air temperature and wave heights.

26
Oc

t
21

:0
0

26
Oc

t
22

:0
0

26
Oc

t
23

:0
0

27
Oc

t
00

:0
0

27
Oc

t
01

:0
0

27
Oc

t
02

:0
0

0.0

0.1

0.2

0.3

0.4

Fr
eq
ue
nc
y 
of
 w
el
de
d 
flo
es

(a)

SWIFT09
0.10

0.11

0.12

0.13

0.14

0.15

0.16

0.17

0.18

0.19

Hs
ig
(m

)

26
Oc

t
21

:0
0

26
Oc

t
22

:0
0

26
Oc

t
23

:0
0

27
Oc

t
00

:0
0

27
Oc

t
01

:0
0

27
Oc

t
02

:0
0

0.00

0.05

0.10

0.15

0.20

0.25

0.30

Fr
eq
ue
nc
y 
of
 w
el
de
d 
flo
es

(b)

SWIFT14
0.08

0.10

0.12

0.14

0.16

0.18

0.20
Hs

ig
(m

)

Figure 5.7: The frequency of welded floes (i.e. the number of floe welds observed per number of discrete
floes) shown with (red axis) significant wave height over the deployment period for (a) SWIFT09 and (b)
SWIFT14. Note the inverted axis for frequency of welded floes.
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5.6 Wave constraints on floe growth

Pancake sea ice floes form in the presence of surface waves, and the size of pancake

floes and rate of growth depend on the wave dynamics. Prior theoretical study (Shen

et al., 2001) suggested that maximum pancake size may be limited by either the tensile

or bending stress mode resulting from the wave field. The tensile stress mode is caused

by differential wave force which causes ‘stretching’ of surface between floes. Thus, as-

suming the ice-ocean drag coefficient is negligible, floes are limited in diameter by tensile

failure according to

Dmax ≈

√
2C2λ2

π3WAgρice
∝

√
λ2

WA

. (5.3)

Here, λ is the wavelength, WA = Hs/2 is the wave amplitude, g is gravitational accelera-

tion and ρice is ice density. C2 is the tensile stress mode parameter, which is determined by

local conditions and expected to be a function of temperature and salinity. The product of

C2 with ice thickness and floe diameter, C2Dh, is the force due to freezing between floes.

Alternatively, growth of pancakes may be limited by the bending stress mode, where ver-

tical tensile force creates bending force on floes. For bending failure, floe diameter is

limited according to

Dmax ≈
C1λ

2

2π2EWA

∝ λ2

WA

. (5.4)

C1 is a constant bending stress mode parameter, and E is the Young’s modulus of the ice

floe. In the laboratory, Shen (2004) found that the maximum pancake size, Dmax, was

proportional to the tensile stress mode rather than the bending stress mode.

Fig. 5.8 shows equivalent floe diameter computed from the representative area of dis-

crete floes, Ad, against the tensile and bending stress mode based on wave parameters

measured by SWIFTs. Wavelength is estimated from peak period using the linear finite-

depth dispersion relation, solved by Newton-Raphson iteration method with depth of ap-

proximately 4000 m. There is a strong correlation of equivalent floe diameter with both

the tensile stress mode (R2 = 0.76, p < 1 %) and the bending stress mode (R2 = 0.74,

p < 1 %). The linear fit in Fig. 5.8a gives an estimate of the tensile stress mode param-

eter of C2 = 0.167 kg m−1 s−2, which is close to the estimate of C2 = 0.118 kg m−1

s−2 observed by Shen (2004) in the laboratory. We note that in their study data from both

urea-doped water and saltwater (35 psu) were used.
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Figure 5.8: The equivalent diameter of discrete floes against (a) the tensile stress mode and (b) the bending
mode calculated from SWIFT buoy wave measurements, with points coloured by time. Regression statistics
are noted in the legend. Data from both SWIFTs are included.

These results indicate that waves are a dominant control on pancake ice growth, via

the ratio of wavelength squared with amplitude ( λ
2

WA
). This provides strong support for

the theoretical and laboratory results of Shen et al. (2001) and Shen (2004). However, our

data are not sufficient to determine which of the two mechanisms proposed in Shen et al.

(2001) dominate in these field conditions.

The representative diameter is proportional to the tensile and bending stress modes

throughout the observed period of pancake ice formation (Fig. 5.8). This is due to the

feedback between the change in wave conditions with an evolving ice field. Thin ice tends

to damp high frequency waves, leading to a decrease in amplitude but an increase in peak

wavelength. Under the tensile and bending stress theories, these conditions correspond to

larger floe sizes (Shen, 2004) which may contribute to more efficient damping of waves

(Kohout and Meylan, 2008).

The relationship between pancake diameter and tensile and bending stress modes is

expected to break down as floe diameters increase and wave amplitude decreases, and floe

welding begins to take over. The good fit of the stress modes through time (Fig. 5.8) sug-

gests that this transition does not occur within the measurements presented here, although

some welding is observed throughout the observation period.
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5.7 Floe welding

Roach et al. (2018b) propose that sea ice floes may merge or weld together during freezing

conditions according to the geometric probability that two randomly placed floes overlap,

in the absence of ocean surface waves. To describe this, they use a coagulation equa-

tion. The evolution of floe number per unit area, N , is then proportional to concentration

squared,
∂N
∂t

= −κ
2
C2, (5.5)

where the rate per unit area κ is the total number of floes that weld with another, per

square meter, per unit time, in the case of a fully covered ice surface (C = 1). The square

in concentration arises as the geometric probability of overlap is the product of two area

fractions; see Roach et al. (2018b) for further details. Although κ may depend on surface

temperature and the wave field, to implement this scheme in a large-scale model Roach

et al. (2018b) assume κ is constant.

Here, we calculate a value for κ, with the goodness of the linear fit showing how well

the model with constant κ describes observed floe welding. By our definitions, the change

in the total number of floes due to welding per unit area over some time period is simply

equal to the difference between the number of components Nc and the number of discrete

floes Nd (which is the number of welds) per unit area, i.e.

∆N weld
T

∆t
=

1

a

Nc −Nd

∆t
= −κ

2
C2, (5.6)

where a is the area of the image.

Fig. 5.9 shows the number of welds per unit area plotted against concentration squared

for each image burst. We find a linear fit to these data, with correlation coefficient

R2 = 0.51 (p < 1 %). This provides support for the Roach et al. (2018b) floe weld-

ing model using a constant value for κ.

In a global sea ice model, κ should represent the average for various conditions. Com-

bining data from the two buoy deployments gives an approximate fit to the two different

data sets, and the slope of the fit can be used to give an approximate order-of-magnitude

estimate for κ. We expect scatter in the observed relationship, as the model neglects de-
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Figure 5.9: The number of floe welds per unit area against ice concentration squared, where the linear fit
gives the coefficient of proportionality and regression statistics are noted in the legend. Data from both
SWIFTs are included.

pendence of welding on sea surface temperature and wave conditions. Although the buoys

were always less than 1 km apart, they may have experienced different local conditions

which influenced the welding rate, such as winds or heat fluxes.

From Eqn. 5.6, the slope of the linear fit in Fig. 5.9 is equal to −1
2
κ∆t. We are un-

able to discern the exact time period over which welding occurred, ∆t, from the images.

Ship observers noted that consolidation of frazil in pancakes was visible from 21:00 UTC

for SWIFT09 and from 19:00 for SWIFT14. This occurred two hours before data from

the image processing is available. Data from the images is available over five hours for

SWIFT14 and three hours for SWIFT09. Therefore, the maximum value that ∆t could

have is seven hours for SWIFT14 and five hours for SWIFT09. Taking ∆t = 7 hours, we

find a minimum value of κ = 0.001 m−2 s−1. The choice of ∆t = 7 hours likely overesti-

mates the time period, implying that the minimum value of κ given here is a conservative

estimate. This calculation can be used to inform the parameter value choice for floe weld-

ing in future models for sea ice floe size evolution.
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5.8 Lateral growth of floes

In this section, we approximately calculate what the Horvat and Tziperman (2015) model

for lateral growth would predict and compare to data calculated from the SWIFT images.

A more precise calculation requires a time series of sea ice thickness and net atmospheric

flux at the ocean surface. Only a limited number of observations of these variables are

available over our study period (Fig. 5.5), so we assume that sea ice thickness and net

atmospheric flux are constant. As we use a constant floe thickness, the notation in this

section differs slightly from Horvat and Tziperman (2015).

Horvat and Tziperman (2015) suggest that a lateral growth rate can be obtained from

a net flux balance, with heat fluxes near ice contributing to lateral and vertical growth of

existing floes. The partitioning between the contribution of a ‘near-ice’ heat flux, Qlead,

to lateral and vertical growth depends on the ratio of the basal surface areas to lateral

surface areas. Let N(r)dr denote the number of floes per unit area with an equivalent

radius between r and r + dr. Then the area of the vertical edges of the floes, per unit

ocean area, is given by

Alat =

∫
N(r)

2h

r
dr = (2h/r), (5.7)

where h is the ice thickness. The contribution of the near-ice heat flux to lateral growth,

Ql,l, is

Ql,l = Qlead

(
Alat

Alat + C

)
. (5.8)

The lateral growth rate, Gr is then

Gr = −Ql,l

q
, (5.9)

where q is the enthalpy.

The floe size distribution, f(r)dr, is the area per unit ocean surface area covered by

floes with equivalent radius between r and r + dr. Following Horvat and Tziperman

(2015), the time evolution of the floe size distribution is given by

df(r)

dt
= −∇r · [f(r)Gr] +

2

r
f(r)Gr. (5.10)

Here, we evolve the initially-observed floe size distribution using this lateral growth
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scheme. Initial results indicated that using Eqn. 5.8 to partition the heat flux, even with

the maximum ship-based dip net measurement of sea ice thickness in Eqn. 5.7, strongly

underestimates the lateral growth rate. We therefore choose conditions that maximize the

calculated rate, assuming that net heat flux from the ocean to the atmosphere is constant

and given by the maximum ship-based estimate of net heat flux, Qlead = 200 W m−2 (Fig.

5.5a). We further assume that all heat flux is used in lateral growth, Qlead = Ql,l, as the

dynamic conditions and thin ice suggest that heat exchange would not be limited to the

space between pancakes.

We calculate an equivalent radius, r, from the areas of floe components, Ac. Floe size

categories are chosen by binning all observed floe radii from both SWIFTs over the whole

deployment period into 12 equally-spaced categories. The initial floe size distribution,

f(r, 0)dr, is the area per unit ocean surface occupied by floes of size r to r + dr. After

time ∆t, the floe size distribution is

f(r, t)dr = f(r, 0)dr +Gr∆t

[
−df(r, 0)

dr
+

2

r
f(r, 0)

]
dr (5.11)

and the evolution of the ice concentration, C(r, t) =
∫
f(r, t)dr, is given by

C(r, t) = C(r, 0)−Gr∆t

∫
2

r
f(r, 0)dr. (5.12)

These equations are evolved with ∆t = 12 mins. The evolution of the representative floe

area is given by the evolution of the total ice area divided by the initial number of floe

components.

In order to sample time variability, which is the largest error source in the area obser-

vations, we repeat the calculation using initial conditions from each one of the ten images

from the initial burst. We show the mean of the ten calculations in Fig. 5.10 using floe

areas from the first user trial, with the standard deviation across the initial condition en-

semble. This is compared to the observed representative area of floe components and its

time variability. We find some validation for the Horvat and Tziperman (2015) model, as

the value ranges from model and observations overlap for SWIFT09 and for the first two

hours of SWIFT14, but they diverge for the rest of the deployment period for SWIFT14.

We are unable to conclude what conditions led the model to perform better in comparison

to observations from one buoy than the other.
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Figure 5.10: The representative area of floe components from SWIFT images (black), where grey shading
indicates the standard deviation across sub-burst time variability. Also shown are the areas predicted by the
Horvat and Tziperman (2015) lateral growth model, initialized from the mean properties of the first burst,
with green shading indicating the evolution initialized from the range of initial conditions shown by the
grey shading. The legend includes the predicted linear lateral growth rate. Both use floe areas computed in
the first user trial from (a) SWIFT09 images and (b) SWIFT14 images.

A constant flux is used to force the model, resulting in a linearly increasing floe area,

with a rate of 1.1 × 10−3 m2 h−1 for SWIFT09 and 0.9 × 10−3 m2 h−1 for SWIFT14.

The calculated rates are the same using floe areas from the first and second user trials (to

two significant figures). A linear fit to the observed floe areas gives a lateral growth rate

of 6.1× 10−3 m2 h−1 (R2 = 0.65) for SWIFT09 and 8.6× 10−3 m2 h−1 (R2 = 0.84) for

SWIFT14. Predicted lateral growth rates are thus five and nine times smaller than those

observed, in spite of our choices to maximize the lateral growth rate. However, the mod-

elled rates are of a similar order of magnitude to observations, providing some support

for the Horvat and Tziperman (2015) model.

5.9 Discussion

In this study, we compared observations with three theoretical models for determining

floe size. The three models describe different physical processes—wave constraints on

sea ice growth, floe welding, and lateral growth—all of which would be required in a

comprehensive sea ice model appropriate for the marginal ice zone. Here we discuss the

suitability of the models for the observed conditions and implications of this study for

future work.
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Very good agreement with observations of sea ice growth is found using the Shen

(2004) model, where stresses arising from wave force control the maximum floe size

(Fig. 5.8). The strong negative correlation of wave height with floe area (Fig. 5.6)

provides qualitative support for this model. The Shen (2004) model is the only model

examined here that explicitly includes wave information, and as such is best suited to the

conditions observed. The relationship between pancake diameter and tensile and bending

stress modes is expected to break down as floe diameters increase and wave amplitude

decreases. The increase in welded floes over time observed by one SWIFT (Fig. 5.7a)

provides some indication that tensile and bending stress between floes are decreasing,

such that floes can merge together. However, we do not see a transition from floe size

being determined principally from wave activity to being determined by lateral welding

of pancakes in the measurements presented here. Determining when this transition occurs

could be useful for floe size evolution in future wave-ice coupled models. This would re-

quire observation into more quiescent wave conditions. It is worth nothing that the Shen

(2004) model may be of limited use for development of models of the sea ice floe size

distribution, as it only predicts a single floe size. This model could instead be used to set

the initial size of floes formed in a wave field.

Observations show good agreement with the relationship between floe welding and

concentration arising from geometric probability, as proposed by Roach et al. (2018b).

The observed relationship can be used to give an order-of-magnitude estimate of a key

model parameter that determines the rate of floe welding and is highly relevant for sea

ice evolution (Roach et al., 2018b). This study represents the first attempt to empirically

quantify the floe welding rate. However, the size of floes observed is relatively small

from a climate model perspective (although close to the smallest floe size category in

Roach et al. 2018b), and larger floes may exhibit different welding behaviour. Addi-

tional field studies with a range of environmental conditions and floe sizes would give

a better constraint on the welding parameter. We also note that the welding parameter

is likely to depend on a variety of environmental factors, with relationships that may be

difficult to determine from field measurements. Laboratory experiments, where different

environmental variables can be controlled, would help unravel relationships with wave

parameters and surface temperature.
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Predictions based on the Horvat and Tziperman (2015) model, which uses ocean freez-

ing potential to describe evolution of floe size distribution under lateral growth, show

some overlap with observed floe area values, particularly for one buoy. Modelled growth

rates are of the correct order of magnitude, but are smaller than those observed. This

is despite the choice of variables to maximize the growth rate, with model predictions

made using net atmospheric flux as the ocean freezing potential, which we assumed to be

constant and to be used only for lateral growth. There are several possible explanations

for the difference between observations and the model calculation. Firstly, the Horvat

and Tziperman (2015) model is designed to describe the transition from open water to

solid ice, without resolving grease ice or crystal accumulation, processes which may be

important on the short timescales observed in this study. Secondly, the flux in the model

calculation was assumed constant, using a measurement taken after the formation of frazil

crystals; better agreement with observations may be obtained using a time series of flux

measurements. Thirdly, it is possible that our analysis overestimates the observed lateral

growth rate. Ice area estimates (e.g. Fig. 5.1c) exclude loose frazil crystals on the edge of

sea ice floes as they are not solid ice. However, if the ice thickens, there may be additional

loose frazil crystals at depth. If this occurs, the edges of floes may become whiter and be

counted as solid ice, thereby misrepresenting thickness growth as lateral growth. Further,

we assumed that floe welding conserves ice area which, if untrue, may also introduce spu-

rious lateral growth into the analysis. We are unable to determine whether these effects

occur with the available data.

This study demonstrates a novel application of image processing, which allows us to

isolate individual sea ice processes using images from a near-Lagrangian platform. The

methods used here could be applied to existing sets of images of floe growth to obtain

growth and welding time scales under different ice and atmospheric conditions, provid-

ing that floe size and surface characteristics were sufficiently uniform. For less uniform

characteristics, as expected with older sea ice floes, a similar analysis could be applied

using improved image processing techniques, and/or fully-Lagrangian tracking of sea ice

floes. Such future observational campaigns would greatly assist modelling efforts. We

additionally encourage studies on other isolated floe size dependent processes, such as

lateral melt, which is also poorly constrained and has a large effect on sea ice concentra-

tion (Roach et al., 2018a).
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5.10 Conclusions

This study analyses images captured by drifting buoys, which show the evolution of small

pancake floes in dynamic ocean conditions. The floes grow laterally and weld together to

form composite floes, two processes which are quantified using image processing tech-

niques. Lateral growth has a much greater contribution to floe size than welding during

the study period. Both processes correlate with significant wave height, underlining the

tightly coupled nature of wind, waves, and sea ice growth in the marginal ice zone.

The results describe three physical processes which are required for models describ-

ing sea ice floe size. We find that the Shen et al. (2001) model for pancake ice formation

describes floe size well in these conditions. Although they neglect wave activity and

small-scale frazil processes, the Roach et al. (2018b) model for floe welding and Horvat

and Tziperman (2015) model for lateral growth capture some of the observed behaviour.

We obtain an estimate for a constant floe welding parameter, which can be used for model

development.

The observations presented here quantify freezing processes at the floe scale in situ

for the first time. New developments in sea ice modelling which resolve small-scale, floe-

size-dependent processes (e.g. Horvat and Tziperman 2015, Zhang et al. 2016, Bennetts

et al. 2017, Roach et al. 2018b) require such process-based observations to constrain pa-

rameters and validate results, which have significant impacts on simulated sea ice.
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Chapter 6

Variability in floe size distribution
simulated by a model with improved
representation of wave-limited floe sizes

In Chapter 5, we found evidence to support use of a new relationship based on the ocean

wave field to describe the sizes of sea ice floes when they form for the first time. In this

chapter, I update the model from Chapter 4 to include this new scheme for ice growth

and present spatial, seasonal and inter-annual variability in floe size using the updated

model in both climatological and historical simulations. I consider trends in floe size

in the Arctic due to the recent rapid decline in Arctic sea ice cover. I also investigate

the impacts of including floe-size-dependent lateral melt using the updated model on sea

ice concentration, to address a hypothesis posed in Chapter 3. The original research

presented in this chapter is as-yet unpublished.

6.1 Introduction

Fragmentation and opening of polar sea ice cover permits heat transfer between the ocean

and atmosphere, increases radiative heating of the ocean surface layer, lowers regional

surface albedo, and allows wave-generation and wind-driven ocean mixing. These pro-

cesses impact local weather and climate, making prediction of sea ice fragmentation rele-

vant for weather and climate prediction. Besides this, predictions of sea ice fragmentation

are useful to polar stakeholders, whether they be indigenous communities who use sea ice

for transportation, engineers designing structures that must withstand loading by sea ice,
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or ship operators navigating the polar seas.

Sea ice can be fragmented if it melts into small pieces, is broken up by ocean surface

waves, or is prevented by waves from forming extensive sheet ice during freeze-up. The

degree of fragmentation and how it leads to enhanced melt can be described using the floe

size distribution (FSD), the distribution of differently-sized discrete pieces of sea ice. The

FSD varies widely across space and time under forcing from many different physical pro-

cesses. Chapter 4 presented a process-based model that captures some key characteristics

of the FSD. This is the first global model to describe a prognostic FSD that emerges due

to different physical processes.

Here, we build upon this earlier work to further investigate the spatial and temporal

variability of the sea ice floe size distribution. We argue for use of the total floe perimeter

as a metric to quantify FSD evolution. Motivated by Chapter 5, we implement a scheme

calculating the sizes of new floes based on the properties of the ocean surface wave field.

We then investigate spatial and seasonal variability in the FSD simulated by the updated

model using climatological forcing. Conducting transient historical simulations over the

satellite era allows us to revisit the hypothesis posed by Chapter 3 that the floe size depen-

dence of lateral melt is relevant for biases in the sea ice concentration distribution. Finally,

these transient experiments can be used to gain insight on how rapid changes in Arctic

climate may have driven changes in the sea ice floe size distribution, with implications

for the future of Arctic sea ice cover.

6.2 Methods

6.2.1 Metrics

Chapter 4 showed process contributions to the number FSD for different floe sizes and to

the representative radius in space and time. Recent modelling (Zhang et al., 2016) and

observational (Stern et al., 2018a) studies have used the power law exponent to condense

information on the FSD to a single number that can be shown in time and space. However,

given the statistical issues facing observations of the number FSD (Stern et al., 2018b),

and that the truncation of floe size categories in FSD models causes deviations from a

power law (Chapter 4 and Appendix C), we recommend use of a metric that does not

require assumptions as to the shape of distribution.
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Here, we propose use of the total floe perimeter as an additional metric for showing

evolution of the FSD. Given that the area of a floe is x(r) = 4αr2 and the circumference

of a floe is 8αr, the perimeter of floes per unit area of ocean, Po, is

Po = 8α

∫
R
rFN(r)dr, (6.1)

where FN(r)dr (units m−2) is the number of floes per unit ocean surface area with lateral

floe size between r and r + dr.

This metric is relevant for climate modelling as it succinctly describes the suscepti-

bility of the ice pack to lateral melt. The lateral growth and melt of floes at a rate Gr is

given by

LT (r, h) = −∇(r) · (f(r, h)Gr) +
2

r
f(r, h)Gr, (6.2)

where the first term describes movement of floes between lateral size classes and the sec-

ond term describes the total ice area added or removed that belongs to floes of size r

(Horvat and Tziperman, 2015). Integrating Eqn. 6.2 over all floe sizes, the first term van-

ishes and the second term equals PoGr. The addition or removal of sea ice concentration

via lateral thermodynamics therefore depends directly on the perimeter of floes per unit

area of ocean.

Perimeter per unit area can intuitively be integrated over surface areas to obtain hemi-

spheric quantities. It has been used in observational studies (Perovich, 2002; Perovich

and Jones, 2014), but has not previously been used in FSD modelling studies. Perimeter

can be measured directly from aerial images (Perovich, 2002; Perovich and Jones, 2014)

and—as any visible floe perimeter can be included, even if the whole floe is not enclosed

in the image—avoids some of the biases associated with constructing a size distribution

from a small aerial image, making it a good candidate metric for model-observation com-

parisons. Further, it does not require assumptions on the shape of the FSD, and is a single

number that can easily be shown in space and time.

6.2.2 Model configuration

We use the FSD model described in Chapter 4, implemented in CICE5 and coupled to

the ocean model NEMO. The model is forced by the JRA55 atmospheric renalaysis and
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a Wavewatch hindcast, which was also forced by JRA55. All simulations described here

are initialized from the 65-year-long climatological simulations described in Chapter 4

with and without a FSD. Simulations without a FSD are denoted ‘STD.’ Climatological

simulations use repeated atmospheric and wave forcing corresponding to 1975. The addi-

tional climatological simulations required for this chapter were all conducted for twenty

years. Time series of global average representative radius suggested that the first ten years

of the simulation were sufficient to allow adjustment to changes in physics, so the second

ten years are used for analysis.

Transient simulations with atmospheric forcing that varies each year are conducted

over 1975-2014 and initialized from the end of the corresponding climatological run. For

the purposes of presenting results in this chapter, we use the period from 1983-2014 for

analysis (see Appendix B).

6.2.3 Wave-limited floe sizes

In the first version of our model (FSD-v1, Chapter 4), all new ice is initially assigned to

the smallest floe size category, representing formation of pancake ice, as this was hypoth-

esised to be the dominant ice formation mechanism in the Antarctic. For comparison,

neither Zhang et al. (2015, 2016) nor Bennetts et al. (2017) specify the sizes assigned

to new ice. In reality, pancake floes form only in the presence of surface waves and/or

winds; frazil crystals freeze together to form large thin sheets of sea ice called nilas in

the absence of wind and wave action (Weeks and Ackley, 1986). Formation of sea ice by

nilas may be an important mechanism in the Arctic.

The choice of floe size assigned to new floes strongly impacts the floe number distribu-

tion. Chapter 4 suggested using the wave field to differentiate between nilas and pancake

growth following Shen et al. (2001), who proposed that maximum pancake size may be

limited by either the tensile or bending stress mode resulting from the wave field. The ten-

sile stress mode is caused by differential wave force which resulting in ‘stretching’ of the

surface between floes, while the bending stress mode is caused by vertical tensile force.

Shen (2004) performed laboratory experiments that suggested floe size is controlled by

tensile rather than bending stress. The field observations presented in Chapter 5 provided

further support for use of the tensile stress mode resulting from the wave field to calcu-

late the initial sizes of floes. Here, we implement this suggestion in a second version of
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the FSD CICE scheme (FSD-v2) and investigate how this modifies simulation of the FSD.

Following Shen et al. (2001), assuming the ice-ocean drag coefficient is negligible,

floes are limited in diameter by tensile failure according to

Dmax ≈

√
2C2λ2

π3WAgρi
. (6.3)

Here, λ is the wavelength, WA is the wave amplitude, g is gravitational acceleration and

ρi is ice density. C2 is the tensile stress mode parameter, which is determined by local

conditions and expected to be a function of temperature and salinity. The product of C2

with ice thickness and floe diameter, C2Dh, is the force due to freezing between floes.

In our updated model, new ice is assigned the floe size category corresponding to

Dmax as calculated from Eqn. 6.3. Wave parameters in Eqn. 6.3 are calculated from a

wave spectrum in the grid cell where freezing occurs. We reconstruct the Bretschneider

spectrum, SB(T ), using significant wave height, Hs, and mean zero-crossing period, Tz,

from a Wavewatch hindcast outside the ice. The spectrum as a function of period, T , is

SB(T ) =
1

4g

H2
s

T 4
z

T 2 exp−
1
π ( T

Tz
)
4

. (6.4)

and it is attenuated through sea ice according to the attenuation coefficient as a function of

mean ice thickness and wave period from Horvat and Tziperman (2015) and the number

of floes between the ice-covered cell and the cell where wave data is drawn from,
∑
nfl

(see Chapter 4).

As frequency f is 1/T , the spectrum as a function of frequency, E(f), is

E(f) = SB(T )

∣∣∣∣ ∂f∂T
∣∣∣∣ = SB(T )T−2. (6.5)

The wavelength λ is calculated from the peak frequency fp, using the deep-water surface

gravity wave dispersion relation,

λ =
g

2πf 2
p

. (6.6)

The peak frequency is the value of f that maximizes E(f). For consistency with Chap-

ter 5, we assume that the wave amplitude is WA = Hm0/2, where the spectral height
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parameter, Hm0, is given by

Hm0 = 4

∫
E(f)df. (6.7)

We use the estimate of C2 = 0.167 kg m−1 s−2 from Chapter 5.

6.3 Results & Discussion

6.3.1 Impact of wave-limited ice floe sizes

We proceed by comparing the FSD from climatological simulations with (FSD-v2) and

without (FSD-v1) the wave-limited floe size scheme at the hemispheric scale. To facilitate

comparison with Chapter 4, we show the cell-average area-weighted representative floe

radius for the two simulations in Fig. 6.1. The representative floe radius is significantly

larger in FSD-v2 than FSD-v1 in the interior ice pack, with the impact of the additional

wave-ice interaction physics being greater in the Arctic than the Antarctic. In the Arctic,

the ice cover is now dominated by large floes. Small areas with low representative radii,

which could be considered as marginal ice, are present on the edge of the ice pack in win-

ter, and melt away during summer. In both simulations, floes are smaller in the Antarctic

than the Arctic, but the maximum representative radii in the two hemispheres are closer

together in FSD-v2 than FSD-v1.

Fig. 6.2a-d show total hemispheric number distributions for FSD-v2, which are ob-

tained by integrating FN(r) over the ocean area in each hemisphere. The four total num-

ber distributions have a similar shape: decaying with increasing floe size until the largest

floe size categories, which contain more floes, with bending at radii of around 100 m.

Truncation of the FSD through existence of a maximum floe size causes a build-up of

floes at the largest size and during fall (NH September and SH March) at the next-to-

largest size as well. Compared to the equivalent figure for the FSD-v1 run (Fig. 4.2),

FSD-v2 has more floes in the largest floe size category and fewer floes in the smallest floe

size category, as floes are initialized at larger sizes and subsequently survive. The slope

of the distribution on a log-log plot for floe size below 100 m is flatter in the FSD-v2

simulation than the FSD-v1 simulation, and the bending around 100 m is more apparent.

The distributions are less well-characterized by straight lines on a log-log plot than those

from the FSD-v1 simulation.

128



Figure 6.1: The representative radius averaged over the final ten years of (a-d) the FSD-v1 and (e-h) the
FSD-v2 climatological runs. The left column is identical to Fig. 4.1, but with a modified colour scale.
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As in Fig. 4.2, Fig. 6.2e-h show the tendencies arising from different floe processes

in the total hemispheric number distributions from FSD-v2, where the tendency in the

number FSD due to some process is defined as

dFN(r)

dt
=

1

dt
(F (r)Nafter process − F (r)Nbefore process), (6.8)

and the model monthly output is the time average of dF (r)
dt

. New ice is created at wave-

determined floe sizes in all floe size categories. The tendency in the number distribution

arising from new ice growth follows a straight line in log-log space, until the largest floe

size category, for both hemispheres and months shown. When there is no wave infor-

mation in a grid cell, new ice is formed at the size of the largest floe size category. If

extended, the tendency in number FSD arising from new ice growth may tend to zero

with increasing floe size. Alternatively, introduction of wind effects on the sea surface

within the sea ice region could result in small but non-zero values for wave properties

and reduce the occurrence of very large floe sizes. That formation of new ice itself may

generate power-law-like behaviour in the FSD has not previously been suggested.

There are some modifications to other process impacts with the addition of wave-

dependence to new ice growth. The net tendency in the number distribution arising from

floe welding differs substantially from the FSD-v1 run, which was dominated by the

welding together of floes in the smallest floe size category. The net tendency arising from

wave fracture also differs due to the higher number of very large floes in the FSD-v2 run

which can be broken. The tendency arising from wave fracture is smoothed relative to

FSD-v1, most notably in the SH in September. This points to wave fracture redistributing

floes to all lower sizes below some critical floe size, and away from the idea of ‘preferred

sizes’ noted in Chapter 4. The SH in March still exhibits alternating net positive and net

negative tendencies in the number FSD arising from wave fracture at sizes below 100 m,

however. The tendencies arising from lateral growth and melt are broadly similar to FSD-

v1.

The wave-dependent sea ice growth scheme included here, describing formation of

both pancakes and nilas, certainly improves the physical fidelity of the model. It increases

floe sizes, resulting in a floe radius climatology that may be more plausible than the initial

scheme. There is a more defined transition between pack ice and more fragmented ice.
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Figure 6.2: (a) The Northern Hemisphere floe number distribution from the FSD-v2 climatological simu-
lation in March averaged over the ten years following model spin-up. (b-d) Same as (a), for the Northern
Hemisphere in September, the Southern Hemisphere in March, and the Southern Hemisphere in Septem-
ber, respectively. (e) The net tendency in the floe number distribution from different physical processes in
the Northern Hemisphere in March averaged over the twenty years following model spin-up. The axis in
(e) is linearized around zero. (f-h) Same as (e), for the Northern Hemisphere in September, the Southern
Hemisphere in March, and the Southern Hemisphere in September respectively.
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Figure 6.3: (a) The total perimeter of ice floes and (b) the average tendency in total perimeter arising
from different physical processes, in the Northern Hemisphere from the FSD-v2 climatological simulation
averaged over the ten years following model spin-up.

Lack of validation data sets preclude definitive evaluation. We note, as in Chapter 4, that

the standard NEMO-CICE simulation without floes exhibits a low sea ice concentration

bias in the Antarctic, reducing the likelihood of floe welding, and may result in low-biased

SH floe sizes.

The addition of the new sea ice growth scheme increases the dependence of the FSD

on ocean surface waves. As discussed in Chapter 4, our wave attenuation scheme is sim-

plistic, including only ocean swell, without wind input to swell or wind-generated waves

in the sea ice region. If included, these processes would act to decrease floe sizes through

fracture and prevention of nilas growth. The area affected by ocean waves in the Arctic

in our model is also strongly limited by the presence of the continents. Preliminary re-

sults from a coupled CICE-Wavewatch model—including the new sea ice growth scheme,

permitting wind-driven wave generation, and less constrained by the continents than our

model—show reduced floe sizes and increased marginal ice zone area relative to our re-

sults from FSD-v2 (pers. comm. C. Bitz). When waves are correctly included, the Arctic

FSD may thus lie somewhere between the FSD-v1 and FSD-v2 runs described here.

6.3.2 Seasonal evolution of Arctic floe perimeter

To examine seasonal evolution of the FSD, we use the climatological FSD-v2 simulation

incorporating wave-limited new ice floe sizes. The total NH floe perimeter from this sim-

ulation is shown in Fig. 6.3a. Note that changes in the total perimeter can occur through
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changes in concentration as well as changes in the FSD. For example, wave fracture will

increase perimeter while concentration stays the same, while basal melt will decrease

both perimeter and concentration if the sea ice thickness in a grid cell is reduced to zero.

The seasonal cycle of floe perimeter is asymmetric: increasing slowly from September to

a maximum in March, and dropping rapidly to the minimum in June, with little change

until September. This is plausible: pancakes and smaller floes can be formed through-

out winter while larger floes are fractured by waves, steadily increasing perimeter, and

small floes are then rapidly removed by melt processes between April and June. This

asymmetry could be tested with observations to determine whether the model is accu-

rately capturing behaviour of the FSD. Perovich and Jones (2014) show floe perimeter

on ten dates between June and September calculated from small aerial photographs taken

during the 1997-1998 field campaign of the Surface Heat Budget of the Arctic program

(SHEBA). If extended, this or a similar time series could be compared to model output.

Fig. 6.3b shows how FSD-dependent processes contribute to the seasonal cycle in

total perimeter. With small impacts, floe welding reduces floe perimeter from September

through to April and lateral melt reduces floe perimeter from May to August by remov-

ing small floes. The most important FSD-modifying processes for total perimeter are

both related to ocean surface waves: wave-dependent new ice growth is the most signifi-

cant apart from during May to August, when wave fracture is dominant. During May to

August, changes in concentration due to lateral melt are largest. The tendencies in floe

perimeter arising from different FSD-dependent physical processes therefore highlight

the importance of wave-ice interactions, and particularly the importance of wave fracture

in determining the amount of lateral melt.

6.3.3 Impacts on sea ice concentration over the satellite era

We next analyse transient historical simulations covering the satellite era. We are unable

to determine which of FSD-v1 and FSD-v2 is closer to real floe sizes, so here we con-

sider the impacts on sea ice concentration from both. Fig. 6.4(a,c) show the monthly sea

ice area cycle in both hemispheres, averaged over 1983-2014. There is no discernible

difference between STD and FSD-v2. FSD-v1 accelerates the yearly melt for both hemi-

spheres, moving the annual minimum forward from September to August, but the impact

is small. Fig. 6.4(b,d) show the time series of sea ice area in August in the Northern
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Hemisphere and February in the Southern Hemisphere, when the impact of including

FSD physics is greatest. Sea ice area from FSD-v1 during these months is consistently

lower than the standard model (on average by 0.27 million km2 in NH August and 0.39

million km2 in SH February). In the Arctic, FSD-v2 has, if anything, very slightly higher

sea ice area than the standard model. In the Antarctic, FSD-v2 sea ice areas are slightly

lower than the standard model. There is a slight reduction in the magnitude of the Arctic

trend in FSD-v1. This could be because there is less sea ice area at the beginning of the

simulation than the standard model, meaning that there is less sea ice area to be lost as

the climate changes. In February in the Antarctic, there are no sea ice area trends in any

simulation.

Figure 6.4: (a,c) monthly sea ice area in (a) the NH and (c) the SH averaged over 1983-2014. (b,d) sea ice
area time series for (b) NH August and (d) SH February. Trends calculated from a least-squares regression
are noted in the legend if they are statistically significant (p < 5 %).

The impacts on sea ice area can be explained by considering the total amounts of lat-

eral and basal melt (Fig. 6.5). With smaller floe sizes, FSD-v1 increases the amount of

lateral melt by a factor of five relative to the standard model without a FSD. The increase

in lateral melt is mostly compensated by a reduction in basal melt, although there is a
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Figure 6.5: The total lateral (grey) and basal (black) melt from all months 1983-2014 for different simula-
tions for (a) the Northern Hemisphere and (b) the Southern Hemisphere. ‘1m floes’ is the standard model
simulation using a fixed floe size of 1m that was presented in Chapter 3

slight increase in the combined total melt. For FSD-v2 in the NH, with many floes larger

than 300 m, the amount of lateral melt is slightly decreased relative to the standard model,

compensated by a slight increase in basal melt. In the SH, FSD-v2 floes are smaller than

the NH, and so the amount of lateral melt is still larger than the standard model.

Chapter 3 found that CMIP5 models tended to simulate too much loose, low-concentration

sea ice cover throughout the year, and too little compact, high-concentration cover in the

summer, as a fraction of total sea ice extent. We speculated that these biases in the nor-

malized sea ice concentration distribution could be partially explained by lateral melt:

reducing floe sizes near the ice edge could remove spurious low-concentration ice, while

increasing floe sizes could increase concentration near multi-year ice by repressing melt.

Examining the normalized concentration distribution from our transient simulations (Fig.

6.6), we find that the changes in FSD physics make very little difference. The p-value

calculated from a Kolmogorov-Smirnov test, which represents the confidence that the

two populations come from the same distribution, is significant only in the SH between

October and January when comparing STD to FSD-v1, and is a degradation relative to

observations. Chapter 3 showed a reduction in the fraction of low-concentration sea ice

in February when the constant floe size was reduced to an extreme value of 1 m. This

extreme floe size strongly enhanced lateral melt, with much smaller impacts obtained

when floe sizes are determined by physical processes and therefore more realistic (Fig.

6.5). Thus, the floe-size-dependence of lateral melt does not explain the over-estimation

of low-concentration cover in NEMO-CICE.
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Figure 6.6: The 10-20 % bin from the normalized sea ice concentration distribution for each month, where
boxes contain all years from 1983 to 2014, from three transient simulations in (a) the Northern Hemisphere
and (b) the Southern Hemisphere. (c,d) as (a,b) but for the 90 - 100 % bin. Boxes extend from the lower
to upper quartile values of the data with a line at the median. Whiskers show 1.5 of the interquartile range;
beyond this data are considered outliers and plotted as individual points.

The total amount of lateral melt differs substantially between our two versions of the

FSD model, due their differing levels of fragmentation. The simulated floe perimeters

must be validated with observations to determine the true impact of the FSD on lateral

melt, and may differ if ocean surface waves were correctly included, rather than being

drawn in using a simple scattering parametrization. In simulations where the amount of

lateral melt increases, we find that there is a compensating reduction in basal melt, re-

sulting in little change to the total amount of melt. This effect may differ across ocean

models, particularly for different ocean model vertical resolutions and vertical mixing

schemes, which would alter the heat flux available for sea ice melt in the top ocean model

grid cell. Furthermore, use of a dynamical atmosphere model would permit atmospheric
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feedbacks in response to enhanced lateral melt and reduced surface albedo that may alter

results. While the impact of floe-size-dependent lateral melt is small in the coupled sea

ice–ocean simulations considered here, further work is required to determine its relevance

for the polar climate system.

Using the model physics considered here, the floe-size-dependence of lateral melt

may play a larger role at shorter timescales rather than longer timescales, for example

rapid fracture events during storms, with implications for near-term sea ice forecasting.

We only consider monthly model output in this thesis. Extreme events are not well-

represented with our current model framework: use of a look-up table constrains the

amount of fracture that can occur, six-hourly wave forcing is likely too coarse temporal

resolution to capture storms, and lack of wind input to waves may not well-represent the

intensity of large wave events. The role of FSD physics in determining sea ice response

to storms on seasonal and sub-seasonal timescales would be an interesting question for

future work.

6.3.4 Impacts of Arctic climate change on the FSD

Our experimental set-up of a free-running sea ice model including a FSD forced by an

atmospheric renalysis and wave hindcast is well-placed to investigate how changes in cli-

mate in recent decades have affected sea ice fragmentation. Given the higher physical

fidelity of the wave-dependent new ice growth scheme, we use the simulation FSD-v2,

which was run over 1975-2014 with the period 1983-2014 used for analysis (see Ap-

pendix B). We consider the Northern Hemisphere only in this Subsection, as Arctic sea

ice has exhibited more marked change over this period than Antarctic sea ice. Simulated

Arctic sea ice area decreases year-round, most strongly in September. September sea ice

declines with a linear trend of -13.5 % decade (Fig. 6.7a), in good agreement with satel-

lite observations from Fetterer et al. (2017).

As trends in the total perimeter will be heavily skewed by the strong decline in sea

ice area, we show the trend in perimeter per sea ice area, Pi, in Fig. 6.7c. Pi is calcu-

lated by integrating Po over grid cell areas, and then dividing by the total sea ice area,

with trends obtained from a least-squares linear regression. In the months where trends

are statistically significant (p < 5%), Pi increases by 5.5 to 14.8 % per decade, with

a maximum in October (Fig. 6.7c). Sea ice floe sizes are decreasing, or the ice cover
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Figure 6.7: Northern Hemisphere trends over 1983-2014 relative to the 1983-2014 mean calculated from
a least-squares linear regression (where statistically significant, p < 5%) in (a) sea ice area; (b) the total
number of floes; (c) total perimeter divided by sea ice area, Pi; (d) the average contribution to Pi arising
from FSD-dependent processes that have statistically significant trends; (e) the fraction of sea ice extent
where ocean surface waves are active; and (f) average sea ice thickness.

is becoming more fragmented, as the climate changes. Of the five FSD-dependent pro-

cesses, two show statistically significant trends in their impact on Pi over this period:

wave-dependent new ice growth and floe welding (Fig. 6.7d). Floes become less likely

to weld together as concentrations decrease. The contribution to Pi from new ice growth

increases over 1983-2014, most strongly in October, meaning that initial floe sizes are

increasingly smaller and pointing to increasing wave activity.

To investigate this further, we calculate the average significant wave height within

the ice and outside the ice in the Northern Hemisphere. The only statistically significant

monthly trends in significant wave height outside the ice are downwards ( -1.9 and -1.4 %

per decade in August and November respectively). Within the ice, significant wave height

increases by 14 % per decade in October, with no trends in other months. The fraction

of sea ice that waves access in the Northern Hemisphere trends upwards by 5 - 18 % per

decade from July to December with a peak in October (Fig. 6.7e). This suggests reduced
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wave attenuation, i.e. that waves travel further into the ice. In our model, attenuation

depends on wave period, sea ice thickness and the number of floes encountered. The total

number of floes in the Arctic is increasing (Fig. 6.7b), which would increase attenuation,

and there is no significant trend in wave period outside the ice (not shown). Meanwhile,

average sea ice thickness has large downward trends in all months, with a maximum of

18 % per decade in October (Fig. 6.7f). This suggests that reduced attenuation is due to

the thinning of the ice cover in our model.

This analysis suggests that ocean surface wave interactions have become increasingly

important for the Arctic sea ice zone in recent decades. Our results would be strengthened

if other attenuation schemes (e.g. Bennetts and Squire 2012; Meylan et al. 2014) showed

similar trends when forced by changing Arctic atmospheric and wave conditions. When

coupled to an ocean surface wave model and following model validation, simulations

such as these could provide useful forecasts for polar operations. As the thinning of

Arctic sea ice is projected to continue (Holland et al., 2006; Rampal et al., 2011), our

results point to further penetration of the sea ice cover by ocean surface waves in the

future. Besides the relevance to Arctic stakeholders, increasing access of ocean surface

waves to the high latitudes would change the characteristics of the sea ice cover as well

as having implications for near-surface atmosphere and ocean interactions.

6.4 Conclusions

In conclusion, we find that the addition of a wave-dependent growth scheme causes large

changes in simulated floe sizes and moderate changes in the impact of different physi-

cal processes on the number FSD. It enhances the role of ocean surface waves, as there

are more large floes to break, and reduces the role of floe welding, as there are fewer

small floes to weld. The changes obtained with the addition of a wave-dependent new ice

growth scheme (FSD-v2 vs FSD-v1) are larger than the changes obtained by extending

floe size categories (Appendix C), suggesting that process uncertainty is more important

than uncertainty due to floe size category truncation at this stage of model development.

We propose use of the floe perimeter as a metric for model assessment due to its role

in determining the concentration change arising from lateral melt. The simulated seasonal

cycle in floe perimeter suggests an asymmetry that could be tested with further observa-
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tions. Examining how different FSD processes contribute to floe perimeter, we find that

new ice growth and wave fracture are the most significant. During the months when lateral

melt occurs, wave fracture is the dominant FSD process driving floe perimeter, making

uncertainty in the representation of sea ice fracture by ocean surface waves particularly

significant for simulated lateral melt.

We show that the impacts of FSD-dependent lateral melt on sea ice area in historical

coupled sea ice–ocean simulations of our model are small and impacts on the concentra-

tion distribution are essentially zero. In contrast to the extreme parameter perturbation

experiment with a constant floe diameter of 1 m discussed in Chapter 3, there is no en-

hancement in lateral melt arising from addition of an evolving FSD including nilas growth

in our current model configuration. However, we stress that the amount of lateral melt de-

pends on the level of fragmentation in the model, which is as-yet unconstrained. We find

that changes in lateral melt are mostly compensated by basal melt, resulting in very small

changes in total melt for simulations with evolving FSDs. Further research is required to

determine whether this compensation effect is realistic and is a robust response among

different ocean models. Finally, we show that trends in wave-dependent new ice growth

drive trends towards larger floe perimeter per sea ice area in the Arctic, representing a

more fragmented sea ice cover. In our simulations, ocean surface waves are increasingly

able to access ice-covered regions as a result of reduced wave attenuation, which occurs

due to the thinning of Arctic sea ice.
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Chapter 7

Discussion

In this chapter, I draw together the work presented in Chapters 3-6 to answer the questions

posed in Chapter 1 in the context of relevant literature.

7.1 What are the processes that control the sea ice floe

size distribution?

The sea ice floe size distribution was first defined and measured in the early 1980s (Rothrock

and Thorndike, 1984). Since then, few studies have quantitatively examined how different

physical processes determine the spatial distribution and temporal evolution of floe size.

Qualitatively, most studies have attributed FSD behaviour to wave fracture, neglecting

the contributions of other processes. The FSD and its evolution have so far been poorly

observed (Figs. 2.4 and 2.5) and concerns have been raised over the statistical analyses

used to produce number density distributions (Stern et al., 2018b). Moreover, few obser-

vational studies have made their data publicly available.

Output from a geophysical model can provide data over much larger spatial and tem-

poral domains than point observations. As an example, the record of sea ice thickness,

which has only recently begun to be estimated from satellite, has been complemented by

output from sea ice model hindcasts (Schweiger et al., 2011; Massonnet et al., 2013). Per-

haps more importantly, development of a geophysical model can provide an independent

test of observed behaviour. However, developing a model based on assumptions made

from observations and comparing it to the same observations is not an independent test.

Contemporary modelling studies have based descriptions of wave fracture on observa-
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tions, assuming that fractured floe sizes are redistributed equally to all lower sizes (Zhang

et al., 2015, 2016) or that wave fracture must result in a power law distribution (Williams

et al., 2013a,b; Bennetts et al., 2017). These descriptions are diagnosed from observations

and do not constitute an independent test of our understanding of observed behaviour. De-

scriptions of processes other than wave fracture have sometimes been somewhat arbitrary,

for example doubling the floe diameter in a grid cell during freezing conditions (Bennetts

et al., 2017).

In light of these considerations, I chose to adopt a process-based approach to model

development in Chapter 4, describing the physics of how different processes act on floes

and providing an independent test for our understanding of floe behaviour. In the fu-

ture, such a model could be used to inform development of parametrizations for reduced-

complexity models of the FSD. We obtained insights on the processes controlling the FSD

throughout model development and analysis. The initial planning of the model alone en-

couraged consideration of the sea ice system as a whole, as I sought to describe evolution

of floe size throughout the ice pack and throughout the year. This required prioritization

of processes considered to be of first-order importance for simulation of the FSD. It also

highlighted gaps in existing literature, notably the almost complete lack of studies on floe

freezing processes (Chapter 5).

In Chapter 4, parametrizations of processes for FSD evolution are based on underlying

physics, which means that parameters in the model equations correspond to physically-

observable quantities. We were aided in several processes by the descriptions presented

in Horvat and Tziperman (2015), but these required adaptation for implementation in a

large-scale model. The processes described in Horvat and Tziperman (2015) were not

sufficient to describe the growth of floes in winter. I proposed a description of a new

physical process, the welding together of floes during freezing conditions, that also has a

physical basis and can be tested with observations, as shown in Chapter 5.

A key outcome from this work is the comparison of the relative importance of differ-

ent processes to overall simulated FSD behaviour, in space, time and across floe sizes.

This is possible because our FSD emerges due to the interaction of different physical pro-

cesses, rather than being tuned to reproduce certain behaviour (e.g. Zhang et al. 2016,

Bennetts et al. 2017). The decomposition allows results to be compared to studies that
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have considered physical processes individually (e.g. Montiel and Squire 2017, Herman

et al. 2018, Horvat and Tziperman 2017). It also provides motivation for further investi-

gation of certain processes, using models and/or observations.

In Chapter 4, I demonstrated the dominant role of floe welding in setting floe sizes

throughout the ice pack when sea ice initially grows at the smallest floe size. It is unique

amongst the processes considered in Chapter 4 in having strong effects throughout the

ice pack, not just in the marginal ice zone. Floe welding contributes to scale-invariant

behaviour particularly as freeze-up begins. The importance and impact of this process

had not previously been suggested. We confirmed the importance of wave fracture in the

creation of small floes with radii below 100 m. There is a greater likelihood for large

floes to be fractured by waves compared to small floes, driving a slight change in slope

in the number FSD on a log-log plot. In the Southern Hemisphere, floes are redistributed

preferentially to certain lower sizes by wave fracture. This behaviour has some qualita-

tive similarities to that observed by Herman et al. (2018) and simulated by Montiel and

Squire (2017), and arises without prescription. Lateral melt is the dominant process for

reduction of floe sizes. This is in contrast to lateral growth, which has an impact several

orders of magnitude lower.

Further insight into the roles of different processes in controlling the FSD was ob-

tained from the observations presented in Chapter 5. I stress that these results represent

only a single point in the Arctic, but as the first quantification of floe freezing processes

in-situ they contain some useful insights. The observations showed that our description

of floe area growth by welding was reasonable and provided an order-of-magnitude esti-

mate of the floe welding constant, which was close to our initial guess based on model

performance, before observations were analysed. They also indicated that lateral growth

was more dominant for small floes than suggested by the model, but there are limitations

in this comparison. A key result from Chapter 5 was evidence for the large impact of

waves in determining initial floe sizes, which were well-described by the model of Shen

et al. (2001). These results translated easily to a new model parametrization for the initial

sizes of floes described in Chapter 6.

Including the impact of waves on initial floe size in our updated model had some

consequences for process contributions. More large floes are available to be fractured,
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and fewer very small floes are available to be welded together. The average tendency

in the number FSD arising from new ice growth shows some power-law-like character-

istics. This is another process that could partially explain observed FSD behaviour, but

has not been suggested by previous studies. I also found that both the addition of a

wave-dependent scheme for new floe sizes and an extension of floe size categories alter

the impact of wave fracture on the floe number distribution, by smoothing wave frac-

ture redistribution to sizes below 100 m and making the discontinuity at around 100 m

more apparent. This behaviour is in qualitative agreement with observations of a wave-

determined transition in FSD slope (Toyota et al., 2006; Steer et al., 2008; Toyota et al.,

2011, 2016; Geise et al., 2017) and agrees less with the findings of Herman et al. (2018)

and Montiel and Squire (2017) than our initial model.

While in Chapter 4 I showed process contributions to the number FSD for different

floe sizes and to the representative radius in space and time, in Chapter 6 I proposed use

of the total ice perimeter. This metric is more relevant for climate modelling purposes

than the number FSD as it describes the susceptibility of the ice pack to lateral melt. It

also condenses information on the FSD to a single number that can be shown in time and

space, without requiring assumptions as the shape of the FSD. Tendencies in total perime-

ter arising from different physical processes highlight the role of wave-ice interactions in

determining lateral melt. Perimeter is most strongly determined by wave-dependent ice

growth throughout most of the year, except during the summer months when lateral melt

occurs, when it is most strongly determined by wave fracture. These results motivate

further observational studies to develop our understanding of how ocean surface waves

break up ice and limit floe growth.

7.2 What is the relationship between sea ice floe size and

the polar climate system?

As has been previously discussed in the literature, the size of sea ice floes determines the

impact of lateral melt (e.g. Steele 1992), with a given area of small floes resulting in re-

duced sea ice concentration relative to the same area having fewer but larger floes. Chap-

ter 3 provided evidence from CMIP5 that inclusion of lateral melt in models improves

consistency with observations for the sea ice concentration distribution. This chapter also
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demonstrated that assuming a fixed floe diameter of 1 m in the standard version of the

coupled sea ice–ocean model NEMO-CICE significantly reduced sea ice concentrations

by enhancing lateral melt.

In coupled sea ice–ocean simulations incorporating a FSD, the average impact on

summer Antarctic sea ice area over the satellite era is around 0.4 million km2 for the first

model version and 0.1 million km2 for the second. For comparison, the difference in

the Antarctic sea ice area summer minimum between two standard climate models using

CICE that differ only in their representation of atmospheric physics (ACCESS1-0 and

ACCESS1-3, Fig. 3.1) is close to 3 million km2. This suggests a greater role for the

atmosphere than for sea ice model physics in the underestimation of the Antarctic sum-

mer minimum in many CMIP5 models. The minimal impact of the second FSD model

version, which has greater physical fidelity, suggests it is unlikely that the direct effect

of enhanced lateral melt arising from an evolving FSD is of first-order importance for

the climate system in the absence of atmospheric feedbacks. Thus, while lateral melt is

important for simulation of sea ice concentration, representing its average effect through

simple parametrizations may be sufficient for long-term climate simulations.

However, to conclude that the impact of floe-size-dependent lateral melt on the polar

climate system is minimal requires confidence that the model represents both floe sizes

and the response to lateral melt correctly. I stress that the modelled floe sizes have not

been validated by observations and may differ if other FSD processes and a more com-

prehensive scheme for ocean surface waves are included. In simulations with small floes,

a large amount of lateral melt occurs, but is mostly compensated by a reduction in basal

melt. It is not known if this response is realistic or dependent on the ocean model used.

Furthermore, all simulations presented here used a fixed atmosphere, preventing atmo-

spheric feedbacks that may occur in response to enhanced lateral melt. Further work is

required to determine the true impact of floe-size-dependent lateral melt on the polar cli-

mate system.

On a regional scale, I expect enhanced lateral melt to be important, particularly where

ice is heavily fragmented. Wave fracture is the dominant process to increase sea ice

perimeter during the summer melt season (Chapter 6), and it tends to occur in discrete

storm events (Perovich and Jones, 2014), which are poorly represented by our model set-
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up using a wave hindcast (Subsec. 6.3.3). Enhanced lateral melt may therefore be more

important on shorter timescales, for example by accelerating ice retreat during storms,

than on climate timescales. Our model could easily be coupled to a wave model and run

at high-resolution over a short time period to investigate this further.

Our evolving floe size model forced by a reanalysis atmosphere and waves can be

used to examine how changes in the polar climate system affect sea ice floe size. As the

climate warms and Arctic sea ice thins, our model simulates both higher wave heights in-

side the sea ice region and a greater area of sea ice where waves penetrate in the Northern

Hemisphere, reducing floe sizes (Chapter 6). A coupled wave-ice model could be used to

examine the interactions between thinning sea ice and a possible increase in ocean sur-

face wave activity. Changes in wave activity in the sea ice zone may alter atmospheric

boundary layer processes and turbulent mixing.

Although I have focused on lateral melt in this thesis, a number of other floe-size-

related processes may impact climate. The FSD simulated by our model could be used

to determine choice of sea ice rheology, the likelihood of floe collisions, and the surface

form drag. Changes to the representation of these sea ice model components may alter

sea ice dynamics and near-surface atmospheric and oceanic heat fluxes. The FSD may

be relevant for the generation of ocean eddies at floe edges due to melting and freezing

around floes (Smith, 2002; Horvat et al., 2016). Of particular importance to climate is the

distribution of sea ice leads, which allow vast amounts of turbulent heat transfer between

the atmosphere and ocean (Marcq and Weiss, 2012). Current sea ice models assume that

the open water fraction is uniformly distributed throughout each grid cell. The simulated

FSD could be used to infer a probability distribution of lead widths; smaller floes and nar-

rower leads would allow greater heat loss (Worby and Allison, 1991). Our model could

provide a starting point from which to investigate the importance of these other processes.

7.3 How do we integrate observations and models to bet-

ter understand sea ice?

Both climate models and observations are essential to understand the physics of the

highly-complex sea ice system. In practice, there is often a disconnect between the mod-
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elling and observational communities. This can result in a significant lag between obser-

vational and modelling studies of the same phenomena that may limit our understanding

of past, present, and future sea ice cover.

There are a number of ways that geophysical models can inform observations. This

can be illustrated with examples from the present study. Firstly, trying to describe evo-

lution of climate variables in space and time for model development highlights observa-

tional gaps. In this study, during development of the FSD model, I identified floe freezing

processes as being particularly poorly-observed, motivating Chapter 5. Secondly, com-

paring the relative importance of simulated processes highlights those which are most

important to constrain. Note that this comparison can only be made in a process-based

model. In our case, floe welding has large impacts—meriting more observational atten-

tion than has previously been paid—while lateral growth has much smaller impact—and

is therefore less important to observe. Similarly, sensitivity studies to different model

parameter values indicate which parameters are most important to constrain. Chapter

4 shows that simulation results depend strongly on the floe welding parameter. Given

the large process uncertainty in the FSD model (Chapter 6) however, process uncertainty

should perhaps be prioritized ahead of parameter value uncertainty. Finally, model sim-

ulations may show relationships or behaviour that provide a hypothesis to be tested with

observations. For example, in Chapter 6, I showed that the simulated seasonal cycle in the

total number of floes in the Northern Hemisphere is asymmetric, being slower to grow in

winter than melt in summer. This could motivate an expansion of the observational work

presented in Perovich and Jones (2014) to examine whether this behaviour occurs in real-

ity.

The present study also provides examples of how observations can be used to inform

models. In the first instance, observations may help to identify new physical processes

and suggest functional dependencies for process descriptions. The author observed the

freezing together of floes during a research voyage to Antarctica, motivating further theo-

retical work and inclusion of this process in the FSD model. Observations can be used to

test the physical descriptions of individual processes. This approach formed the basis for

Chapter 5, where the sizes of floes were compared to that predicted by individual process

models for lateral growth, floe welding, and pancake ice formation, giving useful insights

for model development. Similarly, observations may provide estimates for parameter val-
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ues, providing that models include functional dependencies that agree with observations

and parameters that correspond to physical observables. A contrasting example that ap-

pears in some models is the critical ice thickness of 4 m beyond which it is assumed that

advection ceases (Bryan, 1969; Gordon et al., 2000), a threshold which does not exist in

the real world. The tensile stress mode parameter and a lower bound for the floe welding

coefficient were computed from observations in Chapter 5. Note that model parameter

values approximate variables that may vary in space and time by a single number and so

should ideally be measured at multiple space and time points.

These model-observation comparisons are made at the process level. The overall re-

sults of the interacting processes in a climate model should also be compared to observa-

tions, for example comparing area-integrated FSDs or using the integrated ice area error

(proposed in Chapter 3). With climate models as opposed to individual process mod-

els, other modelling uncertainties must be taken into account during comparisons. When

coupled to ocean and atmosphere models, intrinsic internal variability can account for

significant differences between models and observations (Sec. 2.4). Climate models may

differ substantially in their representation of the physics of the climate system. Insights

for model development can be gained if all models show similar biases—indicating poor

process representation common to all models—or groups of models clustered by pro-

cess descriptions show the same behaviour. The Coupled Model Intercomparison Project

(CMIP) archive provides a wealth of information used in Chapter 3 to identify consis-

tent biases in the distribution of sea ice concentration relative to observations. Group-

ing models by their representation of lateral melt indicated that inclusion of this process

partly resolved the bias, as did parameter perturbations in the existing lateral melt scheme

in a coupled ocean–sea ice model. Comparisons to satellite sea ice observations must

be made carefully due to observational uncertainty: the algorithms which convert pas-

sive microwave brightness temperatures to gridded sea ice concentrations, like models,

require assumptions, and struggle with atmospheric effects and low concentrations and

thicknesses.

Despite observational uncertainty, satellite sea ice concentration observations are highly

useful for model validation due to their global and relatively long temporal coverage, com-

pared to other sea ice observations, spanning 1978 to the present day. In contrast, FSD

observations are sparse (Figs. 2.4 and 2.5). FSD models are in the very early stages of
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development, so exact sizes or distribution properties are unlikely to match up with ob-

servations. However there may be general characteristics that models capture, such as the

location of a transition in floe size, the depth of wave penetration or the seasonal evolution

of the number of floes. Use of existing FSD data sets would require model experiments

forced by reanalysis at high spatial resolution over the time period where observations are

available. It would also require access to the data sets, as the derived results presented

in the papers often focus on power law exponents that should be reanalysed (Stern et al.,

2018b). It is anticipated that progress will be made by exploitation of synthetic aperture

radar imagery to calculate the depth of wave penetration (Shen et al., 2018) and of satel-

lite altimeter products to calculate floe sizes as their spatial resolution increases. Another

candidate for model validation is microwave backscatter data, which can be processed to

generate surface roughness, a variable that may suggest a transition from small to large

floes or a marginal ice zone.

These comparisons could provide insight on where FSD models are deficient. A more

direct way for observations to inform models is to consider the inverse problem of op-

timization (e.g. Tett et al. 2013; Roach et al. 2017). Here, a cost function describing

the difference between some chosen simulated and observed variables is minimized by

varying multiple model parameter values within physically reasonable bounds. Such an

approach could be used for the FSD model if suitable observations with low uncertainty

become available.

Thus, insights from observations can inform modellers throughout the model devel-

opment process: suggesting new variables that should be prognostically simulated (such

as the FSD), prioritizing processes to be included in the model, refining descriptions of

processes, constraining parameter values and evaluating the model. Conversely, develop-

ment of a model for a new variable can motivate more observations of that variable and

of the processes that determine it, if model simulations deem them to be of importance.
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Chapter 8

Conclusions

Climate model projections of future change are essential tools for policy-makers in the

current era of rapid global warming. Confidence in projections for the future requires

accurate simulation of different climate variables in the past. However, simulation of

Antarctic sea ice extent over the recent historical period in global climate models does

not compare well to observations (Turner et al., 2013; Zunz et al., 2013). In Chapter 3,

we evaluated Antarctic sea ice as simulated by climate models using a more comprehen-

sive set of metrics than these previous studies, taking into account sea ice concentration

values and the regional distribution of sea ice. We found that current climate models

struggle to simulate the heterogeneity of sea ice, with biases common to many models

and the high and low ends of the sea ice concentration distribution.

That models with diverse physics exhibit the same biases suggests a deficient repre-

sentation of physical processes common to many models. In Chapter 3, we found that

inclusion of lateral melt—the melting of sea ice floes at their edges—could partially ex-

plain the biases in the climate models considered. We also found an improvement in the

sea ice concentration distribution when artificially enhancing lateral melt through changes

to the constant floe size parameter, which determines the total area of floes exposed to the

ocean. This, together with other recent studies alluding the importance of sea ice floe size

and the lateral melt feedback (Perovich et al., 2008; Kohout et al., 2014; Asplin et al.,

2014), motivated development of a model for prognostic simulation of FSD, with the aim

of improving simulation of sea ice relative to observations.

Development of the FSD model, presented in Chapter 4, formed the major part of this
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thesis and was a significant technical and mathematical challenge. While guided by the

theory presented in Horvat and Tziperman (2015), adaptation into a climate-scale model

required additional work to ensure compatibility with the existing sea ice model and to

strengthen the description of floe freezing processes. A major guiding aim was that our

model would be based on robust physical principles. The key achievement of this chap-

ter was simulation of a FSD in a global sea ice–ocean model showing characteristics in

line with observations, that arose without initialization from the interaction of different

physical processes. This unique model provides a robust framework which can easily be

improved by the addition of new physical processes in the future.

Driven by the aim to develop a model grounded in underlying physics, we consid-

ered how observations could inform new physical parametrizations. In Chapter 5, we

conducted an observational study, quantifying floe freezing processes in-situ for the first

time to aid model development. This validated our physical descriptions of individual

processes, provided constraints on model parameters, and suggested addition of a new

physical description for how the ocean surface wave field limits the sizes of new ice floes.

In Chapter 6, we updated the FSD model to include wave-limited ice growth, increas-

ing the physical fidelity of the model. This change increased the sizes of modelled floes,

resulting in a very small overall change in the amount of lateral melt compared to the sim-

ulation without floes. Further work is required to determine whether both the modelled

floe sizes and the climate model response are both realistic and robust across different

coupled models. However, with our current model configuration and physics, our results

suggest that the floe-size-dependence of lateral melt is not of first-order importance for

global model simulations on climate timescales.

Although this was initially the primary motivation for constructing a model to prog-

nostically simulate the FSD, high interest in the development of FSD models from the

sea ice scientific community suggests that they are useful for other reasons. Simulation

of FSD is necessary to include wave-ice interactions, non-continuum rheologies and form

drag in sea ice models. It may also be relevant for representing the spatial distribution of

leads and sub-grid-scale ocean eddy effects, and for ecological modelling. Moreover, floe

size itself, which can be used to describe ice fragmentation, is useful variable to predict

for polar operations and Arctic communities. We have made significant advances towards
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predictive capability for FSD in this thesis, including quantification of how different phys-

ical processes control the FSD, and providing evidence of spatial and seasonal variability

that could be tested with observations.

Future work could include:

• Development of two-way coupling between a sea ice and an ocean surface wave

model

• Investigation of feedbacks related to storms on short timescales in a coupled atmosphere–

ocean–sea ice–waves model

• Investigation of the lateral melt feedback on longer timescales in a coupled atmosphere–

ocean–sea ice model

• Development of satellite products on a sufficient spatial and temporal scale for es-

timation of floe size to be used for model validation

• Further refinement of descriptions for physical processes governing the FSD and

addition of new ones, such as mechanical redistribution

• More detailed analysis of how different physical processes may lead to power law

emergence on different spatial scales and in different regions

• Investigation of how modelled changes in floe perimeter may be relevant for ship-

ping routes

The research presented in this thesis has provided new insights into the behaviour of

sea ice and opens up many opportunities in sea ice and polar climate modelling.
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Appendix A

Sensitivity to floe welding parameter

Figure A.1: The simulated representative floe radius, averaged over twenty years following spin-up, in (a,
c) March and (b, d) September using a floe welding parameter of κ = 0.01 m−2s−1. (e-h) as (a-d) but with
a floe welding parameter of κ = 0.001 m−2s−1. The range displayed is chosen to display both hemispheres
on the same scale; dark purple may be greater than 600 m.
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Appendix B

Model adjustment for transient
simulations

The transient historical simulations conducted for this chapter were initialized in 1975.

There is a discontinuity in the JRA-55 reanalysis at year 1979 (Fig. B.1a), when satellite

data becomes available for assimilation. Global average 10 m air temperature warms

by over a degree at the annual minimum and a smaller amount at the annual maximum.

Following Chapter 4, we consider time series of sea ice volume at the annual minimum to

evaluate the time period required for the model to adjust to this forcing change. Northern

Hemisphere (NH) sea ice volume drops abruptly within two years of the change (Fig.

B.1b). The amplitude of the Southern Hemisphere (SH) sea ice area annual cycle shrinks

(Fig. B.1c), with the annual minimum in sea ice volume slowly increasing from 1979

to appear more stable from 1983 onwards (Fig. B.1b). That the SH summer minimum

sea ice area and volume increase in response to an increase in air temperature is not

self-evident. It is possible that this is a negative feedback whereby reduced winter sea ice

provides less insulation between the cold atmosphere and relatively warm ocean, resulting

in less sea ice melt in the summer. Another possibility is that a change in SH circulation

occurs with the introduction of satellite observations. For the purposes of presenting

results in Chapter 6, we use the period from 1983-2014 for analysis.
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Figure B.1: Time series of (a) global average air temperature at 10 m from the JRA-55 reanalysis over
1958-2014; (b) sea ice volume at the annual minimum in the Northern and Southern Hemispheres from the
FSD-v2 simulation (for twenty climatological years followed by transient forcing for 1975-2014); and (c)
sea ice area in the Southern Hemisphere from the FSD-v2 simulation.

158



Appendix C

Sensitivity to floe size categories

Some maximum floe size must be defined in our model of the sea ice FSD, as the cat-

egories cannot stretch to infinity. To investigate whether choice of maximum floe size

alters the impacts of different physical processes, we present here an additional simula-

tion where floe size categories are extended. We add a further 12 categories to the original

12 categories, with the additional category boundaries extending along the same exponen-

tial distribution to a maximum radius of 40 km (Fig. C.1). We include the wave-limited

ice growth scheme in a twenty-year climatological simulation with these extended floe

size categories, and use the second ten years for analysis.

With the increase in floe size categories, the hemispheric number distributions show

a decrease with increasing floe size until the last floe size category in both March and

September for both hemispheres (Fig. C.2a-d). It appears that the truncation of floe size

categories causes an accumulation of floes in the largest category only, rather than the

last two categories as occurs in several months in the FSD-v1 and FSD-v2 simulations

using 12 floe size categories (Figs. 4.2, 6.2). Fitting a straight line in log-log space to

the number FSD for all floe size categories but the last, the slope is flatter (slope varies

between−3.8 and−4) compared to FSD-v1 (−4.5 to−4.7) and FSD-v2 with twelve floe

size categories (−4.2 to −4.4).

In this simulation with extended floe size categories, the accumulation of floes in the

largest category is driven by nilas growth only (Fig. C.2e-h). As discussed above, this be-

haviour in the model arises in grid cells with open water and no wave information, where

new floes are set to the size of the largest category available. The addition of an ocean

surface wave model may serve to reduce this accumulation, as in reality, while wave am-
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Figure C.1: The values of (black) standard and (grey) extended floe size radii category boundaries

plitudes may be very small in open water areas, wind effects mean they are unlikely be

zero. The very large floes produced by this likely-artificial behaviour in the model can

be broken up with the wave fracture scheme. All other processes tend to zero below floe

sizes of 10 km, in contrast to the runs with 12 categories where all processes save lateral

growth are active at the largest category. This suggests that floe size categories do not

need to extend beyond 10 km.

Compared to FSD-v2 using 12 floe size categories only, extending floe size categories

results in a smoother tendency arising from wave fracture in SH March, with net gains at

all radii lower than around 100 m. In both hemispheres, in both March and September,

there is a transition in the net tendency in the number FSD due to wave fracture at around

100 m: below this, the net tendency is for floes to be produced by fracture, and above

this, the net tendency is to be fractured. This indicates that the ‘preferred sizes’ arising

from wave fracture discussed in Chapter 4, in runs with greater truncation of floe size

categories, are in fact due to the artificial accumulation of floes in the largest size cate-

gory. This reservoir of floes drives higher likelihood of obtaining floes at certain smaller

categories. The net gains in smaller floe size categories due to fracture in the run with

extended floe size categories are much smoother (Fig. C.2e-h), and floes below 100 m

are less likely to be fractured. The existence of such a transition in the impact of wave

fracture is in qualitative agreement with the findings of Toyota et al. (2006, 2011, 2016);

Steer et al. (2008); Geise et al. (2017) and could be tested with targeted observations.
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Figure C.2: (a) The Northern Hemisphere floe number distribution from the FSD-v2 climatological simula-
tion where the floe size categories are extended in March averaged over ten years following model spin-up.
(b-d) Same as (a), for the Northern Hemisphere in September, the Southern Hemisphere in March, and the
Southern Hemisphere in September, respectively. (e) The net tendency in the floe number distribution from
different physical processes in the Northern Hemisphere in March averaged over the twenty years following
model spin-up. The axis in (e) is linearized around zero. (f-h) Same as (e), for the Northern Hemisphere in
September, the Southern Hemisphere in March, and the Southern Hemisphere in September respectively.
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