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**Abstract**

We are conscious beings: Somehow, the activity of our brains and nervous systems gives rise to states in which we have subjective experiences; and when we are in such states, we are aware of specific content. Researchers are only beginning to develop an understanding of the neural mechanisms underlying these phenomena. Much of the research in the last few decades has focussed on discerning the neural correlates of consciousness, using neuroimaging methods. Correlates, however, are not causes: to draw inferences about the processes that generate consciousness, rather than accompanying it, one must manipulate brain activity and examine the effects this has on conscious states and contents. One way to do so is to use brain stimulation techniques, such as transcranial magnetic stimulation (TMS). In this review, we survey the consciousness literature with a special emphasis on TMS studies. We begin by examining what is known about the neural substrates of *states* of consciousness – the kinds of brain activity that determine whether a person is awake, asleep, or suffering from a disorder of consciousness. We then delve into the *contents* of consciousness, by examining the literature on perceptual awareness. Throughout, we highlight current controversies and promising avenues for further research.

**Introduction**

We are all intimately familiar with being conscious: We have subjective experiences of ourselves and the world around us, and every day we go through major transitions between states of consciousness such as sleep and wakefulness. But we are only beginning to develop a scientific understanding of the neural mechanisms that give rise to these different aspects of consciousness (Block et al., 2014; Michel et al., 2019). What patterns of brain activity determine whether a person is awake or asleep, in a coma or vegetative state? And when one is awake (and conscious), what are the mechanisms that determine the subjective experiences evoked by stimuli that reach awareness?

In addressing these questions, researchers have largely followed a scientific agenda formulated in the 1990s, when the pursuit of answers was framed as a search for the *neural correlates of consciousness* (Crick & Koch, 1990, 1995; Tononi & Edelman, 1998; Rees et al., 2002). Indeed, correlational neuroimaging methods – most notably, functional magnetic resonance imaging (fMRI) and electroencephalography (EEG) – have led to great progress in elucidating the neural activity that accompanies different conscious experiences or characterizes states of consciousness. Correlation, however, is insufficient for determining the causal mechanisms underlying the relevant processes. To draw causal inferences about neural functions, one must *manipulate* neural activity – for example, using brain stimulation – and measure the effects this has on relevant measures (Walsh & Cowie, 2000; Pascual-Leone et al., 2000). Here, we review research that has examined the effects of brain stimulation on measures of consciousness and associated neural activity. We outline the preliminary insights this work provides into the *neural causes of consciousness*, as well as new questions these insights raise and promising avenues for further work.

Our review focusses on research using transcranial magnetic stimulation (TMS), the most common method for non-invasive brain stimulation1. TMS operates by passing a strong, brief electric current through a conductive coil that is held against a person’s head. The coil is isolated, so the person does not receive an electric shock; however, an electric current is always accompanied by a magnetic field – and the brief magnetic pulse induces corresponding electric activity in the part of the brain closest to the coil, disrupting coordinated activity in the neural tissue (Hallett, 2007; Parkin et al., 2015).

Within well-established operating parameters, TMS poses no substantial risks and its effects are brief and transient (Rossi et al., 2009). It is a rather crude tool – it affects millions of neurons simultaneously, in a cortical region measuring a few centimetres in diameter and depth, depending on stimulation amplitude. However, it enables testing of hypotheses about the involvement of specific brain regions in particular functions. Furthermore, the neural response to a TMS pulse spreads from the stimulated locus to other regions, enabling measurement of connectivity patterns (Massimini et al., 2005). And finally, the temporal precision of brief TMS pulses allows researchers to pinpoint the timing, relative to other events, of a region’s involvement in a function (Pascual-Leone et al., 2000).

TMS can be used “online” to interfere with ongoing task performance or to create spreading activation in the brain. Alternatively, it can be used “offline”, before a function is required, to influence a region’s subsequent excitability. Most offline stimulation is inhibitory, although some (less well-established) stimulation protocols appear to facilitate activity (Huang et al., 2005; Rothkegel et al., 2010). (For a detailed description of TMS protocols and experimental design considerations, see Sandrini et al., 2011 and Parkin et al., 2015.)

This review covers two largely-independent branches of research that are currently at the centre of consciousness science. In ***Part 1***, we survey studies on the neural mechanisms that determine an individual’s *state of consciousness*. This research has shed light on the patterns of activity that underlie different states – wakefulness, sleep, anaesthesia and the states known collectively as disorders of consciousness. It has also elucidated the kinds of neural information processing that can happen in each state and during transitions between them. In ***Part 2***, we delve into research on the mechanisms that shape *perceptual awareness* – the momentary content of our consciousness when we are in a conscious state. This research addresses the processes that determine which aspects of our environment and ourselves we become aware of, and what mechanisms shape our experience (or interpretation) of stimuli. In each part, we review relevant neuroimaging findings that have provided important correlational data on the brain activity associated with consciousness. We then explore how brain stimulation experiments are taking researchers beyond neural correlates to illuminate the neural *causes* of consciousness.

**Part 1. States of consciousness: neural mechanisms and information processing**

A person’s state of consciousness can be described in terms of two main dimensions (Laureys, 2005). The first is wakefulness – our level of physiological *arousal*. The second is the presence of awareness – the ability to have conscious *content*, including thoughts, feelings, and subjective perception of ourselves and our surroundings (note that this dimension does not describe the *specific* contents of awareness – we address the processes that determine *what* we are aware of in Part 2; here, it refers to the extent to which one is capable of being aware of anything at all). Wakefulness and awareness interact, producing our overall state of consciousness: When we are fully awake, we have both high wakefulness and high awareness; every night, as we drift off to sleep, both wakefulness and awareness gradually decline; under anaesthesia, both wakefulness and awareness are reduced even further.

It may seem counterintuitive to divide consciousness into these separate dimensions: Aren’t we aware of a large variety of stimuli when we are awake, and unaware of them when we are not awake? The distinction between wakefulness and awareness is useful, though, because the two do not always go hand-in-hand; in some states of consciousness, one may be high while the other is low. During sleep, for example, there is a distinction between rapid eye movement (REM) and non-REM (nREM) sleep. In nREM sleep, which comprises light and deep sleep stages, EEG activity is clearly distinguishable from that seen during wakefulness. (Deep nREM sleep is also known as “slow-wave sleep” because it shows high-amplitude slow waves (0.5-4.5Hz) that are not seen in other states.) Importantly, nREM sleep is where wakefulness and awareness match: it is characterized by a reduction in both as sleep becomes deeper. On the other hand, REM sleep (during which people make rapid bursts of eye movements) is a deep-sleep state in which the brain is highly active, and its EEG activity resembles that seen during wakefulness. During REM sleep, we often have vivid dreams – in other words, our wakefulness is low (we are asleep), but awareness is high (we experience feelings, have thoughts, and perceive images and sounds).

The opposite combination – reduced awareness with high wakefulness – is seen in some clinical states caused by brain trauma, collectively known as disorders of consciousness (DOCs). The *vegetative state* is a DOC in which patients have sleep-wake cycles and spend long periods with their eyes open, but do not demonstrate any evidence of awareness or meaningful behaviour (Giacino, Kalmar, & Whyte, 2004; tellingly, this disorder is also commonly known as *unresponsive wakefulness syndrome*, Laureys et al., 2010). Some vegetative patients recover sufficiently to be recategorized as being in a *minimally conscious state*, where there is some – often inconsistent – evidence of awareness, such as responding appropriately to an instruction to follow a moving object with the eyes (Laureys et al., 2001).

To understand the neural mechanisms that determine conscious states, researchers have explored neural information processing in response to environmental stimuli, as well as patterns of brain activity in different states and during the transitions between them. We describe these lines of research in the next two sections, before turning to recent contributions from brain stimulation studies.

*Information processing in different states of consciousness*

In the healthy brain, reduced wakefulness usually entails reduced awareness of sensory stimuli: falling asleep impairs perception and the ability to interact with the environment (Ogilvie, 2001). Neural and behavioural measures, however, indicate that this change is gradual, with some preserved (though attenuated) responsiveness to environmental stimuli during the early stages of sleep (for a review, see Goupil & Bekinschtein, 2012).

Recent findings have demonstrated sustained cognitive processing of external stimuli without full wakefulness. People can continue to make button-press responses in sound discrimination tasks during early, light sleep (Bareham, Bekinschtein, Scott, & Manly, 2015; Bareham, Manly, Pustovaya, Scott, & Bekinschtein, 2014). Moreover, well into unresponsive nREM sleep, EEG measures continue to show responses to sounds that are salient (Chennu & Bekinschtein, 2012) or novel (Atienza, Cantero, & Escera, 2001; Chennu & Bekinschtein, 2012; Cote, 2002). In speech processing tasks, even when people stop responding as they fall asleep, EEG markers of appropriate motor-preparation for behavioural responses are still present (Kouider, Andrillon, Barbosa, Goupil, & Bekinschtein, 2014). There is even evidence that novel sensory associations can be learned while asleep: pairing pleasant and unpleasant odours with distinct tones during sleep alters subsequent sniff responses to those tones (enhancing or reducing them for the pleasant or unpleasant association, respectively) during both sleep and wakefulness (Arzi et al., 2012).

Intriguingly, during the transition from wakefulness to early sleep, awareness for the left side of the world fades before the right. For example, Bareham et al. (2014) asked participants to report which side of space auditory tones came from, and to continue doing so as they fell asleep. When they were drowsy, participants were more likely to misperceive tones on the left as coming from the right than vice versa. This mis-localization implies that drowsiness is associated with a fragmentation of awareness (indicated here by reduced ability to bind a sound with its location) although the reason for the spatial asymmetry remains unclear (Bareham et al., 2014; Chennu & Bekinschtein, 2012).

Fragmentation of awareness is also seen with sedation. Increasing blood concentrations of propofol, an anaesthetic, reduced accuracy and prolonged reaction times in a behavioural sound discrimination task where participants reported which of two sounds was played (Chennu, O’Connor, Adapa, Menon, & Bekinschtein, 2016). The reduction in accuracy (i.e., not just a reduction in the overall number of responses, but a lower proportion of correct responses out of those that were made) suggests that reduced wakefulness leads to a decline in the integration of stimulus features.

Although the defining characteristic of DOCs is a deficit in awareness during wakefulness, fMRI evidence suggests that some behaviourally-unresponsive vegetative patients nonetheless show the same neural activity as healthy controls when instructed to perform a mental imagery task (Owen et al., 2006). Furthermore, a subset of such neurally-responsive patients can even answer yes/no questions through such imagery-related brain activity, by arbitrarily associating each answer with a particular type of imagery (Fernández-Espejo & Owen, 2013; Monti et al., 2010). It is currently unclear what distinguishes patients who show such neural responsiveness from those who do not, and to what extent such responsiveness can be taken to indicate partial or full awareness.

Our understanding of states of consciousness is informed by the ways they differ (or don’t) in responsiveness to environmental stimuli. Responsiveness, however, is likely to depend on the brain’s overall state – its level and patterns of activity. The neural activity underlying different states has been characterised in a wealth of neuroimaging studies, which we turn to next.

*Neural activity patterns in different states of consciousness*

During sleep, anaesthesia and DOCs, overall brain metabolism is lower than in wakefulness (Boveroux et al., 2008). However, wakefulness does not seem to be just a matter of overall activity level, but is associated with specific patterns of activity (Baars et al., 2003; Klimova, 2014). Such patterns are detected through measures of *functional connectivity*, which use various statistical techniques to assess temporal correlations between neural events in different brain regions, capturing probable networks of interacting regions.

Using simultaneously-recorded data from fMRI and EEG, researchers have shown that activity in subcortical regions known to regulate arousal (e.g., the thalamus) covaries with activity levels in the default mode network, a set of frontal and parietal cortical regions that is typically active during wakeful rest. The functional connectivity between thalamus and cortex, as well as between different cortical regions, breaks down during nREM sleep (Sadaghiani et al., 2010; Sämann et al., 2011; Spoormaker et al., 2010) and sedation (Stamatakis, Adapa, Absalom, & Menon, 2010). In DOCs, functional connectivity is typically impaired (Demertzi et al., 2015; Fernandez-Espejo et al., 2012; Vanhaudenhuyse et al., 2010), and the physical connectivity between subcortical and cortical structures is often damaged (Fernández-Espejo et al., 2011; Newcombe et al., 2010). These findings suggest that projections from subcortical and brainstem structures coordinate the activity of cortical networks that support wakefulness (Bodien, Chatelle, & Edlow, 2017; Hobson & Pace-Schott, 2002; Spoormaker et al., 2010), and highlight the importance of the integrity of connections between regions, as they allow exchange of information across the brain.

The growing understanding of the role of information exchange is in line with various theoretical frameworks that view communication and integration of information between brain regions as an essential requirement for consciousness (Dehaene, Changeux, Naccache, Sackur, & Sergent, 2006; Tononi, 2004). Several studies have applied mathematical measures of information sharing to neuroimaging data, and used these measures to successfully discriminate between states of consciousness (Chennu et al., 2014; King et al., 2013; Sitt et al., 2014), as well as to characterise transitions between states during sedation (Chennu et al., 2017; Chennu et al., 2016) and recovery from brain injury (Bareham et al., 2018). Such measures are thus extremely useful for understanding the associations between neural activity patterns and states of consciousness; however, they still rely on correlations between states of consciousness and spontaneously-arising activity patterns. We now turn, therefore, to brain stimulation research that has examined the patterns generated by direct manipulations of neural activity in different states of consciousness.

*Using TMS to probe brain activity and connectivity in different states of consciousness*

As noted above, causal inference requires manipulation. A growing number of studies has investigated how manipulating brain activity – by perturbing it with TMS – affects EEG measures of brain activity in different states of consciousness. TMS can indirectly influence activity beyond the stimulated region; these non-local effects provide evidence for *effective connectivity*, an indication of causal interactions in the brain2 (**Figure 1A**).

During wakefulness, a TMS pulse causes cortical activity that propagates across multiple brain regions in a complex pattern. During nREM sleep, however, a similar pulse evokes a response that has a larger amplitude, but is much more brief and spatially-restricted (Massimini et al., 2005). In contrast, during REM sleep TMS-evoked activity is similar (albeit shorter-lasting) to that induced during wakefulness (Massimini et al., 2010; **Figure 1B**).

Patterns of TMS-induced spreading activation have been investigated both in DOCs and in people under sedation. Rosanova et al. (2012) examined DOC patients, and observed brief, spatially-restricted responses – similar to those seen during nREM sleep – when TMS was applied to awake vegetative patients. The pattern of activity in awake minimally-conscious patients, on the other hand, was similar to that seen in healthy wakefulness, suggesting that the vegetative and minimally conscious states differ substantively in effective connectivity. Furthermore, longitudinal observations in the same study showed that improvements in vegetative patients’ conditions were predicted by increases in the complexity and duration of evoked EEG responses to TMS. These increases could precede any behavioural change, a finding that not only has important implications for prognosis in DOCs, but also suggests a possible causal connection between conscious state and effective connectivity: the physical connections between brain regions (which are present in both the vegetative and minimally conscious states) may be less important in determining conscious state than the extent to which such connections are active (as revealed by TMS-induced activity patterns). These ideas are also supported by data from sedation: Ferrarelli et al. (2010), found brief, restricted TMS-evoked responses similar to those seen during sleep in people who were rendered unconscious by the anaesthetic midazolam. The same study also showed that significant current scattering (a measure of the propagation of evoked cortical currents) could reliably distinguish awake and sedated states.

Most studies that compared TMS-evoked EEG responses between different states of consciousness have investigated spatial activity *patterns*, but a few have examined response *amplitudes* at the stimulation target. As noted above, response amplitudes are greater during nREM sleep than in wakefulness (Massimini et al., 2005). Huber et al. (2013) found that the response amplitude increases with prolonged wakefulness (the duration of wakefulness serves as a proxy measure for tiredness or sleep-pressure). Noreika et al. (2019) found that the amplitude correlates negatively, during wakefulness, with momentary EEG-defined measures of alertness. In other words, cortical excitability (indicated by the EEG amplitude of TMS-evoked responses) increases when alertness is reduced, even during wakefulness. The functional significance of this association remains unclear, but may reflect a reduction in the inhibitory activity required for coordinated neural functioning during wakefulness.

Oscillatory activity is another neural measure that TMS affects in a manner that depends on state of consciousness (Massimini et al., 2007). A TMS pulse can trigger a distinct negative deflection in the EEG signal, whose occasional spontaneous occurrence is typical of nREM sleep. Such deflections are known as K-complexes and are indicative of so-called ‘off-periods’ (transient suppression of the high-frequency oscillations that reflect neural processing). The amplitude of TMS-evoked K-complexes increases with sleep depth, and this, in turn, has been shown (Massimini et al., 2007) to lead to an increase in slow-wave activity, which is believed to be involved in memory consolidation and restorative processes during sleep. Awake vegetative patients show TMS-evoked off-periods that are similar to those seen in healthy nREM sleep (Rosanova et al., 2018), suggesting that despite being awake, these patients’ brains process external stimulation in a similar way to the healthy *sleeping* brain. Furthermore, in healthy people, the TMS-evoked response in nREM sleep is reduced when stimulation is applied during dreams (Nieminen et al., 2016; dreaming does occur during nREM sleep, though less commonly than during REM sleep).

Overall, these findings demonstrate that cortical excitability and patterns of effective connectivity are *state-dependent*. When wakefulness and awareness are reduced, local cortical excitability increases, suggesting a reduction in coordinated inhibitory control processes, and the complexity and spatial extent of effective connectivity decrease, indicating reduced communication between brain regions. Stimulation-induced oscillatory activity is also modulated by the state of consciousness, and typically indicates an increase in ‘off-states’ – a reduction in high-frequency neuronal processing – in states where awareness (the presence of conscious content) is low.

Critically, TMS investigations of effective connectivity are a controlled manipulation, and thus allow causal conclusions about the patterns of brain activity that directly follow stimulation. It is worth noting, though, that when collecting measures of effective connectivity in different states of consciousness, the states themselves (with the exception of anaesthesia) are *not* manipulated in a controlled manner but arise either naturally (sleep) or via brain trauma (DOCs). The conclusions drawn from such investigations may therefore be better characterised as concerning how the causal effects of TMS differ between (or in other words, correlate with) different states of consciousness. Characterizing the causal effects of neural manipulations in different states of consciousness can inform both theoretical perspectives and clinical practice in important ways.

This relationship between effective connectivity and states of consciousness is probably best captured by the recent development of a measure known as the perturbational complexity index, or PCI (Casali et al., 2013). This measure quantifies the overall complexity, over several hundred milliseconds and across all EEG electrodes, of the neural response to perturbation by a TMS pulse. A full explanation of the algorithm used to calculate this index is beyond the scope of the present review (Readers who are interested can find relevant technical details and sources in a footnote3); in general terms, however, the PCI is calculated by converting the spatiotemporal pattern of activity into a 2-dimensional representation, with all information sources (EEG electrodes) on one axis, and time on the other axis. Activation is represented in a binary fashion – every point on the axis system is given a value of either one (activity exceeds a statistical significance threshold at that time and location) or zero (no significant activity). The resulting matrix is then compressed in an analogous manner to compressing computer files into Zip-files. Just as a more complex file yields a larger compressed zip-file, more complex activity patterns yield a higher PCI values. **Figure 1C** provides an intuitive schematic illustration of this procedure and its relation to states of consciousness: The EEG response of a healthy, awake brain to a TMS pulse yields a high PCI value, because it involves activity in a large number of cortical regions (high *integration* of information across different parts of the brain), and develops temporally with a unique spatial pattern at any given point in time (high *differentiation* between different times). In contrast, reduced consciousness may be associated with either a brief and localised response (low integration) or a widespread, long-lasting, but unchanging response across the brain (low differentiation), both of which can be compressed more easily – due to containing less data in the former case and higher redundancy in the latter – and thus yield lower PCI values.

Importantly, the PCI shows graded differences between healthy wakefulness, stages of sleep, and sedation, and is low in DOCs (Casali et al., 2013). Furthermore, it allows accurate classification, distinguishing not only wakefulness vs sleep or anaesthesia in the healthy brain, but different severities of DOC – the PCI values of minimally-conscious patients, though lower than those of healthy people, are consistently higher than those of vegetative patients (Casarotto et al., 2016). The PCI therefore provides a reliable neural measure of state of consciousness, does not require behavioural data, and can be collected at patients’ bedside. A more recent measure, the Fractal Dimension Index, uses the same data but involves a different calculation of effective connectivity; in healthy participants, use of this measure has yielded almost-perfect within-subject discrimination between conscious and unconscious states (de Miras et al., 2019).

In addition to investigating impaired effective connectivity in DOCs, researchers have also examined impairments to structural connectivity in these patients. Brain damage can affect different forms of connectivity, but the interactions between connectivity types in DOCs are only partially understood. To assess structural connectivity, several studies have used diffusion-weighted imaging (DWI), a type of MRI scan that captures the direction and rate of the movement of water molecules. Water diffuses more rapidly in directions aligned with internal structures, such as the white matter axonal tracts that connect brain regions. This directionality of this diffusion is quantified in a measure known as fractional anisotropy, or FA, where higher values indicate that more diffusion occurs along a single axis of movement. High FA at a particular location is thus taken to indicate the presence of an intact white matter tract. DWI has been shown to differentiate between vegetative and minimally conscious patients (Fernandez-Espejo, 2011), with the FA of white matter tracts shown to correlate with residual levels of awareness in DOC patients (Fernandez-Espejo, 2012). Moreover, Bodart et al. (2018) used both MRI and TMS-EEG measures to elucidate the links between structural and effective connectivity in healthy and DOC brains, and found that PCI was highly correlated with FA in both groups.

**Part 2. Contents of consciousness: processes underlying perceptual awareness**

Awareness is one of the essential components of consciousness: when we are conscious, we have subjective experiences of ourselves and the world around us. In Part 1, we discussed the mechanisms that give rise to the states in which conscious content can exist *at all*. But when we are in a conscious state, what processes determine the particular contents of our awareness at any given time?

The majority of research on this issue has focussed on understanding the mechanisms that determine *perceptual awareness*, the momentary subjective experiences associated with perception. Although knowledge of perceptual processes (the transduction and hierarchical processing of sensory stimulus features) informs such investigations in important ways, it is not synonymous with an understanding of awareness. Many of the steps involved in processing the features of sensory stimuli occur without awareness (Rees et al., 2002), and may therefore be necessary conditions for the stimulus reaching awareness, but not constitutive parts of the subjective experience itself.

An appreciation of the difference between perception and perceptual awareness can be gained from considering the many ways that the latter has been investigated. These include the search for factors that distinguish what perceptual information can be processed without awareness (e.g., Nasrallah et al., 2009) from perceptual processing that requires awareness (e.g., Rabagliati et al., 2018), and how processing of similar perceptual information with and without awareness may differ (e.g., Kim & Blake, 2005; Raio et al., 2012; Tooley et al., 2017); the relationship between awareness and cognitive functions such as attention (Bahrami et al., 2007, 2008a, 2008b; Tsuchiya & Koch, 2007) and memory (Soto et al., 2005, 2011); the factors that determine awareness in bistable perception, the fluctuating subjective experience evoked by stimuli that can be perceived in more than one way (Brascamp et al., 2018); and perceptual metacognition, the relationship between objective ability to perform a task and subjective ratings of stimulus visibility or confidence (Fleming et al., 2010; Fleming & Lau, 2014; Lau & Passingham, 2006).

A growing body of research has provided a wealth of behavioural, physiological and neural data on all the above. Reviewing all of these approaches is beyond the scope of any single article; here, we will focus on the last two, bistable perception and metacognition, where promising TMS work has already augmented imaging findings and opened new avenues for research.

A central question that has been a continuous topic of debate is whether awareness arises early or late in the perceptual processing stream (Boly et al., 2017). This question provides a recurring theme throughout our review: We start by surveying effects of TMS on awareness, found when stimulation was applied to both early visual cortex and higher-level regions, then continue to work on bistable perception that has attempted to address its underlying mechanisms – and particularly whether the competition between different conscious percepts is resolved early or late. We wrap up with a discussion of high-level metacognition, and evidence that its neural substrates are not found in early perceptual areas but in the frontal lobe.

*Visual awareness and TMS effects in early visual cortex and higher-level regions*

A central question in concerning perceptual awareness is whether its contents are determined by activity in early sensory cortical regions (e.g., primary visual cortex) or whether those regions feed information into higher-level regions that use this information to construct our conscious internal model of the world (Crick & Koch, 1990, 1995). Recent brain stimulation work has contributed to debates on this issue, by investigating how manipulating neural activity in early visual (occipital) and higher-level (parietal) cortical regions alters the contents of perceptual awareness.

In one of the first investigations of TMS effects on visual processing, Amassian et al. (1989) applied single pulses to the occipital pole, the early cortical region that processes information from the foveal (central) region of the visual field4. TMS pulses delivered 80-100ms after stimulus onset (but not at other latencies) suppressed detection of briefly-presented letters. Beyond clarifying the time lag between visual inputs and their processing in early visual cortex, this finding suggests that early visual cortex is necessary (though not necessarily sufficient) for visual perception: Cutting off the stream of information at this early processing stage prevents conscious detection.

Such suppression abolishes reported stimulus awareness, but objective discrimination performance – e.g., reporting which of two possible stimuli was presented – may remain above-chance (Allen et al. 2014; Koenig & Ro, 2019). This has been termed “TMS-induced blindsight”, implying that the preserved visual performance may arise through similar mechanisms as in blindsight patients, who have damage to early visual cortex but are able to perform visual tasks despite reporting no visual experience (Weiskrantz, 1996). The neural basis of this preserved performance remains controversial (Koenig & Ro, 2019): it may be due to spared residual activity in visual cortex that could be sufficient for stimulus discrimination but not for awareness, but may also be due to alternative visual pathways that bypass early visual cortex (e.g., via the midbrain) and enable stimulus discrimination but do not give rise to conscious experience.

Stimulation of visual cortex is known to trigger phosphenes, brief visual sensations that do not correspond to any visual input (Marg & Rudiak, 1994). Above a certain threshold strength, single TMS pulses to early visual cortex evoke stationery phosphenes, whereas pulses to the part of retinotopic cortex that processes motion, area V5 (which is located laterally to early visual cortex), evoke moving phosphenes. Moving phosphenes are abolished, though, when a supra-threshold V5 pulse is followed 20-40ms later by a sub-threshold pulse to early visual cortex (Pascual-Leone and Walsh, 2001), and a moving phosphene is evoked when a sub-threshold pulse to V5 is followed by a supra-threshold pulse to early visual cortex (Silvanto et al., 2005). These manipulations of the relative timing of paired TMS pulses reveal that conscious experiences may depend on feedback projections to early visual cortex.

So far, we have described effects of TMS to retinotopic cortex on visual perception and awareness. TMS has also been used, however, to demonstrate the involvement of higher-level brain regions in measures of visual awareness. Specifically, TMS to the right intraparietal sulcus has been shown to impair detection of changes between sequentially-presented pairs of visual images (i.e., an increase in change blindness; Beck, Muggleton, Walsh, & Lavie, 2006). Stimulation of the same area also increased Troxler fading – the gradual disappearance of peripheral visual stimuli during continuous viewing (Kanai, Muggleton, & Walsh, 2008). These TMS effects are consistent with either disruption of representations that are held in this parietal region, or with disruption of feedback connections that sustain low-level representations in early visual cortex.

Although findings like those described above contribute to understanding the pathway that visual information must go through in order to reach awareness, they do not clarify what step in the process generates the conscious experience itself (e.g., are we aware of activity in primary visual cortex, or is it just a necessary way-station for information we become aware of via later feedforward/feedback processing steps? Crick & Koch, 1995), nor which processes determine what the specific conscious percept will be. We now turn to investigations of bistable perception, which have attempted to address these questions.

*Bistable perception: questions arising from behavioural and neuroimaging findings*

It has been proposed that to understand perceptual awareness, we need insight into the mechanisms that determine our conscious interpretation (what is experienced and reported) of stimuli that can be perceived in more than one way (Rees et al, 2002). A central phenomenon investigated in this context is *bistable perception*.

Bistable perception is the conscious experience associated with a class of stimuli that can be perceived, with equal validity, in different ways. The most well-known example of a bistable stimulus is the Necker cube, which can be perceived in one of two mutually-exclusive ways (**Figure 2A**). Such percepts are referred to as bistable because our perceptual awareness switches between the two interpretations periodically – one cannot perceive both at the same time. There are many other examples of such stimuli. One that is commonly used in research is the ambiguous structure-from-motion (SFM) sphere, which can be perceived as rotating in either of two possible directions (**Figure 2B**). Another widely-investigated phenomenon is binocular rivalry, in which bistability arises not from stimulus ambiguity but from competition between inputs: When each eye is shown a sufficiently-different image at corresponding retinal locations, the two images are not fused but instead compete for dominance, with awareness alternating between the two (Carmel, Arcaro et al., 2010; **Figure 2C**). Bistable stimuli can also be found in audition (e.g., Denham et al., 2018) and even in olfaction (Zhou & Chen, 2009), although the majority of research on this topic has used visual stimuli.

Consciousness researchers are interested in bistable perception because it dissociates external stimulation from perceptual awareness: Our experience keeps changing even though the external stimulus does not; the switch from one conscious percept to the other is therefore internal. Specifically, bistable perception demonstrates competition for awareness between different neural representations of the same stimulus. But at what processing level do such alternations in awareness occur? Are they due to events in early visual cortex or at higher-level regions? Understanding how this works may provide a window into how the brain constructs the subjective experience associated with sensory input.

Dominance in binocular rivalry is influenced by low-level physical stimulus features, such as contrast, which are processed in early visual cortex (Brascamp et al., 2015), but also by high-level features such as context and semantic content, which are processed outside early visual cortex (for reviews, see Klink et al., 2012; Wolf et al., 2011). Furthermore, rivalry is not necessarily between the eyes, but can occur between patchwork patterns that are grouped *across* the eyes to create coherent conscious percepts (Kovacs et al., 1996), and between patterns that alternate rapidly between eyes (Logothetis et al., 1996). Such findings suggest that the competition occurs at a neural locus that follows binocular integration and thus is further in the processing stream than the monocular representations of neurons in primary visual cortex.

Neural data have also painted a confusing picture: single-neuron recordings in monkeys have shown that many stimulus-selective neurons throughout the brain continue to respond to their preferred stimulus during both dominance and suppression in binocular rivalry. What changes across regions is the proportion of neurons whose spiking activity rises and falls in time with the dominant percept – this proportion is very low in primary visual cortex and becomes gradually larger when examining higher levels in the visual processing stream, suggesting that dominance arises in those late processing stages (Logothetis & Schall, 1989; Leopold & Logothetis, 1996, 1999).

On the other hand, fMRI findings in humans have shown a correlation between activity in primary visual cortex and the current dominant percept (Plonsky et al., 2000; Tong & Engel, 2001). Furthermore, activity in temporal-lobe regions that are specifically sensitive to face and house images fluctuates in a time-locked manner to the dominance of their preferred stimuli in rivalry: activity in the fusiform face area (FFA) rises when a face is dominant and falls when it is suppressed, and activity in the parahippocampal place area (PPA) rises when a house is dominant and falls when it is suppressed. This activity is similar to that observed during physically-alternating stimulus presentations, indicating the competition between stimuli is resolved at a lower level (Tong et al., 1998).

The apparent contradiction between single-neuron findings (implicating higher-level regions) and fMRI (implicating primary visual cortex) was resolved when Maier et al. (2008) used single-neuron and fMRI recordings in the same monkeys and found that fMRI indeed reflected conscious perception in primary visual cortex, whereas single neuron spiking did not. Rather than clarifying where binocular rivalry is resolved, however, this finding highlights the importance of acknowledging that these measures are sensitive to different aspects of neural activity: Single-cell spiking rates measure action potentials, and are vulnerable to sampling biases as recording is limited to a subset of the neurons in a region. Conversely, the blood-oxygen-level-dependent (BOLD) fMRI signal reflects oxygenated blood flow, a proxy measure for neuronal activity, in a spatially-defined region, and is influenced by both excitatory and inhibitory activity in cells and synapses; a large fMRI signal may arise when spiking increases, but also when there is no change in spiking (e.g., if increased excitation and inhibition cancel each other out) or even a reduction in spiking (due to increased inhibition). It remains unclear, therefore, which of these measures – spiking or BOLD – is directly associated with the processes that determine the dominant precept. The early visual activity reflected in fMRI signals may determine conscious content, which then propagates to higher-level regions where it influences the kinds of activity reflected in spiking. Conversely, the early activity observed with fMRI may reflect feedback from higher-level regions that determine awareness.

This uncertainty has contributed to current suggestions that bistability is probably a complex phenomenon, arising not from activity in a single area, but from interactions between cortical regions that may play distinct roles in the process (Blake & Logothetis, 2002; Brascamp et al., 2018). Specific regions may *contain* clusters of neurons that represent the different percepts, and these clusters’ spontaneous activity may feature inherent oscillations (via inter-cluster inhibition and intra-cluster facilitation) such that at any given time one is more active than the other. Importantly, however, it is likely that such clusters and their within-cluster processes occur in more than one location in the brain, and that different regions *modulate* *one anothers’* activity. The specific modulatory roles of different regions in bistable perception are a crucial target for investigation.

In line with this, other neuroimaging studies have focussed not on the neural correlates of the current percept, but rather on searching for activity related to the perceptual switches. Using fMRI, Lumer et al. (1998) asked observers to report their dominant percept continuously during binocular rivalry and during a subsequent replay condition (in which stimuli were physically switched at the same time points reported during rivalry). They found a right-lateralized network of frontal and parietal regions that was more active during rivalry alternations than during analogous replay alternations. Similar locations were identified when a different analysis method was applied to the same data (Lumer & Rees, 1999) and in other fMRI studies that used various kinds of bistable stimuli (Brascamp et al., 2015; Frassle et al., 2014; Kleinschmidt et al., 1998; for the neural locations, see **Figure 2D**). These studies suggested that the modulatory activity responsible for switches in bistable perception occurs in high-level regions outside early visual cortex. However, such correlational findings cannot establish that this kind of activity *causes* the switches; it may trigger them, but may also, for example, be involved in noticing that they happen (i.e., directing attention to them), or arise as an epiphenomenal by-product of processes that are entirely resolved in early visual cortex, whose outcome is then propagated to other regions. As noted above, insights into causal mechanisms can be gleaned from brain stimulation. We now turn, therefore, to studies that have investigated how administering TMS to various neural loci modulates bistable perception.

*Using TMS to elucidate causal cortical influences on bistable perception*

TMS has been used to probe the involvement of various brain regions in the dynamics of bistable perception. Pearson et al. (2007) targeted early visual cortex: Single pulses applied online, during viewing of binocular rivalry, increased the probability of a switch (or, in other words, shortened current dominance durations). Similar stimulation had no effect, however, when it was applied during rivalry between stimuli that were rapidly swapped between the eyes (a type of rivalry previously demonstrated by Logothetis et al., 1996). These findings confirm a causal role for early visual cortex in ‘conventional’ binocular rivalry – TMS may have disrupted processing of early stimulus representations, either by differentially affecting one of them (e.g., weakening the current dominant percept or boosting the suppressed percept) or altering the interaction between the neural clusters representing each percept. The absence of an effect for eye-swapping rivalry, however, supports multi-level views of rivalry: similar phenomenal outcomes (dominance alternations) may arise from neural substrates that are either distributed across different regions, or arise from similar types of interactions that occur in different regions for different bistable stimuli.

These results converge with TMS findings described earlier, showing that TMS to parietal cortex can alter other awareness-related phenomena (change detection and Troxler fading), and with the fMRI findings implicating a fronto-parietal network in the perceptual alternations of bistable stimuli. Together, these findings suggested the necessity of testing the effects that TMS to this network would have on bistability. To investigate parietal involvement in binocular rivalry, Carmel, Walsh et al. (2010) applied offline TMS with inhibitory parameters to the right superior parietal lobule (SPL), the parietal location that had shown maximal fMRI activation during rivalry switches (Lumer et al., 1998). This stimulation caused subsequent switching in binocular rivalry to become faster, *shortening* the durations of individual dominant percepts. Rather than suggesting that this parietal region triggers switches – in which case, inhibitory TMS should have increased dominance durations – this finding is therefore consistent with the idea (mentioned earlier in the context of other parietal TMS effects) that parietal activity may sustain and stabilise perception, perhaps through feedback to lower-level visual areas.

In a study that was published in the same journal issue, however, Kanai et al. (2010) also applied offline TMS to SPL, and found that doing so *prolonged* percept durations for a bistable structure-from-motion (SFM) sphere. This apparent contradiction between studies may have been due to the use of different bistable stimuli, or different TMS parameters (although both were inhibitory), or – most interestingly – the fact that the stimulated locations were not identical: Whereas Carmel, Walsh et al. (2010) had based their site selection on fMRI activation coordinates, Kanai et al. (2010) selected stimulation sites in which a structural MRI measure (grey matter volume) had correlated with bistable percept durations. Kanai et al.’s (2010) site, while still within the SPL (and within the activation ‘blob’ seen in previous fMRI studies), was 3cm posterior to that of Carmel, Walsh et al. (2010; **Figure 2D**).

To address this apparent contradiction, the authors of these two studies conducted a joint study (Kanai, Carmel et al., 2011), which used the same bistable SFM sphere and the same TMS parameters as in Kanai et al. (2010), but applied TMS to the more anterior site used by Carmel, Walsh et al. (2010). Under these conditions, TMS *shortened* percept durations, as it had previously when applied to that location (Carmel, Walsh et al., 2010). These results confirmed the existence of sub-regions with distinct functional properties within parietal cortex – TMS to one location prolongs dominance, whereas TMS to the other shortens it independently of the specific bistable stimulus and inhibitory stimulation parameters.

Kanai, Carmel et al. (2011) suggested that taken together, these findings can be accommodated within the theoretical framework known as predictive coding, which provides a compelling account of the underlying mechanism. Predictive coding views the brain as perpetually generating and maintaining models of the likely causes of sensory information (Hohwy, 2008; Clark, 2013). In perception, these models operate in a top-down fashion as predictions of incoming sensory information. These predictions are what we are aware of; any discrepancy between predictions and sensory inputs generates a prediction error signal, which is used to update the prediction. In bistable perception, according to this framework, the process is perpetual: sensory evidence for a nondominant percept (i.e. prediction error) is always present and eventually outweighs the influence of ongoing predictions representing the dominant percept, leading to a perceptual switch; the process then repeats itself. Kanai, Carmel et al. (2011) propose that the dominant percept (or current prediction) is maintained by the anterior parietal location. Inhibiting this location’s activity with TMS thus weakens the prediction, making it easier for the prediction error generated by the non-dominant percept to cause a switch. Conversely, the posterior site generates prediction error signals computed from sensory data, and inhibiting its activity thus hinders the updating of the current prediction, leading to longer periods of perceptual dominance.

Importantly, this account does not make strong claims about the locus of the percept representations themselves: These are likely to exist in several locations in the visual hierarchy. TMS may affect representations held in the stimulated parietal regions, or alter the way these regions exert top-down modulations on lower parts of the visual hierarchy, including early visual cortex. Furthermore, it is important to note that the theoretical interpretation of the findings is a post-hoc proposal: it accounts for the observed pattern of results nicely, but was not part of the studies’ original rationale; therefore, it has to be substantiated by using it to yield novel, testable predictions.

Further studies using various bistable stimuli have provided generally consistent evidence on the effects of parietal TMS. Zaretskaya et al. (2013) demonstrated that inhibitory TMS to anterior right SPL shortened percept durations for a bistable stimulus that alternates between global-gestalt and local-element percepts, although the effect was limited to the global percept. Using a different ambiguous stimulus, Vernet et al. (2015) found that applying single-pulse TMS to a similar site during the temporal gap between brief stimulus presentations increased the probability of a perceptual switch; interestingly, when TMS was applied to frontal and parietal sites together, this effect was abolished, suggesting a complex (and poorly understood) fronto-parietal interaction in determining perceptual dominance.

One major exception to the emerging pattern is a study by Zaretskaya et al. (2010), who applied TMS to anterior and posterior parietal sites bilaterally while participants viewed binocular rivalry, and found a significant effect only in the right anterior site (which was very close to the anterior parietal site stimulated by Carmel, Walsh et al., 2010, and Kanai, Carmel et al., 2011; **Figure 2D**). This effect, however, was in the opposite direction to those previous studies: TMS *prolonged* dominance durations. This contradiction may be due to methodological differences. Whereas Carmel, Walsh et al. (2010) and Kanai, Carmel et al. (2011) had used group-level coordinates from previous fMRI data, this study used individual participants’ fMRI activation to localise stimulation sites, which varied between participants (it is the *average* location that was similar to the previous studies). Additionally, this study used online TMS (applying it *while* participants were viewing rivalry and reporting their percepts), whereas the previous studies had used offline stimulation. Unlike offline TMS, which is known to cause a lasting inhibitory effect after stimulation (Sandrini et al., 2011), online TMS causes momentary disruption that increases noise in the system (Schwarzkopf et al., 2011). It remains unclear, therefore, how to interpret the contradictory findings5.

In sum, at least six studies have demonstrated effects of right parietal TMS on the dynamics of bistable perception, with mostly-consistent results. Two other studies provide indirect evidence of this region’s causal role in bistable perception: Megumi, Kanai, & Rees (2015) applied dynamic causal modelling to fMRI data, and found that a model corresponding to the predictive-coding-based parietal fractionation proposed by Kanai, Carmel et al. (2011) provided a good account for activation patterns. Schauer et al. (2016) applied TMS to previously-used posterior (Kanai et al., 2010) and anterior (Carmel et al., 2010; Kanai, Carmel et al., 2011) parietal sites while participants completed attentional tasks known to be associated with parietal activity and found no effects, suggesting that the effects of parietal TMS on bistable perception are not due to modulations of attention but rather to a causal role these regions play in determining conscious perception.

*The plot thickens: no-response and no-awareness paradigms in bistable perception*

In studies of bistable perception, participants typically report their current percept continuously or indicate percept switches. This involves a host of processes other than the conscious perception itself – executive control to maintain monitoring of the stimulus in line with task instructions, decision processes about when to make a report, planning and executing the motor response – all of which also (presumably) happen in the brain. To what extent do the neural activity patterns observed in previous studies represent these processes as well, and is it possible to isolate only the processes associated with awareness, removing potential task-related confounds while keeping the bistable stimulus constant, to avoid introducing stimulus-related confounds?

To address this, recent studies have introduced “no-report” paradigms, which use objective measures instead of active subjective reporting to establish when switches are happening (for a review, see Tsuchiya et al., 2015). Frassle et al. (2014), for example, used the microsaccades that involuntarily track a moving stimulus (optokinetic nystagmus, or OKN): They capitalised on the previous finding (Naber et al., 2011) that in binocular rivalry between gratings that move in opposite directions, the OKN’s direction corresponds reliably to participants’ dominance reports. In this study’s fMRI recordings, participants viewed the same stimuli and either reported their percepts or not (in the report condition, the authors verified that the OKN indeed tracked reports; in the no-report condition, dominance switches were estimated from participants’ OKN). Switch-related parietal activity was observed both with and without reports; but the previously-reported frontal activity was only seen when reports were made, suggesting that frontal activity is related to report generation rather than to perceptual awareness.

Even without report, watching bistable stimuli involves cognitive activity related to the switches (e.g., noticing, contemplating; Block, 2019). Brascamp et al. (2015) went a step further, introducing a “no awareness” design: They showed participants a different array of randomly-moving dots in each eye. Various stimulus manipulations enabled assessment of dominance, both with and without awareness. Participants were aware of perceptual switches when differently-coloured dots were presented to each eye, and they reported changes in the dominant colour. Awareness of switches was prevented in a condition where same-colour dots were presented to both eyes. In this condition, participants could not tell that they were viewing two different displays, but the perceived dot density was the same as for a single display, indicating that one display was dominant at any given time. Dominance was assessed by having participants report the direction of brief coherent motion intervals, where different directions were presented to each eye. fMRI recordings showed consistent switch-related activity in early visual cortex. Activity in both frontal and parietal cortex, however, was present when participants were aware of the switches, but negligible when they were not. Brascamp et al. (2015) concluded that perceptual switches do not necessarily require activity in higher-level regions outside the early visual system, and that selection for dominance in rivalry can occur without high-level involvement.

While these are reasonable conclusions, it must be noted that in terms of the search for mechanisms of consciousness, this study may have thrown the awareness baby out with the task-confound bathwater: It is definitely possible that competition between neural representation may take place outside of awareness, and it is plausible that such non-conscious competitive interactions would take place early in the visual processing stream. As noted earlier, activity in early visual areas may indicate stimulus processing, but it remains unknown whether the processes involved in bringing a percept into awareness rely on such activity being propagated further up the processing stream in a feedforward manner, on feedback from other regions, or both. Rivalry between *conscious* representations (and by extension, any visual awareness) may require activity beyond early visual cortex, even without report. A crucial next step, which has not been carried out to date, would therefore be to use TMS to investigate the effects of frontal and parietal stimulation on switching in no-report paradigms. If effects under such conditions are similar to those observed previously, this would serve as strong evidence of higher-level cortical involvement independent of report.

Another potentially-fruitful avenue may be using TMS to assess effective connectivity during bistable perception, in a similar manner to that used in studies of states of consciousness and other cognitive functions. Ruff et al. (2008), for example, found that parietal TMS modulated neural activity (measured with fMRI) in distant lower-level visual areas. A similar approach could be applied to test whether the causal influence of parietal areas regulates rivalry competition in the early visual cortex.

*Frontal activity and metacognition*

Finally, it is worth noting a different approach to assessing perceptual awareness that has been associated with frontal activity: Metacognition, or thinking about thinking, is operationalised in perception as the relationship between objective task performance and subjective ratings of confidence or stimulus visibility. Many researchers consider metacognitive measures as a meaningful proxy for conscious perception – when perceptual content reaches awareness, confidence and performance should covary (Persaud, McLeod, & Cowey, 2007; Fleming & Dolan, 2014). According to this view, brain regions associated with monitoring perceptual decisions and producing confidence judgments may also be those that produce subjective awareness.

Fleming et al. (2010) used a simple perceptual decision task and manipulated its difficulty so that objective performance was similar for all participants. They also collected a confidence rating on each trial, and found that metacognitive accuracy (how well participants were able to assess their own task performance) and an MRI-derived structural measure (grey matter volume) correlated in a frontal region (specifically, bilateral anterior prefrontal cortex). Using a different perceptual task, but again keeping objective performance constant, Lau & Passingham (2006) found that fMRI activity in a similar frontal area covaried with reported stimulus visibility.

To assess the causal significance of such findings, Rounis et al. (2010) investigated the effect of inhibitory TMS to the above frontal region on subsequent perceptual decisions and metacognitive judgments. They found that perceptual accuracy was not impaired by TMS, but metacognitive accuracy was. In a close replication of this study, however, Bor et al. (2017) failed to find evidence for a TMS-induced impairment to either task performance of metacognition. The mixed evidence means the jury is still out on whether prefrontal cortex is causally involved in judgments of metacognition.

**Concluding remarks**

The physical basis of consciousness remains one of the great mysteries confronting science. The most fundamental question concerns how the activity of a physical system like the brain can give rise to subjective experience. Different versions of this question have been asked for many centuries; the most recent is its branding as ‘the hard problem of consciousness’ by the philosopher David Chalmers (Chalmers, 1995). It remains a philosophical problem – current science does not have the tools to address it.

In the current review, we have addressed a few of the so-called ‘easy’ problems – easy not because they are easy to solve (they are not), but because we can recognize an answer when we find one, and have some idea of how to go about looking for it. These problems concern the neural functions and activities that give rise to consciousness-related phenomena. We don’t know why they do so, but we can make progress by characterising them. Indeed, researchers have made some progress on some of these problems: we are developing an understanding of the kinds of brain activity that underlie different states of consciousness, and of the neural systems whose activity leads to subjective conscious experiences.

A substantial portion of our current understanding has been obtained with the use of neuroimaging methods, in the search for the neural correlates of consciousness. As this review has hopefully clarified, such neural evidence can be meaningfully augmented by brain stimulation methods, which enable the experimental manipulation of brain activity and can yield conclusions about causal mechanisms. Our review has also highlighted that each new answer leads to further questions. The field is still in its infancy, and although the challenge of understanding consciousness is formidable, the progress made in just a few decades should be a cause for optimism.

**Notes**

1) Other forms of brain stimulation have also been used, but fall outside the scope of the present review: deep brain stimulation, which involves invasive implanting of electrodes in the brain, has shown promise in clinical settings, where stimulating subcortical structures has increased arousal in unresponsive patients (e.g., Schiff et al., 2007). Other research has used transcranial electric stimulation, a non-invasive method that applies a weak current through electrodes attached to the head; however, the efficacy and reliability of this method have been called into question (Horvath et al., 2015; Parkin et al., 2015; Vöröslakos et al., 2018).

2) Effective connectivity can also be estimated through modelling approaches applied to neuroimaging data. Dynamic causal modelling (DCM), for example, is a technique in which a biologically plausible mathematical model is tested for its ability to explain observed neural signals, by postulating changes in the activity of defined neuronal regions and their effects on activity in other regions (Friston, 2009). Such methods still rely on inferences from correlational data; here, we focus on findings from TMS studies, which provide data allowing direct inference about causal interactions in the brain.

3) Operationally, PCI is defined as the normalized algorithmic complexity of the spatiotemporal pattern of activation triggered by a TMS pulse (Casali et al., 2013). The computation of PCI involves performing source modelling and nonparametric statistics to create a binary matrix of significant neural sources of the activation caused by the TMS (Casali et al., 2010). This matrix is then compressed to determine its information content using the Lempel-Ziv complexity index (Lempel & Ziv, 1976). This complexity index is then normalised by the source entropy of the binary matrix of significant sources, which is a measure of the randomness of the spatiotemporal pattern of activity (Kaspar & Schuster, 1987). The PCI is therefore high when the Lempel-Ziv index of complexity is high and the source entropy (randomness) is low.

4) Many studies that have stimulated the occipital pole suggest the observed effects were due to stimulation of V1, primary visual cortex. However, the retinotopic representations of the fovea in primary, secondary, and tertiary visual cortex (areas V1, V2, and V3) all converge onto the occipital pole. This part of retinotopic cortex is thus referred to as the foveal confluence, and stimulating it cannot be assumed to affect V1 alone. Here, we will therefore simply refer to such stimulation as targeting early visual cortex.

5) We note that in a recent – as yet unpublished – study in our lab, we directly compared the effects of offline and online TMS to right anterior SPL on binocular rivalry. In two experiments, we replicated the previously-reported effect of offline stimulation (shortening of dominance durations); however, we did not find any effect of online stimulation. As noted, these results have not been through peer-review, and should thus be taken with caution.
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**Figure captions**

**Figure 1. The effect of TMS on EEG activity in different states of consciousness. A. Effective connectivity.** A TMS pulse influences EEG measures of neural activity not only at the site of stimulation (the red ‘hot-spot’ at the centre of the TMS coil), but also in other areas that the stimulated region communicates with (arrows). **B. Different states of consciousness have different effective connectivity patterns.** The axes depict the two dimensions, wakefulness and awareness, that interact to produce conscious states. Being awake is characterised by high levels of both, and both are gradually reduced when one falls asleep or is sedated. REM sleep, where wakefulness is low, often features dreaming, in which awareness is high; in DOCs like the vegetative and minimally conscious states, wakefulness is high but awareness is low. The figure shows three illustrative TMS-induced activity patterns that occur in healthy brains: compared to wakefulness, effective connectivity is reduced during early (nREM) sleep, but not during REM sleep. **C. The perturbational complexity index (PCI).** A schematic illustration of TMS-evoked EEG activity from all electrodes for a conscious (top row) and vegetative (bottom row) brain. Left: Activity from all electrodes is shown on the same graph. Stimulation of a fully-conscious brain leads to more complex and prolonged activity. Middle: The activity of each electrode (vertical axis) over time is binarized, showing (in black) only times in which activity was greater than a pre-determined significance threshold. Right: The resulting pattern of activity is then algorithmically compressed, yielding larger amounts of information and higher values of PCI for the complex patterns typical of consciousness than for simple patterns typical of its absence.

**Figure 2. Bistable perception and brain regions involved in perceptual switches. A. The Necker cube.** This classic bistable stimulus can be perceived in two different ways: with the bottom-left side or the top-right side in front. Subjective experience switches between the two. **B. Schematic depiction of a structure-from-motion (SFM) sphere.** This ambiguous stimulus is composed of moving dots, which can be perceived as rotating in either of two directions, with periodic alternations in perceived direction. **C. Binocular rivalry.** When the top stimulus is viewed through red-green glasses, each eye sees a different image – one eye sees a face, the other a house. This is one way to present each eye with different images at the same location, creating binocular rivalry. The bottom row of images shows the resulting conscious perception. One image dominates awareness while the other is suppressed, and dominance switches periodically. If you don’t have red-green glasses, you can still experience rivalry by free-fusing images in the bottom row: cross your eyes until the face image overlaps with one of the house images next to it (the small central checkerboards and frames should help you maintain the overlap); if you have normal vision, perceptual dominance will alternate between the images. **D. frontal and parietal activation and stimulation sites in bistable perception studies.** Crosses show stimulation sites in TMS studies. Squares and circles show switch-related activity in bistable perception, under conditions in which participants reported perceptual switches (squares indicate locations based on coordinates from the original study; circles indicate approximate locations based on figures from a study that did not provide coordinates). Regions that are commonly referred to in the literature are circled.