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Abstract

Electromagnetic-based Wireless NanoSensor Networks (EM-WNSNs) op-
erating in the Terahertz band (0.1 THz – 10 THz) will enable nano-scale
applications and stimulate the evolution from the Internet of Things (IoT)
to the Internet of Nano Things (IoNT). Data delivery, which is one of the
key functionalities of EM-WNSNs, faces three major challenges that will
affect network performance: the frequency-selective channel in the THz
band due to molecular absorption, the limited ability to support network-
ing functions due to their small size, and the limited bandwidth of the
existing infrastructure for transferring sensed data to the Internet. How-
ever, to date, limited amount of research on data delivery has been done
to address the peculiarities of IoNT from the networking perspective.

To fill the gap, in this thesis, data acquisition and dissemination solu-
tions are studied for IoNT to improve the resource utilization efficiency
during data delivery. Different from existing literatures that focus on stan-
dalone nanonetworks, this thesis investigates solutions for connecting nano-
devices to the Internet.

In detail, the contributions of this thesis are composed of four compo-
nents: first, a preliminary study namely the Channel-aware Forwarding
(CForward) is conducted on multi-hop forwarding for THz networks; sec-
ond, the On-demand Probabilistic polling (OP polling) is developed for
IoNT with dynamic IoT bandwidth and channel conditions; third, a TTL-
based Efficient Forwarding (TEForward) is designed for the polling-based
nanonetworks under dynamic channel conditions; fourth, the Enhanced
Adaptive Pulse Interval Scheduling (EAPIS) is implemented to collect data
from event-based nanonetworks under limited IoT bandwidth.
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Chapter 1

Introduction

Driven by the rapid development of the nano materials such as graphene-
based technologies, Electromagnetic-based Wireless NanoSensor Networks
(EM-WNSNs) operating in the TeraHertz (THz) band (0.1 THz–10 THz)
extend the sensing capabilities of Wireless Sensor Networks (WSNs) to the
nano scale and stimulate the evolution from the Internet of Things (IoT) to
the Internet of Nano Things (IoNT) [10]. The general network architecture
of IoNT is composed of nanosensors, nano-sinks (nano-routers), macro-
scale interface devices and IoT gateways that connect nano-devices to the
Internet [6].

Nanosensors are responsible for event detection and propagation. Ben-
efiting from the intrinsic properties of graphene, nanosensors in EM-WNSNs
are endowed with high sensitivity and small size. In comparison, nano-
sinks with relatively large size aim to coordinate sensors and aggregate the
sensed data. Besides the benefits of advanced nano materials, nano-scale
communications exhibit high throughput, energy efficiency, and reliabil-
ity because of two reasons: 1) graphene-based antennas readily support
pulse-based communications in the THz band [11] that supplies rich band-
width resource; 2) the ultra high node density that increase network ro-
bustness. Owing to the above-mentioned characteristics, EM-WNSNs are
capable of performing non-invasive tasks with a high sensing resolution

1



2 CHAPTER 1. INTRODUCTION

that cannot be accomplished by traditional macro-scale sensor networks.
The insights extracted from nano-scale sensing benefit a wide range of
applications such as inner / intra body health monitoring, drug delivery,
pest monitoring, biochemical weapon detection, high-speed communica-
tions between computing cores, and smart materials [6] [12].

One of the most significant goals of sensor networks is data delivery.
For EM-WNSNs in the context of IoT, transferring data from nanosensors
to the Internet faces the challenges from both nano-scale networks and
the existing macro-scale infrastructures. First, THz links are sensitive to
molecular absorption that is determined by the molecular composition
of communication media. Therefore, the transmission range is not only
short but also dynamic due to the high frequency and molecular absorp-
tion. Next, the low capacity (e.g. energy, compute, storage, communi-
cation, etc.) of nano-devices limits the application of advanced network-
ing solutions with high complexity. Networking solutions for nanonet-
works should be lightweight. Last but not the least, the high through-
put of nanonetworks is constrained by the limited and dynamic access
and backhaul bandwidth of the existing macro-scale systems. In this the-
sis, the bandwidth and link of the IoT access and backhaul network are
collectively referred to as the IoT bandwidth and IoT link, respectively.
Cross-layer efforts are needed to adjust the behaviour of nanonetworks to
match the existing infrastructure. The factors above introduce cross-layer
constraints that reduce resource utilization efficiency of the overall IoNT
during data delivery process.

To implement efficient end-to-end data delivery for IoNT, lightweight
and fine-grained techniques in multiple layers of the protocol stack need
to be designed. To date, a substantial amount of research from the phys-
ical layer to the network layer [6, 13–26] has been conducted. Neverthe-
less, most of the research outputs focus on communication mechanisms
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for standalone nanonetworks under static environment. Networking solu-
tions that comprehensively take into consideration the above-mentioned
research challenges remain sparse. To fill the existing research gap, this
thesis implements efficient data delivery solutions for IoNT.

1.1 Research Challenges

Data delivery for IoNT confronts challenges attributed to the character-
istics of both EM-WNSNs and existing network infrastructures. For the
sake of effectiveness and efficiency, the networking and communication
schemes for nano-devices should own behaviour properties that consider
the impacting factors discussed below.

1. Dynamic THz channel conditions. The THz band is the next fron-
tier of wireless communications [27]. It offers wide bandwidth ca-
pable of supporting high speed communications with low interfer-
ence to existing frequency bands. However, the signal transmission
is affected by strong molecular absorption. On the one hand, molec-
ular absorption makes the channel frequency-selective [14]. This is
referred to as the frequency-selective feature in the THz band. On
the other hand, the channel condition becomes dynamic in scenarios
where the composition of molecules changes over time (e.g. intra-
body sensing and out-door monitoring). From the perspective of
networking, this characteristic leads to dynamic topology.

2. Low capacity of nano-devices. The second challenge is the resource
constraints of nano-devices. The small size of nano-devices limits
the energy, storage, and computation capacity. Therefore networked
nano-devices are expected to execute simple tasks with low resource
requirements. Consequently, the communication mechanisms of EM-
WNSNs should be designed towards simplification and low costs.
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3. Limited and dynamic IoT bandwidth. For EM-WNSNs connected
to the Internet, the sensed data of nanosensors are first aggregated
at nano-sinks and then forwarded to the gateway. Next, the gateway
transmits the data to the access and backhaul networks via IoT ac-
cess and backhaul links. In this thesis, the bandwidth and links pro-
vided by the IoT access and backhaul network for EM-WNSNs are
collectively referred to as the IoT bandwidth and IoT links. Unfor-
tunately, the current access and backhaul technologies for Machine-
Type Communications (MTC) such as LoRa [28], LTE-MTC [29], and
NB-IoT [30] are designed for low-bandwidth access; thus, they can-
not accommodate the high throughput of EM-WNSNs especially with
bursty transmissions [31].

When the mismatch between EM-WNSNs throughput and IoT band-
width happens, the resource utilization efficiency of both nanonet-
works and access networks deteriorates. On the one hand, for the
EM-WNSNs throughput that exceed the bandwidth, traffic policing
mechanisms at the gateways drop data or traffic shaping mecha-
nisms buffer data and this leads to either unnecessary energy con-
sumption for nano-devices or the demand for large buffer at IoT
gateways. On the other hand, reducing EM-WNSNs throughput not
only affects information quality [32] but also underutilizes the allo-
cated bandwidth.

To achieve high resource utilization efficiency of the overall network,
the throughput of nanonetworks should match the IoT bandwidth.

1.2 Contributions

This thesis contributes to the area of EM-WNSNs in the context of IoNT.
Specifically, lightweight cross-layer data acquisition and dissemination so-
lutions are designed and evaluated for nanonetworks to connect nano-
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devices to the Internet under constrained channel conditions and IoT band-
width. The layer 2 and layer 3 networking solutions implemented in this
thesis, which target high resource utilization efficiency, further realize the
functionality of nanonetworks in the current and near-future IoT architec-
ture. The detailed contributions are listed below and summarised in Table
1.1:

Table 1.1: Contribution summary

Contribution Application scenario Message unit Function
CForward Multi-hop Any-scale Any Layer 3
OP Polling Multi-hop Any-scale Packet Layer 2
TEForward Multi-hop Any-scale Packet Layer 3
EAPIS Single-hop Small-scale Pulse Layer 2

• High Speed Forwarding for THz networks. The behaviours of for-
warding schemes in the multi-hop THz networks is studied. A Channel-
aware Forwarding (CForward) scheme, which takes into consider-
ation the particularities of THz band, is developed to improve the
end-to-end hop channel capacity of THz networks. Performance
evaluation is conducted on end-to-end capacity and delay with var-
ious network sizes and molecular absorption levels. In comparison
with classical geographical forwarding schemes, the channel-aware
forwarding improves the channel utilization efficiency of THz net-
works. Although it demands computational capacity, this work is
the first forwarding solution that takes into consideration the end-
to-end capacity of THz networks.

• Data Acquisition for query-based IoNT. The On-demand Proba-
bilistic polling (OP polling) is developed to efficiently extract data
from EM-WNSNs under dynamic channel conditions and IoT band-
width. Under those constraints, resource utilization efficiency is lim-
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ited since both EM-WNSNs throughput and IoT bandwidth are dy-
namic. OP polling matches the bandwidth demand of sensor net-
works and the actual bandwidth allocated for IoT devices for opti-
mal bandwidth and energy efficiency. Through comprehensive per-
formance evaluation, OP polling achieves high resource efficiency
and outperform benchmarks.

• Data Dissemination for Polling-based IoNT. The TTL-based Effi-
cient Forwarding (TEForward) is implemented for polling-based IoNT
under dynamic channel conditions for beacon and message dissem-
ination. By re-purposing polling beacons, the low-complexity algo-
rithm achieves high energy efficiency close to the optimum in a dy-
namic topology. TEForward eliminates the requirement of complex
hardware for channel condition assessment that is beyond the capac-
ity of nano-devices, which fits the characteristics of EM-WNSNs.

• Data Acquisition for Event-based IoNT. The Enhanced Adaptive
Pulse Interval Scheduling (EAPIS) is a pulse-level access solution
developed for small-scale event-driven IoNT to match EM-WNSNs
throughput and limited IoT bandwidth. It achieves this goal by schedul-
ing THz pulses following the ideal pulse arrival pattern that is de-
termined by the IoT access bandwidth allocated for nanonetworks.
Thus, on event occurrence, pulses from nanonetworks will arrive at
the IoT gateway without triggering traffic policing that drop pulses,
which indicates high bandwidth and energy efficiency.

Overall, this thesis contributes novel layer-2 and layer-3 networking
solutions to EM-WNSNs with new constraints considered. Compared with
existing solutions, the contributed networking approaches utilize lightweight
operations to address multiple IoNT constraints that include time-varying
THz channel conditions and dynamic IoNT bandwidth at the same time.
The contributions of this thesis offer feasible and implementable ways to
bridge EM-WNSNs to the context of IoT.
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1.3 Organisation of Thesis

Organisation Overview

This thesis is organized as follows:

• Chapter 2 presents a comprehensive review of background and re-
lated work in the field of IoNT. First, the overview of IoNT is dis-
cussed in the aspects of the development of nano technologies, the
latest status of nano networking, the characteristics of THz band, and
the potential nano-scale applications to be enabled. Next, Medium
Access Control (MAC) solutions and network layer techniques for
IoNT are reviewed. Eventually, considering the limited number of
literatures in the field of EM-WNSNs, the polling-based data collec-
tion in WSNs is also discussed.

• Chapter 3 presents a preliminary study on multi-hop forwarding for
THz networks. CForward is designed and evaluated. CForward pro-
vides an initial trial for exploring the effect of multi-hop forwarding
on end-to-end THz channel capacity.

• Chapter 4 describes the data acquisition for query-based IoNT. First,
the existing polling schemes designed for WNSNs are reviewed. Next,
the bandwidth-aware OP polling for nanonetworks is designed, eval-
uated, and analysed.

• Chapter 5 introduces the lightweight TEForward for polling-based
IoNT under dynamic channel conditions. TEForward is evaluated
against the forwarding with optimal energy efficiency and other bench-
marks.

• Chapter 6 presents the details of the pulse arrival scheduling solu-
tion namely EAPIS in the context of IoNT. First, the ideal pulse ar-
rival pattern, which optimizes both IoT bandwidth efficiency and
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EM-WNSNs energy efficiency, is characterised. Then, EAPIS is eval-
uated and discussed. Finally, mathematical models for key perfor-
mance metrics are developed for guiding network planning.

• Chapter 7 concludes the content and outcome of this thesis. Several
potential research paths are derived for the development of IoNT.

Organisation of Technical Chapters

This thesis includes four technical chapters, which consists of Chap-
ters 3, 4, 5, and 6, to present the details of research contributions. Those
technical chapters are organized following two potential logics.

The first logic is the network coordination of proposed approaches.
Technical chapters are presented from centralized networking solutions to
distributed networking solutions. Chapters 3, 4, and 5 demonstrate cen-
tralized methods that address layer-2 and layer-3 networking problems
whereas Chapter 6 focuses on distributed layer-2 algorithm. Specifically,
Chapters 4 and 5 are stacked as a polling system covering both data col-
lection and dissemination.

The second logic is the message unit adopted by the proposed solu-
tions, which transits from packet-level solutions to pulse-level solutions.
Chapters 3, 4, and 5 require packets whereas Chapter 6 is a pulse-level
mechanism.



Chapter 2

Background and Related Work

In this chapter the background of IoNT is reviewed in the following as-
pects: the development of graphene-based nano technologies, THz chan-
nel, potential applications, MAC layer, and network layer of EM-WNSNs.

2.1 IoNT: Overview

Thanks to the development of graphene-based nano technologies, the sens-
ing resolution of WSNs is now downscaled by nanosensors to a molecu-
lar level. Taking the advantage of properties of nano materials, nanosen-
sors with nano-meter scales could sense nanoscale events however the
individual nanosensor shows extremely limited capacity due to its tiny
size. Therefore, they are expected to form nanonetworks for complex
sensing tasks. Nanonetworks are further developed to IoNT by establish-
ing communication links towards network infrastructures that are con-
nected to the Internet. There are mainly two kinds of nanonetworks clas-
sified according to the communication medium adopted: molecular-based
nanonetworks and EM-based Wireless NanoSensor Networks (EM-WNSNs),
as shown in Fig. 2.1.

Extensive research on molecular-based nanonetworks has been con-
ducted in recent years [33–46]. Molecular-based nanonetworks are com-

9
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Wireless NanoSensor Networks

Molecular Communications
Nano Electromagnetic 

Communications 

Diffusion 
based

Flow 
based

Walkway 
based

Figure 2.1: Communication options for wireless nanosensor networks [6]

Transmitter Receiver

Figure 2.2: Molecular communications [7]

posed of densely deployed nano machines such as chemical sensors, nano
valves, molecular elevators, and nano switches. Nano machines include
both artificially engineered devices or natural organisms such as cells from
biological systems. As depicted in Fig. 2.2, communications among nano
machines are carried by molecules with various means of encoding and
dissemination. Specifically, messages are encoded using either the con-
centration of molecules or the structural information of biological parti-
cles. Encoded molecules are transported from the source to the destination
via three methods: molecule-enabled walkway, guided flows, and random
diffusion. Molecular-based nanonetwork could employ existing biological
structures as nano machines via function mapping, however, the applica-
tion of such networks is limited due to the following reasons: first, the
data rate is low due to the slow propagation of molecules in medium like
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liquid and air; second, the communication link is vulnerable to environ-
mental factors such as temperature; third, releasing molecules in vivo risks
introducing interference to the functionality of organs [47].

In comparison, graphene-based nano-devices in EM-WNSNs utilize
electromagnetic wave in the THz band as the means for communication
[6]. The high sensitivity of graphene and the wide bandwidth of THz
band could enable a wider range of applications. In the rest of this sec-
tion, the detailed context of EM-WNSNs is discussed in four aspects: the
characteristics of graphene, peculiarities of THz communications, network
architecture, and potential applications.

2.1.1 Graphene-based Nano Technology

Figure 2.3: Structure of graphene [8]

Since graphene was discovered, it quickly developed into one of the
actively researched topics that attracted the world’s attention [8, 48]. As
shown in Fig. 2.3, graphene is composed of one single layer of carbon
atoms tightly packed into a two-dimensional honeycomb lattice. It has
several significant properties that make it outstanding in comparison with
other materials:

• High strength: it is the strongest material that has ever been mea-
sured [49].

• High fracture toughness: the maintainability of graphene is impres-
sive while facing the force of impact [50].
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• High electron mobility: the electron mobility is high for a wide range
of temperature [8].

• High thermal conductivity: graphene demonstrates extraordinary
thermal conductivity under certain conditions in comparison with
other materials [51].

Based on the properties of graphene, a wide range of potential appli-
cations could be supported. For instance, tissue engineering [52, 53], drug
delivery [54], body armour manufacturing [55], and biomolecule detec-
tion [56].

Amongst all, the graphene-based integrated nanosensors, which are
composed of sensors [57], antennas [58], transistors [59] and capacitors
[60], are envisaged to be one of the most valuable outcomes. Nowadays,
Graphene NanoRibbons (GNRs) and Carbon NanoTubes (CNTs) are being
developed to manufacture components of the integrated nanosensor such
as THz signal modulators [61], THz plasmonic antennas [11, 58, 62–65],
sensing units [57, 66, 67] and transceivers [68].

However, it must be realized that in comparison with the mature status
of macro-scale manufacturing and modelling, there is still a gap between
the state of art of graphene-based nanotechnology and their wide-scale
deployment. Therefore, graphene is expected to be embedded with the
traditional materials such as SiGe and GaN in a hybrid way [27].

2.1.2 THz Channel

Because of the small antenna size of nano-devices, the THz band becomes
the potential communication frequency for EM-WNSNs [27]. In this sec-
tion, the peculiarities, challenges, channel modelling and modulation of
the THz band are reviewed.
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Peculiarities of the THz Band

The THz band (0.1 THz – 10 THz) is regarded to be the next frontier
of wireless communications [27]. In comparison with the adjacent fre-
quency bands, THz is the only one that provides communication links
with an information rate up to the level of Tbps. For the frequency band
below THz, the channel capacity is limited by the bandwidth. For the fre-
quency band above THz, signal propagation confronts the regulated en-
ergy level and the high path loss. Consequently, the information rate is re-
duced [27]. Nowadays the THz band has become a research focus because
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Figure 2.4: The path loss in the THz band (USA Model, Mean Latitude,
Summer, H=0 [9])

it could benefit a large number of applications ranging from macroscale to
nanoscale [27, 69, 70]:

• At the macroscale, the sufficient bandwidth resource of THz band
could enable short-range high-speed directional wireless links. There-
fore, it becomes the best technique for small cells and their access
and backhaul networks in 5G [71], wireless local/personal area net-
works [72, 73], and military wireless networks [74].

• At the nanoscale, the small size of nano antennas naturally makes
the THz band as one of the operational frequency bands. The poten-
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tial nano-scale applications of THz band include in-vivo monitoring
applications [75], chemical defences [76], and wireless on-chip com-
munications [77].

The standardization of near-THz band has started in the year of 2014
by IEEE 802.15 WPAN Task Group 3d 100 Gbit/s Wireless (TG 3d (100G))
whose goal is to standardize the THz band to support high-data-rate links
[78].

Networking Challenges of the THz Band

Despite the wide bandwidth, the defects of THz band make the potential
utilization challenging. The emerging challenges from using the THz band
affect every protocol layer of networks:

• At the physical layer, first, generating, detecting, and synchroniz-
ing THz signals demands sophisticated design and manufacture for
hardware [79]. Besides, due to molecular absorption caused by molec-
ular resonance, the path loss and noise temperature in the THz band
are frequency-selective (as shown in Fig. 2.4) [14]. This is detrimental
to the available bandwidth in long-distance transmission especially
for certain kinds of molecules such as water. Meanwhile, the trans-
mission distance is limited due to the high frequency [80]. These
deficiencies need to be addressed to efficiently use the THz band.

• At the link layer, MAC solutions and error coding schemes need to
capture the new features of THz links since interference and colli-
sion are no longer influential due to the short transmission time that
benefits from high data rates [15].

• At the network layer, the first challenge is the end-to-end channel
utilization with distance-related bandwidth. Forwarding and rout-
ing process must take into consideration the environmental humid-
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ity that impacts the path capacity. Second, appropriate node address-
ing is needed for the small-scale high-speed THz networks [10].

THz Band Channel Modelling

In the THz band, the total path loss AT is the product of the spread path
lossAS and the molecular absorption lossAabs [14]. The path loss is a func-
tion of the transmission distance d and the frequency f and is expressed
as:

AT (f, d) = AS(f, d) · Aabs(f, d) =

(
4πdf

c

)2

· ek(f)d (2.1)

where c is the speed of light 3 · 108 m/s, and k(f) is the molecular ab-
sorption coefficient obtained from the HITRAN (HIgh resolution TRANs-
mission) molecular absorption data-base [9]. The total path loss AT as a
function of THz frequency are shown in Fig. 2.4. From Fig. 2.4 it can be
seen that the frequency selective feature is dominant for transmission in-
volving longer distances d.

The noise in the THz band is mainly due to molecular absorption noise
Nabs. The power spectral density (P.S.D.) of Nabs is given by Nabs(f, d) =

kBT0
(
1− e−k(f)d

)
, where kB is the Boltzmann constant and T0 is the refer-

ence temperature 296K.
The THz channel capacity is expressed as a summation of the capacity

of each narrow sub-channel, and the capacity of each narrow sub-channel
is given by Shannon’s channel capacity [14]. This is achieved by dividing
the THz band into n sub-channels, and the THz channel capacity is given
by:

CTHz(d) =
n∑
i=1

B log2(1 + SNR(fi, d)) (2.2)

SNR(f, d) =
S(f)

AT (f, d)Nabs(f, d)
(2.3)

where n is the number of sub-channels, fi is the centre frequency of the
i-th sub-channel, S(f) is the P.S.D. of the transmitted signal, and B is the
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Figure 2.5: TS-OOK modulation

bandwidth of each sub-channel.
In conclusion, THz band has a very large bandwidth to enable high

data rates for IoNT. To efficiently utilize the potential channel resource,
communication and networking solutions that are aware of the channel
peculiarities are needed.

THz Pulse Modulation

To accommodate the limited energy capacity and small antenna size of
nano-devices, an asymmetric On-Off Keying modulation Spread in Time
(TS-OOK) has been proposed [15]. As presented in Fig. 2.5, in TS-OOK,
bits are modulated by the presence and absence of short pulses. Specif-
ically, each bit “1” is modulated via the presence of one short pulse and
each bit “0” is modulated by silence. In TS-OOK, the pulse duration TP is
as short as 100 fs and the time interval between two pulses TS is far longer
than TP . Because of the mechanism of TS-OOK, the communication sys-
tems benefit in the following aspects:

• This modulation scheme makes the bit sequence of a single user
mostly filled with ”silence” therefore effectively alleviating the bur-
den of Medium Access Control (MAC) complexity. Collision avoid-
ance is no longer a major concern due to the low collision probability,
which implies improved system reliability. However, solutions are
needed for maximizing medium utilization efficiency.

• By adopting coding schemes which minimizes the ratio of the num-
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ber of bit “1” to the number of bit “0” in packets, TS-OOK could
achieve low energy consumption so as to increase the network life
time.

• The long time interval between two pulses could enable multiple
users to transmit concurrently. The interleaved transmission is not
impacted by collision and interference of pulse width is short. This
benefits the aggregated throughput of EM-WNSNs.

However, due to the short pulse duration, communication and network-
ing functions such as signal detection and synchronization become chal-
lenging for nano-devices composed of basic components that only support
simple operations.

2.1.3 Nano-device and Network Architecture

Nano-Processor

Nano-EM
Transceiver

Nano-AntennaNano-Memory

Nanoactuator

Nanosensor

Nano-Power Unit

6 µm

2 µm

1 µm

Figure 2.6: An integrated nano-device [6]

In EM-WNSNs, each integrated nano-device is envisaged to have a size
of around 10-100 µm2 with basic capacity for simple tasks. As presented
in Fig. 2.6, an integrated nano-device is comprised of the following blocks
[6]:
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• Sensing unit: different measured magnitudes demand different nanosen-
sors such as physical sensors for measuring mass, force, or pressure,
chemical sensors that measure concentration or types of molecules,
biological sensors for monitoring bio-molecular process such as DNA
interactions [81].

• Actuation unit: actuation units enable the interaction between nano-
devices and the physical environment. Based on the types of inter-
acted objects, actuation units are classified into two categories that
are physical nanoactuators and bio-chemical nanoactuators [82].

• Power unit: to date, two kinds of energy sources are studied to power
nano-devices. The first one is lithium nano batteries [83] that are
manufactured using ZnO. Alternatively, energy harvesting techniques
that are more flexible and reliable are adopted [84].

• Processing unit: nano processors could be based on two types of ma-
terials: graphene and silicon. Graphene-based processing units [85]
have small size and potentially high computing speed that bene-
fit from the physical properties such as the one-dimension struc-
ture and ballistic transport of electrons. In comparison, silicon-based
units [86] have larger size and slower speed.

• Storage unit: generally, nano memories represent binary bits by uti-
lizing the presence and absence of one atom. So far, it is reported
that silicon [87] or magnetic atoms [88] are studied for manufactur-
ing nano storage units.

• Communication unit: nano communication units could be realized
in two ways. The first option is composed of nano antennas and
nano-EM transceivers [63, 89]. Alternatively, a communication unit
could also be enabled via a single CNT resonator [90].

Individual nano-devices have limited physical capacity, therefore, they
must be coordinated to conduct complex tasks. The overall network archi-
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Figure 2.7: Overall network architecture of IoNT

tecture of IoNT is depicted in Fig. 2.7. Nano-devices are coordinated and
aggregated by the IoT gateway that bridges EM-WNSNs and the macro-
scale infrastructures such as access and backhaul networks and core net-
works. In detail, network devices are classified as follows [10, 91]:

• IoNT domain: nanosensors with small size and low capacity form
the data tier that is densely deployed in a non-invasive way. The data
tier aims to sense events and generate data for the backhaul tier com-
posed of nano-sinks that are designed for data aggregation. Nano-
sinks have lower density but higher physical capacity than nanosen-
sors so they are responsible for relatively complex activities.

• IoT domain: IoT gateways establish the communication link between
nano-devices and Internet infrastructures. To do so, the function of
converting signalling and messages between the nano scale and the
macro scale is required. This function is carried by either the gate-
way [22] or an extra nano-macro interface [10].

• macro-scale networks: traditional network infrastructures such as
access network, backhaul networks, and core networks are deployed
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to connect the remote users such as the IoT cloud [92].

The network architecture introduced above provides a guideline for IoNT
design and deployment. Depending on the specific applications, changes
may apply to optimize network performance.

2.1.4 IoT Access and Backhaul Solutions

The IoT access and backhaul networks are responsible for transferring
M2M data from machine networks to the Internet. The access and back-
haul networks for IoT are supported by a wide range of communication
techniques with different characteristics [93]. Existing IoT access and back-
haul solutions are classified by coverage and discussed below.

Wifi-based technologies offer short-range access and backhaul services
to IoT devices. IEEE 802.11ah [94] with low infrastructure cost is a novel
protocol designed for IoT. Compared with other protocols from IEEE 802.11
family, IEEE 802.11ah adopts an operation frequency below 1 GHz there-
fore it has longer coverage up to 1 km. Besides, IEEE 802.11ah supports
up to 8100 IoT stations in a single cell.

In comparison with wifi-based solutions, cellular-based technologies
such as LTE [95], LTE-A [96], and 5G [97] offer ubiquitous access and larger
coverage because of the widely deployed cellular stations. However, the
potential energy cost of accessing cellular stations is high.

In order to achieve better coverage and energy efficiency, LPWAN [98]
is considered as the access and backhaul solution for IoT. Adopting narrow
band in low frequency, LPWAN provides coverage up to 40 km and bat-
tery life up to several years. Although the capacity of LPWAN is low, it fits
the traffic pattern of existing and near-future IoT applications such as the
recently proposed LPWA-based air quality monitoring system [99] which
utilizes LPWAN to transfer data from sensors to the latest IoT cloud [92].

For IoNT with high throughput, current IoT access and backhaul so-
lutions are potentially challenged in terms of the available bandwidth.
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The access and backhaul bandwidth allocated to IoT applications is lim-
ited and dynamic because of the following reasons: 1) the low priority
of M2M traffic for access and backhaul solutions where M2M and H2H
communications coexist; and 2) the total access and backhaul bandwidth
is impacted by weather conditions if microwave links are adopted to form
access and backhaul networks [100]. As a consequence, mechanisms de-
signed for connecting EM-WNSNs with Internet should be aware of the
bandwidth limit for efficient utilization of IoT access and backhaul net-
works.

2.1.5 IoNT Applications

Benefiting from the merits of graphene-based nano technologies and THz
communications, the cutting-edged IoNT is enabling evolutionary sensing
applications with unprecedented resolution. With this advantage, deep
insights could be explored by the remote applications that conduct data
analysis. Based on the purpose and scenario, IoNT applications are clas-
sified into four categories that are biomedical applications, environmental
applications, industrial applications, and military applications [6].

• Biomedical applications: biomedical application is one of most promis-
ing scenario that is directly enabled by IoNT. Unlike traditional on-
body monitoring based on macro-scale WSNs, nano-scale intra-body
sensing provides molecular-level detecting accuracy which achieves
real-time monitoring. There are mainly two types of biomedical ap-
plications based on the functionality of nano-devices: health moni-
toring and drug delivery. Nanosensors could monitor multiple bio-
logical agents in blood [101]. Recently, several solutions for detecting
in-vivo objects such as blood [102], lungs [103], and hearts [104] were
proposed, which presents an example of IoNT-enabled health mon-
itoring. Drug delivery [105] is another application that can only be
implemented by IoNT. Multiple nano-devices could be coordinated
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to release a dynamic amount of drugs for stabilizing in-vivo environ-
ment.

• Environmental applications: the messages that control the natural
behavioural processes of plants are carried by the chemical compos-
ites that are released in the air. Therefore, nanosensors with high
bio-chemical sensitivity can be implanted into plants for monitoring
and actuating operations. The current IoNT environmental applica-
tions include plant monitoring and plague defeating. Plant mon-
itoring relies on the bio-chemical sensors in nano-devices. Upon
sensing the target chemical compounds, nano-devices will be coor-
dinated for data aggregation and dissemination. For efficient com-
munications, several research outcomes have been reported such as
channel modelling and measurement [106–108], performance anal-
ysis [109], and dynamic channel allocation [23, 110]. In comparison,
plague defeating applications utilize nano-devices to pro-actively re-
lease corresponding chemical particles for adjusting the behaviours
of plants [111].

• Industrial and consumer applications: deploying IoNT in industrial
and consumer scenarios could largely enhance the manufacture and
innovation of products. Several application examples could be ob-
served: ultra-high sensitivity touch surfaces could be realized by
coordinating densely-deployed touch sensors [112]; real-time chem-
ical reaction monitoring [113, 114] is enabled by chemical sensors
that are embedded in the catalyst surfaces; Wireless Network on
Chip (WNoC) [77] achieves fast inter-core transmission because of
the broadcast nature and high speed of THz communications; Soft-
ware Defined Materials (SDM) [115] allows materials to have run-
time configured properties for versatile functions.

• Military and defence applications: IoNT is envisaged to benefit two
types of military applications: the nuclear and bio-chemical detec-
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tion, and physical damage detection. The former one could be imple-
mented by using the chemical reaction monitoring system applied
for industrial applications, however, with higher demands for pre-
cision and speed. In physical damage detection, nano-devices are
densely deployed to cover objects such as textiles, structures, and
vehicles for molecular-level detection [116].

2.2 IoNT: MAC Layer

In wireless networks, MAC schemes play a critical role in arbitrating ac-
cess to the shared wireless channel. This task is accomplished in two di-
mensions that are the frequency domain and time domain which allocate
channel frequency and time slots of the medium, respectively.

MAC schemes for EM-WNSNs differ from the traditional ones in two
aspects. First, in frequency domain, Channel Allocation (CA) needs to con-
sider not only the co-channel interference but also the frequency-selective
channel response of THz band. Many IoNT applications that exhibit pe-
riodic humidity change would confront the frequency-selective channel
condition of THz band. In those applications, THz channel capacity fluc-
tuates due to the biological processes that change the moisture ratio of
channels. This characteristic increases the difficulty of algorithm design
and hinders the direct application of corresponding solutions in the field
of traditional WSNs. Second, in the time domain, collision avoidance and
interference mitigation are no longer the first target because of the short
pulses and long inter-pulse distance adopted by TS-OOK. In this case, in-
creasing resource utilization efficiency under time-varying channel condi-
tions becomes significant.

In the rest of this section, the existing MAC solutions in both the fre-
quency domain and time domain are discussed.
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2.2.1 Frequency Allocation

To optimize system performance such as overall channel capacity and suc-
cessful transmission probability, the Genetic Algorithm (GA)-based fre-
quency selection schemes [23] were proposed as the first CA solution for
this research problem. In this work, the optimization problem is formu-
lated as a double-objective problem which attempts to maximize both cluster-
level fairness and overall channel capacity. Based on the status of fre-
quency overlap in the channel capacity objective, three frequency selection
methods, which are the normal optimization, constraint-based optimiza-
tion and swarm-Based optimization, were proposed. Next, the GA-based
solution, which adopts the weighted sum of double objectives and defines
each chromosome as a pair of cluster and frequency allocated for each
nano-device, is designed to solve the proposed optimization problems. Fi-
nally, the proposed methods as well as the random benchmark were in-
vestigated and evaluated via successful transmission probability, fairness,
channel capacity, and power consumption. From performance evaluation,
three proposed methods show their own advantages in different perfor-
mance metrics as a result of diverse design regarding frequency overlap.

The above work is then extended to support nano-scale crop monitor-
ing under varying moisture levels [117]. In this scenario, the moisture ratio
of vegetation changes rapidly due to hydration and dehydration, which
leads to fluctuating channel capacity over time. Besides the frequency al-
location methods in the previous work, the off-line approach and two-
phase approach were proposed. In details, the off-line approach retrieves
the best transmission frequency from a database that records the frequency
allocation for different medium conditions. The two-phase approach takes
the off-line approach as the first phase and the swarm-based optimization
as the second phase so as to mitigate collision and interference. The final
evaluation investigates the performance of frequency selection in dynamic
moisture conditions and the difference between static and dynamic con-
figurations of different approaches. In the subsequent work [110], all the
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frequency selection schemes were evaluated via a THz propagation model
in plants, which shows that the two-phase approach with GA-based opti-
mization achieves comparable throughput in comparison with exhaustive
search for various leaf density.

The above-mentioned work aims to implement frequency allocation
for channels that are mostly impacted by water. However, for chemi-
cal reaction monitoring that demonstrates dramatic and rapid change in
channel composition, the MDP-based method provides a more appropri-
ate solution. The MDP-based frequency hopping [26] models the chemical
reaction process as a discrete-time state transition and calculates the opti-
mal transmission frequency at each time slot. Because of the SNR-based
rewards, the MDP-based hopping achieves the best SNR, channel capac-
ity, and BER performance in comparison with the best channel method,
two off-line methods, and the random hopping. However, implement-
ing MDP-based frequency hopping requires the global knowledge of the
up-to-date channel composition. Therefore, off-line methods with sub-
optimal performance are appropriate for nano-scale devices.

2.2.2 Time Allocation

Based on the coordination mechanisms, time-allocation MAC schemes for
EM-WNSNs are classified into two categories: the centralized MAC that
demands central time allocation for individual nodes and distributed MAC
which relies on autonomous operations of individual nodes.

Centralized MAC Protocols

To achieve perpetual operations for energy-harvesting EM-WNSNs, the
energy and spectrum-aware MAC protocol [18] is designed. This protocol
consists of two major techniques that are Critical Transmission Ratio (CTR)
and throughput-and-lifetime optimal scheduling. Firstly, CTR calculates
the maximum ratio between transmission time and energy harvesting time
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which ensures infinite network lifetime. Next, based on CTR, the optimal
scheduling is conducted by the controller to allocate individual nanosen-
sors with time slots that achieve the optimal overall throughput and net-
work lifetime with no collisions. In this way, several nanosensors could
transmit in parallel because of the interleaved transmission. Regardless
of the high data rate and infinite network lifetime, this protocol only sup-
ports single-hop networks wherein nanosensors are directly connected to
the controller, which limits the applicability for multi-hop networks.

Considering the limited capacity of nano-devices, receiver-initiated MAC
schemes become potential solutions for EM-WNSNs because of the fine-
grained coordination which benefits communication efficiency. The first
MAC solution that follows this design mode is the Receiver-Initiated Harvesting-
aware MAC (RIH-MAC) [19] proposed for single-hop networks. In the
centralized RIH-MAC, the controller broadcasts beacon packets for all nodes
when it is ready to receive data for synchronization and data acquisition.
Afterwards, each node decides whether to transmit based on a participa-
tion probability that is related to the local energy status of nodes. This
probability aims to allow only one node to transmit. Finally, the controller
sends an acknowledgement upon the successful reception of data. The
centralized RIH-MAC exhibits high probability of successful packet recep-
tion with well-constrained collision probability.

Another approach proposed for energy-harvesting EM-WNSNs is the
energy-harvesting aware MAC protocol [21] proposed for Body Area Nano
NETworks (BANNET). In this work, nodes are clustered and coordinated
by the cluster head for medium access and routing. This MAC protocol re-
duces collisions and improves network lifetime by deactivating the physi-
cal reception function of nodes when they are not supposed to receive any
message during the handshake process with the controller.

A timing channel-based MAC protocol called Timing Channel for Nanonet-
works (TCN) MAC [20] is applied in low-rate EM-WNSNs. Timing chan-
nels encode messages in the silence between subsequent events. The pro-
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posed TCN MAC is a centralized scheme that all the nodes are synchro-
nized and managed by a gateway responsible for central control opera-
tions. Briefly, TCN is composed of two phases. In phase one, the gateway
allocates the transmission time in each frame for packets of each node in
an overlap-free pattern. In the second phase, packets are transmitted at
scheduled time and recovered by the gateway based on the timing in-
formation of individual nodes. Compared with traditional access control
methods, TCN shows advantages in terms of successful transmission rate
and network lifetime.

Most of the time allocation methods only consider static channel en-
vironment. However, similar to frequency allocation, time allocation for
EM-WNSNs also need to address the challenge of dynamic channel condi-
tions. To accommodate the periodically-varying channel condition caused
by respiration cycles in human lung monitoring, a sweet spot estimation
(SSE) [103] was proposed. In SSE, the nano collector estimates SNR of the
periodic beacons sent by nano-sinks so as to forecast the next time window
with low channel attenuation that is suitable for low-power transmission.
Although no specific MAC operations are developed, SSE implements the
first step that determines the appropriate time to access channel. The only
limitation is the computational capacity and time precision of nano collec-
tors demanded by SNR calculation.

Distributed MAC Protocols

Because of TS-OOK, collision avoidance is no longer the major challenge
for EM-WNSNs. However, consecutive collisions may happen once the
first pulses of two nodes collide. To solve this problem, the first MAC
protocol for EM-WNSNs, namely the Physical Layer Aware Mac protocol
for Electromagnetic nanonetworks (PHLAME) [17,118], was proposed. In
PHLAME, an enhanced version of TS-OOK modulation called Rate Divi-
sion Time Spread On-Off Keying (RD TS-OOK), in which different users
randomly chose pairwise coprime rate codes, is adopted. Because of the
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heterogeneous pulse intervals, consecutive collisions after the initial one
are unlikely to happen. Afterwards, a two-way handshake is initiated by
the sender which notifies the receiver its data rate. Next, the receiver de-
cides whether to accept the transmission and dynamically specifies the
coding weight and repetition code for each transmission based on physi-
cal layer demands. Based on the RD TS-OOK and the handshake process,
PHLAME achieves desirable performance in terms of energy efficiency,
latency and throughput.

The random process for pulse rate selection of PHLAME poses a prob-
lem for multiple nodes that choose the same rate and collide for succes-
sive pulses. To solve this problem, the Enhanced Rate Division (ERD)
MAC [119] was proposed. The core of this work is the prime mod al-
gorithm which generates unique rates for individual nodes so as to imple-
ment RD multiple access with minimal collision and low complexity.

To make the controlling mechanisms simple, two lightweight MAC
schemes [22] were proposed for EM-WNSNs: the transparent MAC and
the smart MAC. In the transparent MAC , the packets are transmitted
from the network layer to the physical layer without any executing any
control in the MAC layer. In smart MAC, before data transmission, hand-
shakes are initiated by senders for neighbour discovery. Afterwards, a tun-
able random backoff time is arranged to avoid collisions. However, those
two lightweight solutions lack the support for key characteristics of EM-
WNSNs such as pulse interleaving and energy-harvesting EM-WNSNs.

The PHLAME, ERD MAC, transparent MAC, and smart MAC are all
sender-initiated methods which may fail to optimize system performance.
For example, in PHLAME, senders may face the chance of transmission re-
jection due to receiver-side saturation that introduces energy consumption
and latency. To improve the network performance for energy-harvesting
nanonetworks, the distributed version of the previously discussed RIH-
MAC, which is called DRIH-MAC [19, 120], was proposed. In DRIH-
MAC, the medium allocation is obtained from an edge-colouring algo-
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rithm which ensures different neighbours of a node transmit in different
time slots. Besides, an energy-aware MDP is applied for nodes to predict
the energy status of neighbours for successful communications. DRIH-
MAC shows a high data-reception percentage close to the ideal case with-
out introducing high energy consumption due to control messages.

Receiver-initiated MAC protocol could incorporate sliding window mech-
anisms for flow control as well [121]. For wireless nodes communicating
with each other, latency happens due to reasons such as receiver unavail-
ability and long propagation distance. To reduce the delay caused by re-
ceiver unavailability, for each handshake initiated, the receiver specifies
the number of data packets it is willing to receive considering its cur-
rent queueing status and energy level. Next, the sender only sends the
on-demand data volume as response. In this way, both throughput and
packet delivery ratio are enhanced.

Nanosensors face challenges from many aspects such as energy limita-
tion and storage limitation. However, most of the MAC solutions pro-
posed lack the joint consideration of both energy storage and memory
space. To achieve optimal timely throughput with perpetual operations of
nano-devices for delay-constrained applications, two optimal MAC schedul-
ing algorithms which are Distributed Maximum Debt Scheduling (DMDS)
and DMDS-α were proposed [122]. The behaviours of nodes in the pro-
posed work are determined by two parameters. First, for both DMDS and
DMDS-α, the minimal time slot that achieves perpetual operations is de-
rided considering the energy harvesting process. Next, the channel sens-
ing periods for DMDS and DMDS-α are determined based on the queue-
ing status so as to ensure empty queues for the next time slot. In com-
parison with DMDS, DMDS-α additionally supports different priority for
users. Given the minimal time slot and the sensing period, nodes access
the channel in a lightweight and distributed manner with endless network
lifetime and satisfied packet delivery deadline.
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2.2.3 Summary of MAC Layer in IoNT

The frequency-allocation and time-allocation MAC protocols are summa-
rized in Table 2.1 and Table 2.2, respectively. For time-allocation, in EM-
WNSNs, the intrinsic property of TS-OOK removes the problem of col-
lision but introduces the need for synchronization among nanosensors.
Most of the current MAC protocols rely on the synchronized networks
which introduces the potential requirement for better centralized control.
Therefore, the function of nano-sinks is expected to be explored to a larger
extent. Besides, few researchers consider the bandwidth limitation intro-
duced by access and backhaul networks in their scenario.

Table 2.1: Summary of MAC (Frequency Allocation) Protocols in EM-
WNSNs

Protocol Coordination Channel Condition Energy Harvesting

GA-based
Solution

[23, 110, 117]

Centralized Dynamic x

MDP-based
Solution [26]

Distributed Dynamic x
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2.3 IoNT: Network Layer

The characteristics of EM-WNSNs rule out the use of protocols of tradi-
tional WSNs:

• Due to the distance-dependent molecular absorption in the THz chan-
nel, the channel condition becomes dynamic. For nano-devices de-
ployed in scenarios with dynamic humidity, the network topology is
time-variant.

• Due to the restricted memory, energy and computational capacity,
nanosensors are not likely to individually execute complex opera-
tions that require a certain level of resources. Instead, network coor-
dination should be delegated to nano-sinks which have better phys-
ical capacity than sensors.

Based on the such limitations, from the perspective of nanosensors, the
networking schemes of EM-WNSNs should be designed with simplicity.
Nano-sinks with better capacity could take centralized tasks for the net-
work coordination.

The existing routing schemes in EM-WNSNs are classified into two
categories: centralized routing and distributed routing. In the central-
ized routing, the routing decision is determined by the nano-sink. In dis-
tributed routing, the routing decision is determined by the nanosensors
based on their local information.

2.3.1 Centralized Routing in IoNT

Routing and forwarding play a significant role in data delivery. Although
there are numerous schemes designed for WSNs that could potentially be
used for EM-WNSNs, the validation needs to be done taking into consid-
eration the characteristics of EM-WNSNs.
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The most typical centralized routing scheme is the routing framework
[123] for energy-harvesting EM-WNSNs. On top of the energy and spectrum-
aware MAC protocol [18], the proposed routing solution aims to pursue
a balanced energy process and optimal throughput. The proposed rout-
ing framework defines a hierarchical cluster-based architecture where the
nanosensors in one cluster are coordinated by a nano-controller with high
resource capacity. The routing decision algorithm is as follows. First, the
nanosensor that intends to transmit sends a request to the nano-controller.
After receiving the request packet, based on the distance between the nanosen-
sor and the nano router, the nano router then computes an energy-saving
probability which is the probability that the multi-hop transmission con-
sumes less energy than the single-hop transmission. Next, The nano-controller
determines whether the nanosensor should transmit via single hop or multi
hops based on the criteria of energy efficiency. If single-hop transmission
is adopted, the nanosensor will transmit to the nano-controller through
the allocated time slots. If the nanosensor is instructed to transmit through
multiple hops, the nano-controller will compute a Critical Neighborhood
Range (CNR) which is the optimal transmission distance to achieve the
best tradeoff between throughput and forwarding advancement. A mea-
sure called Required Transmission Power (RTP), which indicates the trans-
mission power required to meet the SNR threshold for potential receivers
located at a distance eqaul to CNR, is computed by the nano-controller
and allocated to the nanosensor. Finally, the nanosensor tunes its power
according to RTP and executes the data transmission. The routing algo-
rithm in the routing framework maintains balanced energy process and
high network throughput. As the design of the routing framework fits the
characteristics of EM-WNSNs, it offers a promising direction for the future
research.

Two other energy-oriented routing protocols [21] were proposed for
Body Area Nano NETworks (BANNET): the optimal energy-harvesting
aware routing protocol and the greedy energy-harvesting aware routing
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protocol. In BANNET, the network is composed of nanosensors, nano-
routers and a nano-macro interface hierarchically. Data collection is ini-
tiated by the interface. Therefore, routing will select the data provider
rather than the data forwarder. In the optimal energy-harvesting protocol,
the energy efficiency is improved in a cluster level. Precisely, upon receiv-
ing the data request from the nano interface, the nano-router will estimate
the instant energy levels of nodes collected via the handshaking process to
select the node i which minimizes the cluster-level energy consumption.

In contrast, the greedy energy-harvesting aware routing protocol sim-
ply selects the node with the highest energy level in the cluster to be the
data provider. The greedy protocol does not have to evaluate the cluster
energy level which requires high computational capacity and shows al-
most the same performances as the optimal protocol. They all outperform
the simple flooding in terms of energy efficiency.

2.3.2 Distributed Routing in IoNT

Centralized routing shifts the computational load to the central nodes and
achieves high effectiveness in the aspect of control however it relies on
handshakes that introduce delay and energy consumption. For some ap-
plication scenarios that demand fast response, distributed methods are
more appropriate.

The selective flooding and the random routing [22] were proposed for
inner-body health-monitoring systems. In selective flooding, the sending
node broadcasts its packet to all its neighbours. The neighbours will for-
ward the packet only when it is not a duplicate to avoid bandwidth con-
sumption. To implement this process, all the nodes store the source ID and
packet ID up to 20 packets. Meanwhile, packets can only be forwarded
along a positive direction towards higher-level devices (nanosensors →
nano-routers → nano interfaces) unless there is no such device being ac-
tive. Working based on the smart-MAC, the random routing scheme the
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sender randomly selects one of its neighbours to be the forwarder. All
the nodes store the packet ID and the next-hop ID to avoid routing loops.
Additionally, the random selection follows a prioritized order to increase
data delivery rate. Both selective flooding and random routing requires
memory capacity to implement the processes. Selective flooding outper-
forms random routing in terms of packet loss ratio because the randomly
selected forwarder does not ensure an end-to-end path. However, more
physical transmissions happen as a tradeoff.

The Software Defined Material (SDM) is an emerging nano-scale appli-
cation that favours distributed routing schemes. For this application, the
proposed routing solutions are classified into two categories: the anchor-
based scheme and non-anchor-based scheme. For anchor-based routing,
individual nodes make routing decisions based on the their locations in-
ferred from beacon signals sent by anchors. The first anchor-based rout-
ing for nanonetworks is the Coordinate and Routing system for Nanonet-
works (CORONA) [124]. In CORONA, nodes use the coordinated hop-
count information provided by four anchor nodes to infer their geographic
locations. After that, packets are routed based on the minimal hop-count
principle. The CORONA aims to provide a GPS-free geographic routing
solution for 2D networks however it lacks the support for 3D scenarios.

To implement efficient routing for 3D SDM, CORONA is then extended
to N3 [125] routing. The N3 addresses both node addressing and routing.
First, eight anchors are adopted to notify nodes with the hop count from
each anchor. Next, nodes select three anchor nodes as the optimal coor-
dinate system that minimizes the number of forwarders for each end-to-
end delivery. Finally, individual nodes utilizes trilateration to determine
whether they will be the forwarders when a data packet is received. Fol-
lowing those operations, N3 implements multipath routing between two
points in a 3D space with constant complexity.

The operations of both CORONA and N3 are based on selective flood-
ing which increases connectivity but restrains network efficiency. To re-
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duce routing redundancy, the stateless linear-path routing (SLR) [126] was
proposed for 3D SDM. SLR is initialized with network addressing via the
same mechanism as N3. However, in the route decision process, a node
acts as a forwarder when it is located in the linear path between the source
and the destination. Additionally, the width of the linear path, which con-
trols routing redundancy, is tunable based on the feedback of packet deliv-
ery ratio. Further, in the extended work [127], the anchor selection process
is optimized to fit the linear path routing.

The above-mentioned anchor-based routing methods require anchors
placed in the predefined locations of SDM, which limits the application
of such solutions in space with irregular shapes. To route packets for
nanonetworks with no coordinate systems, the non-anchor-based rout-
ing solutions were proposed. The first non-anchor-based routing is a a
metaheuristic-based selective flooding (MSF) dissemination scheme for
2D nanonetworks [128]. In this work, the source pro-actively controls the
direction of packet propagation by enabling the target gateway while dis-
abling the gateways on other directions.

Next, this selective flooding is simplified to be the lightweight self-
tuning data dissemination (LSDD) with low complexity [129]. The pro-
posed work is a receiver-based forwarding scheme. For each transmis-
sion, the sender simply broadcasts its packet. The receiver that receives
the packet decides whether to join the forwarding process based on a met-
ric calculated from its number of successful receptions.

To further reduce the number of retransmitters, the DEployable ROUt-
ing System (DEROUS) [130] was proposed. Unlike other routing solu-
tions for SDM, DEROUS routes packets along radial and circular paths
around one beacon point, which is appropriate for nanonetwork with a
random or well-defined 2D layout. Briefly, DEROUS contains a deploy-
ment phase which does node addressing and a routing phase that routes
packets based on the predefined criteria. Compared with other selective
flooding schemes, DEROUS successfully restrains the number of retrans-
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mitters.

2.3.3 Summary of Network Layer in IoNT

Table 2.3: Summary of routing protocols in EM-WNSNs

Protocol Coordination Channel Condition Energy Harvesting Communication

Energy-
saving

Routing
[123]

Centralized Static
√

Unicast

Optimal
Energy-

harvesting
Aware

Routing [21]

Centralized Static x Unicast

Greedy
Energy-

harvesting
Aware

Routing [21]

Centralized Static x Unicast

Selective
Flooding

[22]

Distributed Static x Broadcast

Random
Routing [22]

Distributed Static x Unicast

CORONA
[124]

Distributed Static x Multicast

N3 [125] Distributed Static x Multicast

SLR [126] Distributed Static x Multicast

MSF [128] Distributed Static x Multicast

LSDD [129] Distributed Static x Multicast

DEROUS
[130]

Distributed Static x Multicast

The routing protocols in EM-WNSNs are summarized in Table 2.3. Most
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of the routing solutions consider energy efficiency as the key issue and are
implemented in a distributed way, which fits the characteristics of EM-
WNSNs. However, it can be observed that none of the current work cap-
tures the channel peculiarity in the THz band and the limited IoT band-
width. Therefore, there is a good opportunity for novel research to be
done.

2.4 Polling in WSNs

Considering the sparsity of research on data acquisition in EM-WNSNs,
the data acquisition in WSNs, especially polling, is reviewed in the fol-
lowing. Data acquisition in Wireless Sensor Networks (WSNs) is classi-
fied into four modes: event-driven, time-driven, query-based (polling),
and hybrid [131].

In event-driven mode, individual sensors generate data and report to
the central terminal when pre-defined sensing events are detected. In
time-driven data acquisition, sensor nodes periodically generate data fol-
lowing the pre-configured reporting period to obtain global information
of the sensing area.

Compared with event-driven mode and time-driven mode, the query-
based (polling) approach, whereby sensor nodes commence sensing tasks
only when they are queried by the central node, ensures high-level con-
trol via request-response interactions. Amongst all, hybrid data acquisi-
tion aims to achieve the optimal performance for specific applications by
combining multiple data acquisition modes.

Different types of data acquisition fit the needs of different application
scenarios. Polling is favoured by energy-constrained networks due to its
low complexity and predictability. In the past five years, polling schemes
targeting energy efficiency, throughput, and fairness have been actively
researched and applied to WSNs. Considering the fact that there is no
polling scheme proposed for EM-WNSNs so far, the current research in
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traditional WSNs is reviewed.

2.4.1 Polling in Battery-powered WSNs

In WSNs, one of the major sources of energy consumption is the idle lis-
tening time of nodes [132]. By reusing the idle listening time, the energy-
efficient multi-hop polling [133] proposed for cluster-based WSNs pro-
longs network lifetime. In a collision-aware polling process, nodes causing
collisions are scheduled to transmit data in separate time slots to avoid col-
lision. As a tradeoff of low collision rate, nodes scheduled in future slots
experience long idle time with unnecessary energy consumption. To max-
imally utilize idle time, an optimal polling schedule algorithm is adopted.
In the optimal polling, the cluster head collects the network topology and
let the nodes communicating with different receivers transmit in the same
time slot to reduce the total polling duration. As expected, the proposed
polling scheme shows high network lifetime, throughput and energy effi-
ciency in multi-hop networks.

The priority-based polling scheme [134] for multi-hop cluster-based
WSNs also aims to reduce the idle listening time for a few selected nodes
in the network. In multi-hop networks, traffic generated by remote nodes
turn the nodes nearby sinks into hot spots due to unbalanced energy con-
sumption of forwarding. To prolong network lifetime, nodes located closer
to the cluster head are prioritized for polling to achieve short idle time
(these nodes are called key stations). In contrast, nodes far away from the
cluster head are polled when key stations have no packets to transmit. Ul-
timately, the priority-based polling reduces the idle time of key stations
therefore prolonging network lifetime.

2.4.2 Polling in Energy-harvesting WSNs

The above polling schemes are designed for WSNs powered by batteries
and are inappropriate for Wireless Sensor Networks Powered by Ambi-
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ent Energy Harvesting (WSN-HEAP) because of the dynamic often un-
predictable energy states of nodes [135]. In WSN-HEAP, nodes respond to
polling beacons with message packets only when they have sufficient en-
ergy. Due to the fluctuation of energy harvesting pattern, the first priority
of data polling becomes network throughput. For this purpose, proba-
bilistic polling [136, 137] has been proposed.

In probabilistic polling, the sink broadcasts a polling beacon with a
contention probability to acquire data from sensor nodes. The sensor nodes
that receive the polling beacon generate their own random numbers that
lies between 0 and 1. A sensor node responds to polling with message
packets only when its own random number is smaller than the contention
probability. The adjustment of contention probability follows the additive-
increase multiplicative-decrease (AIMD) protocol that favours the “de-
crease” operation to avoid message collision. Probabilistic polling is shown
to suit the characteristics of energy harvesting sensor network and yields
high network throughput, fairness and low polling delay.

In the scenario where nodes harvest energy at different rates, nodes
with faster charging speed have more opportunities to transmit thus cre-
ating unfairness. To solve this problem, a fair polling scheme based on
probabilistic polling is proposed in [138]. For each polling, nodes respond
to polling based on their locally modified contention probability which
considers individual energy-harvesting rates. Specifically, nodes with low
harvesting rate are prioritized to transmit message packets for the sake of
fairness. From the evaluation results, the fair polling scheme shows high
fairness without compromising much throughput.

2.4.3 Summary of Polling in WSNs

According to the literatures reviewed and summarized in Table 2.4, polling
schemes in WSNs do not consider the dynamic channel conditions and
IoT bandwidth thus can hardly be applied for EM-WNSNs in the context
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Table 2.4: Summary of Polling in WSNs

Protocol Channel Condition Energy Harvesting IoT Bandwidth

Energy-efficient
multi-hop polling [133]

Static x x

Priority-based polling
[134]

Static x x

Probabilistic polling
[136, 137]

Static
√

x

Fair polling [138] Static
√

x

of IoT.
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2.5 Summary

Based on the literature review, it is concluded that there is a research gap in
connecting EM-WNSNs to IoT. Few contributions in EM-WNSNs as well
as WSNs handles data delivery in a way considering both the THz fre-
quency selective feature and the limited IoT bandwidth. Therefore, solu-
tions for data acquisition and dissemination are proposed in the following
chapters to realize the concept of IoNT.



Chapter 3

Preliminary Study: CForward

In this chapter the preliminary work of the Channel-aware Forwarding
(CForward) is presented as an initial step. As reviewed previously, EM-
WNSNs are envisaged to operate in the THz band. The frequency se-
lective path loss and noise temperature in the THz band are distance-
dependent. Specifically, they get more severe with increasing transmis-
sion distance. Taking the advantage of this fact, a forwarding scheme
that prioritises short-distance transmissions minimizes or even avoids the
effect of frequency selective feature. However, if nodes consistently for-
ward to the neighbours with shortest distance, the end-to-end hop count
for the packet delivery will be large and this adversely affects the end-to-
end performance. CForward is thus designed to overcome both the THz
frequency selective feature and the multi-hop influence on network per-
formance. Next, the end-to-end channel capacity and delay of CForward
are evaluated against classical forwarding schemes in traditional WSNs.

3.1 Algorithm Design

The design of CForward for EM-WNSNs is presented. First, the assump-
tions are stated:

43
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1. The locations of nanosensors are known by the nano-sink.

2. The nano-sink is responsible for the centralized operations, for ex-
ample, determining the potential relay nodes of the sender when the
sender intends to transmit.

3. All the nanosensors have sufficient energy to relay data.

In the THz band, the forwarding scheme that prioritises short-distance
transmissions minimizes the effect of frequency selective feature. How-
ever, consistently forwarding to the neighbours with shortest distance ad-
versely affects the end-to-end performance due to the high hop count [139].
Therefore, CForward is designed to make sure the data will not be for-
warded to the relay node located: (i) in the long-distance region that is
adversely affected by the frequency selective feature and (ii) in the short-
distance region that will result in an unnecessarily large hop count.

For the node attempting to transmit, all the relay nodes within its trans-
mission range are assigned a distance-based selection index IS in Eqn. (3.1)
by the nano-sink with sufficient energy and computation capacity, after
which the relay node with the highest IS will be chosen as the next-hop
relay. The selection index is given by:

IS = IPri − IPen, (3.1)

whereby

IPri = 10 log10

(
CTHz
CRef

)
, IPen =

1√
d+ w

(3.2)

where d is the distance (in meters), w is the tuning factor of penalty in-
dex subject to {w : 0 ≤ w ≤ 1}, CTHz is the THz channel capacity given
by (2.2), and CRef is the reference channel capacity (neglecting molecular
absorption) given by:

CRef (d) =
n∑
i=1

B log2(1 + SNRRef (fi, d)) (3.3)
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SNRRef (f, d) =
S(f)

Aspread(f, d)N0

(3.4)

where fi is the center frequency of the i-th sub-channel, B is the band-
width of each sub-channel, and N0 is the minimum value of Nabs over the
frequency band representing the constant noise P.S.D for the bandwidth
B.

The index IS penalizes selecting distant nodes that would result in
higher path loss while IPen is designed to avoid the large hop count for re-
peatedly choosing short-distance transmission. The nearer the relay node
is located, the larger the value of IPen will be, which leads to the decrease
of IS . The index IPen is tuneable via changing the value of w. Due to the
distance-dependent frequency selective losses of the THz band, the far-
ther the relay node is located, the more the THz channel capacity CTHz

decreases. Therefore, the value of
(
CTHz
CRef

)
decreases leading to the de-

crease of IS .

3.2 Performance Evaluation

In this section, the end-to-end performance of the forwarding schemes is
evaluated and analyzed. Results in the figures are evaluated at discrete
points with connecting lines to improve presentation.

3.2.1 Performance Metrics

Two metrics: 1) the end-to-end capacity; and 2) the end-to-end delay, are
designed to evaluate the performance of CForward.

Due to interference, collision, and MAC mechanisms that introduce po-
tential latency, the channel capacity experiences a certain amount of loss at
each hop towards the sink [139,140]. A simple end-to-end capacity model
Ce2e in Eqn. (3.5) is designed to measure the reduced capacity due to losses
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incurred at each hop en-route to the sink. In this model, the impact of in-
terference on the per-hop capacity loss is a function of the average relative
distance dAV G between adjacent nodes given by 1

N

∑N
i=1 di, with di denot-

ing the distance between the sender and receiver nodes of the i-th hop.
Specifically, if dAV G is short, which means a dense network, the overall in-
terference from other nodes at each hop is high. Conversely, in a network
with low node density (large dAV G value), the overall interference at each
hop is low. The end-to-end capacity is expressed as:

Ce2e = CI (1− FAV G)N , (3.5)

where CI is the channel capacity contributed by the first hop, N is the
hop count determined by the forwarding scheme and FAV G is the average
capacity loss factor per hop. The value of FAV G is calculated as follows:

FAV G = F

(
do − dAV G

do

)
, (3.6)

where F is the capacity loss factor and do is a constant denoting the refer-
ence distance from source-to-sink.

The end-to-end delay Te2e is modelled assuming the absence of colli-
sion and channel contention (considering TS-OOK) and is indicative of
the delay incurred with different forwarding schemes, as follows:

Te2e = NTdata + T oprop

N∑
i=1

(
di
d0

)
(3.7)

where Tdata is the packet transmission time, T oprop is the source-to-sink prop-
agation delay, di is the i-th hop distance, and N is the total hop count. The
first term in Eqn. (3.7) expresses the processing delay at each of theN hops
while the second term expresses the propagation delay.

3.2.2 Benchmarks

The following forwarding schemes in traditional WSNs are adopted as
benchmarks:



3.2. PERFORMANCE EVALUATION 47

1. The nearest forwarding (NForward) that selects the nearest neigh-
bour as the next-hop forwarder.

2. The longest forwarding (LForward) that forwards to the furthest neigh-
bour.

3. The random forwarding (RForward) that randomly selects one neigh-
bour as its forwarder.

4. The single-hop end-to-end transmission.

3.2.3 Simulation Setup

A 1-m-long string network shown in Fig. 3.1a and 3.1b is used for the
performance evaluation. The number of relay nodes varies from 5 to 50
with a step of 5 to form networks with different node densities. Fig. 3.1a
shows a scenario whereby relay nodes are uniformly placed and Fig. 3.1b
shows a scenario for randomly placed relay nodes between the source and
the sink. All the nodes are assumed to be within the transmission range of
one another and have enough energy to perform the packet forwarding.
For this network the farthest distance between two nodes is 1 m. The
100-fs-long Gaussian pulse with 0.1 aJ energy [16] is transmitted over the
entire THz band (0.1 THz — 10 THz). A packet consisting of 200 bits is
transmitted from the source to the sink. The reference capacity loss factor
F in Eqn. (3.6) is set to 0.4 while the tuning factor w in Eqn. (3.2) is set to
1.2× 10−2.

(a) Uniform topology (b) Random topology

Figure 3.1: Network topology with ten nano nodes

For each scenario with random characteristics given by the random
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forwarding scheme and the random node placement, the simulation is re-
peated 200 times. The results are presented with 95% confidence intervals.

For the performance comparison, firstly, the end-to-end performance is
evaluated over different node densities (given by number of relay nodes)
in channels with fixed water vapour content. The second set of simula-
tions evaluate the end-to-end performance as a function of increasing wa-
ter vapour content.

3.2.4 Varying Node Densities

In this section, the performance of the CForward is compared against the
four classic forwarding schemes as the node density increases.
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Figure 3.2: Performance for uniform topology with 10% H2O

For a channel containing 10% H2O, the end-to-end capacity and delay
of forwarding schemes are presented over an increasing number of relay
nodes in Fig. 3.2a and 3.2b / Fig. 3.3a and 3.3b for the uniform/random
node placement respectively. CForward shows the highest end-to-end ca-
pacity (741045.5 bps) and does not suffer huge end-to-end delay (666.801
ns), thus meeting the goal of the design.

The CForward makes forwarding decisions based on IS therefore the
forwarders selected are mostly close to the ideal relay located at a distance
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Figure 3.3: Performance for random topology with 10% H2O

that generates an IS of 1. This decision balances hop count and capac-
ity, which makes the per-hop forwarding distance relatively deterministic.
The denser the network is, the more likely a relay node appears on the
ideal distance, leading to a more deterministic per-hop forwarding dis-
tance. As a result, the end-to-end performance of CForward, which shows
an average confidence interval of 0.025ns, tends to be stable with increas-
ing node density.

The simplest scheme, which is the single-hop transmission, shows the
best delay performance but the channel capacity is restricted by the fre-
quency selective effect. Multi-hop forwarding schemes show better capac-
ity performance than the single-hop transmission in low-density networks
but tradeoff delay for this improvement. Comparatively, CForward shows
desirable capacity performance while maintaining low delay even in high-
density networks. Compared with the single-hop transmission, CForward
increases the end-to-end capacity by 1379.27%/1221.21% and introduces
0.018%/0.016% extra end-to-end delay for the uniform/random node place-
ment.

The longest forwarding scheme has similar performance as single-hop
transmission when the node density is low. Longest forwarding scheme
only experiences two hops to reach the sink hence the end-to-end delay
is low. However, the long transmission distance in the first hop penalizes
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the capacity. As the node density increases, the first-hop transmission dis-
tance tends to be longer, meanwhile, the per-hop capacity loss gets larger,
therefore the end-to-end capacity of the longest scheme gradually gets in-
ferior to that of the single-hop transmission.

The nearest forwarding scheme is highly dependent of the node den-
sity of the network. It exhibits high end-to-end capacity only when the
node density is low. This is contributed by two factors: (i) the short dis-
tance transmission that indicates high capacity and (ii) relatively small hop
count. When the node density increases, the benefit of shorter transmis-
sion distance no longer offsets the detriment attributed to the larger hop
count and the larger per-hop capacity loss given by Eqn. (3.6). Therefore,
the end-to-end performance of capacity and delay both tend to be worse
with increasing node density.

The random scheme selects different combinations of forwarding nodes.
Results for the random scheme are presented as an average of 200 itera-
tions. It is observed that the random scheme records higher hop count
compared to CForward. This is because the denser the network is, the
higher the expectation of residual hops would be, leading to higher end-
to-end delay. Moreover, the end-to-end capacity and delay curves are
sandwiched approximately between the nearest scheme and the longest
scheme. This is because the random scheme on average tends to select
forwarder in the middle between the nearest and the farthest. Thus, it has
a smaller hop count than the nearest scheme and higher per-hop capacity
than the longest scheme.

3.2.5 Varying H2O Percentage

The results of averaged end-to-end performance over an increasing per-
centage of H2O are shown in Fig. 3.4a and 3.4b / Fig. 3.5a and 3.5b for the
uniform/random node placement respectively. Overall, the end-to-end
capacity of all schemes decrease when the channel has higher H2O content,
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Figure 3.4: Performance for uniform topology with varying H2O
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Figure 3.5: Performance for random topology with varying H2O

which in shown by an average decrease of 64.31% when water increases
from 1% to 50%. For most schemes, the end-to-end delay is proportional
to the hop count determined by specific forwarding schemes and is not
directly influenced by the H2O content. However, this must be interpreted
with the assumption that no collisions or retransmissions occur.

In terms of the end-to-end capacity, all the multi-hop forwarding schemes
except the longest scheme outperform the single-hop transmission which
is strongly affected by the frequency selective feature. The CForward shows
the best end-to-end capacity performance with slightly decreased end-to-
end delay over the increasing amount of H2O. It is inferred that the end-
to-end delay serves as a tradeoff for the end-to-end capacity. Different for-
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warding schemes take advantage of this tradeoff in different levels based
on their forwarding mechanisms.

3.2.6 Discussion on the Optimal Case

To further investigate the performance of CForward, its end-to-end ca-
pacity is evaluated against the optimal solution that is implemented via
exhaustive search. A comparison for both the linear topology and ran-
dom topology is presented in Fig. 3.6. The results represent the mean and
95% confidence interval of all humidity levels as adopted in the previous
simulations. It can be concluded that CForward with default parameters
achieve acceptable end-to-end capacity and a more feasible searching pro-
cess in comparison with the optimal solution. The future fine-grained pa-
rameter tuning for CForward is envisaged to minimize the gap between
CForward and the optimal solution.
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Figure 3.6: Comparison between CForward and the optimal
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3.3 Summary

The CForward presents high end-to-end channel capacity, which meets
the goal of efficiently utilizing the THz band. Nevertheless, as an early-
stage work, it lacks the consideration of the resource demand, dynamic
channel conditions, as well as the limited IoT bandwidth, which limits the
application scope.



Chapter 4

Bandwidth-aware Polling for
IoNT

In the architecture of IoNT shown in Fig. 4.1, densely deployed nanosen-
sors form the data tier that is responsible for generating sensed data which
are aggregated by the backhaul tier composed of less dense nano-sinks.
Nano-sinks then forward the aggregated data to an IoT gateway which
will upstream data via the backhaul link connected to the Internet.

Access station

IoT gateway

Nano-sink

Nanosensor

Connectivity

IoT link

Backhaul tier

Data tier

Figure 4.1: EM-WNSNs bridged to the IoT gateway

Data acquisition for IoNT faces two challenges: the dynamic IoT band-
width and THz channel conditions that jointly impact resource utilization

54
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efficiency. Specifically, the mismatch between the demands of the EM-
WNSNs and the available bandwidth of the IoT link reduces the band-
width efficiency of the IoT link or the energy efficiency of EM-WNSNs.

To achieve both high bandwidth efficiency of IoT infrastructure and
high energy efficiency in EM-WNSNs, the On-demand Probabilistic (OP)
polling (OP polling) is designed to acquire data from EM-WNSNs. In OP
polling, the IoT gateway adjusts the packet aggregation based on the up-
to-date information of IoT bandwidth and network connectivity to match
the EM-WNSNs demand with the IoT bandwidth. Therefore, IoT band-
width is efficiently utilized thus reducing energy consumption of nano-
devices.

In this chapter, the optimal packet size for delay-constraint polling is
firstly derived. Next, the design and evaluation of OP polling are pre-
sented.

4.1 Optimal Packet Size for Polling

In EM-WNSNs bridged to the IoT, the IoT bandwidth, i.e. bandwidth allo-
cated to the IoT gateway by the WAN, defines the upper bound of effective
traffic volume out from EM-WNSNs. Ideally, the IoT bandwidth should
match the demand of EM-WNSNs. The mismatch between the bandwidth
demand of EM-WNSNs and the IoT bandwidth leads to low bandwidth
efficiency of the IoT link or low energy efficiency of EM-WNSNs.

One the one hand, unnecessary bandwidth provisioning caused by the
EM-WNSNs demand mismatch reduces the utilization efficiency of the
IoT bandwidth. On the other hand, insufficient IoT bandwidth provision-
ing results in extraneous packets that are discarded at the IoT gateway.

In time-critical sensing applications [141] (e.g. target tracking) it is bet-
ter to discard than buffer packets, that soon become outdated, and reallo-
cate resources to new sensor data. Hence, matching the demand to the IoT
bandwidth saves energy in nano-devices by not processing data packets
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that cannot be accommodated by the IoT link.
To further understand the low efficiency, the bandwidth demand of

EM-WNSNs is denoted as TEM−WNSNs and the IoT bandwidth as TBK and
both are defined as follows:

TEM−WNSNs =

p
N∑
i=1

ni

D
, (4.1)

TBK = αTmaxBK , (4.2)

where p is the size of one packet generated by a nanosensor, N ∈ [1, Nmax]

is the number of nano-sinks whose aggregated packets are received by
the IoT gateway, Nmax is the maximum number of nano-sinks connected
to the IoT gateway, ni ∈ [0, nmax] is the packet aggregation size denoting
the number of packets aggregated at i-th nano-sink, nmax is the maximum
packet aggregation size, D is delay constraint on the IoT link required by
monitoring applications, α ∈ [0, 1] is the ratio of bandwidth allocated to
IoNT and Tmax

BK is the total bandwidth.
The OP polling is designed for delay-sensitive sensing applications

that require data packets delivered within strict delay constraints [142].
From the above, the bandwidth demand of EM-WNSNs TEM−WNSNs is the
required bandwidth to transport data packets of EM-WNSNs within the
application-specified delay constraint. The IoT bandwidth TBK is defined
as the portion α of the total bandwidth TmaxBK offered by the IoT link as a
result of the contention between H2H and M2M communications.

Consider the following two cases of mismatch:

TEM−WNSNs <TBK ,where n 6= nmax, N 6= Nmax, (4.3)

TEM−WNSNs >TBK . (4.4)

When the IoT bandwidth allocated to the EM-WNSNs traffic exceeds the
actual demand as expressed by Eqn. (4.3), the IoT bandwidth would be
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under-utilized by the amount given by TBK − TEM−WNSNs. However, if
the EM-WNSNs already generates the maximum data volume (i.e. when
n = nmax and N = Nmax) this case is not regarded as poor efficiency.

In contrast, if the data volume of EM-WNSNs demands a IoT band-
width that exceeds the IoT bandwidth as shown in Eqn. (4.4), the packets
from the extra demand TEM−WNSNs−TBK would be discarded because they
violate the delay constraint. In consequence, the energy efficiency of EM-
WNSNs is reduced due to the unnecessary energy consumed in handling
redundant packets.

The optimal resource efficiency is achieved when the bandwidth de-
mand matches the IoT bandwidth, as shown in Eqn. (4.5)

TEM−WNSNs = TBK , (4.5)

substituting Eqn. (4.1) into Eqn. (4.5), the optimal number of packets gen-
erated by EM-WNSNs (denoted by Popt), which indicates the maximum
data volume that can be carried by the IoT link without compromising
delay, is obtained and shown in Eqn. (4.6).

Popt =

⌊
TBKD

p

⌋
. (4.6)

For each polling, if the number of packets polled from EM-WNSNs de-
noted by NEM−WNSNs equals Popt, there would be minimal to no residual
IoT bandwidth or redundant data, leading to the optimal bandwidth effi-
ciency of the IoT link and energy efficiency of EM-WNSNs.

To achieve this goal, OP polling is designed and evaluated in the fol-
lowing sections.

4.2 On-demand Probabilistic Polling

This section presents the assumptions of the application scenario and de-
sign of OP polling.
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4.2.1 Assumptions

1. Both the channel condition and IoT bandwidth remain constant dur-
ing one polling process which is composed of four handshakes. This
assumption is reasonable considering the slow change rate of weather
and macro-scale access and backhaul networks in comparison with
the low latency of nanonetworks with small coverage [26, 143]

2. The IoT gateway knows Tmax that is the longest delay from a sink to
the gateway. This is obtained during network planning by calculat-
ing the maximum end-to-end delay when each sink is connected to
its closest neighbour towards the gateway.

3. The IoT gateway has pnmaxNtotal bits storage, whereby Ntotal is the
total number of sinks deployed, for the data polled.

4. During the polling process, nano-sinks are awake for message dis-
semination.

4.2.2 Algorithm Design

Matching the EM-WNSNs demand and IoT bandwidth faces two chal-
lenges: first, from the perspective of the IoT link, the bandwidth allocated
to EM-WNSNs is dynamic and limited due to the contention between
Machine-to-Machine (M2M) communications and Human-to-Human (H2H)
communications [144]. Apart from that, from the perspective of EM-WNSNs,
the bandwidth demand also shows a dynamic nature due to the humidity-
sensitive THz channel that influences the network connectivity of the back-
haul tier in EM-WNSNs. Consequently, the dynamic nature of both the
EM-WNSNs demand and the IoT bandwidth reduces the utilization effi-
ciency of network resources.

The OP polling achieves both high bandwidth efficiency of IoT link
and high energy efficiency of EM-WNSNs by concurrently taking into con-
sideration the dynamics of both IoT bandwidth and THz channel condi-
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tions. In OP polling, the IoT gateway polls nano-sinks which then poll
nanosensors for data extraction. For each polling event, the IoT gateway
dynamically adjusts the packet aggregation size of each nano-sink, which
is denoted as n ∈ [0, nmax] whereby nmax is the maximum aggregation
size considering the limited energy capacity of nano-sinks, based on the
queried IoT bandwidth before pushing data into the IoT link in order to
match the EM-WNSNs demand with IoT bandwidth. OP polling aims to
achieve high bandwidth efficiency by utilizing the residual bandwidth.

Access StationIoT GatewayNano Sink

Query

T BK Allocation

T BK

TransmissionBeaconGW

TransmissionBeaconS

Transmission
Beaconn

Data Transmission

Data Transmission

BeaconN

T
im

e

Figure 4.2: Sequence of message exchange in OP polling

The operations of OP polling for the IoT gateway and nano-sinks are
presented in Algorithm 1 and Algorithm 2, respectively. The notations for
algorithm operations are listed in Table 4.1. The responding operations of
nano-sinks are presented via Fig. 4.2 which depicts the sequence of mes-
sage exchange of the overall polling process. OP polling requires control
processes on packet aggregation before polling. At the start of each polling
cycle, the IoT gateway queries the allocated TBK from access stations such
as eNodeB in LTE (cf: Algorithm 1 and Fig. 4.2) and broadcasts a gateway
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FieldN
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Figure 4.3: Packet structure of beacons

beacon BeaconGW (Fig. 4.3) to obtain the maximum number of nano-sinks
connected to the IoT gateway Nmax. Each sink that receives BeaconGW for-
wards the beacon to neighbours and replies the IoT gateway with a sink
beacon BeaconS (Fig. 4.3) following line 2 of Algorithm 2.

After obtaining Nmax, if there is any nano-sink connected to the IoT
gateway, the packet aggregation control shown in line 4 of Algorithm 1
will be executed for achieving high resource utilization efficiency. The
packet aggregation control aims to adjust TEM−WNSNs to match TBK by dy-
namically controlling the packet aggregation size n based on Nmax and
TBK . Specifically, to ensure fairness during data acquisition process, the
IoT gateway evenly allocates the available IoT bandwidth to all nano-sinks
reachable by adjusting n. After that, following lines 5 - 8 of Algorithm 1,

Table 4.1: Notations used to describe OP polling

Notation Description
TBK The allocated IoT bandwidth
Popt The optimal packet size for polling
Nmax The maximum number of sinks connected to the gateway
BeaconGW The network discovery beacon
Beaconn The deterministic polling beacon
BeaconN The probabilistic polling beacon
Fieldn The deterministic packet size
FieldN The probabilistic packet size
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Algorithm 1 On-demand Probabilistic Polling for IoT gateway

1: Query TBK from the access station and calculate Popt
2: if Popt > 0 then
3: Broadcast BeaconGW to obtain Nmax

4: if Nmax > 0 then
5: Calculate n =

⌊
Popt
Nmax

⌋
6: if Popt − nNmax == 0 or n == nmax then
7: Broadcast Beaconn with Fieldn = n

8: Collect and send all data packets to the IoT link
9: else

10: Calculate N = Popt − nNmax

11: if
⌊
100 N

Nmax

⌋
> 0 then

12: Broadcast BeaconN with Fieldn = n, FieldN =
⌊
100 N

Nmax

⌋
13: Collect and send Popt data packets to the IoT link
14: Drop redundant packets
15: end if
16: end if
17: end if
18: end if

if the up-to-date IoT bandwidth is maximally utilized or the calculated n

reaches its maximum, the value of n will be inserted into the deterministic
polling beacon Beaconn shown in Fig. 4.3 that is then broadcast to nano-
sinks. Each nano-sink i that receives Beaconn aggregates and transmits n
packets based on the value carried by the deterministic packet size Fieldn,
as shown in line 4 of Algorithm 2. Here, it is assumed that the data tier
always has sufficient number of unique packets to be collected by nano-
sinks considering the high density of nanosensors deployed [123]. After
data collection, the IoT gateway directly forwards all data packets to the
IoT link since in this case there will be no redundant demand exceeding
IoT bandwidth.
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Algorithm 2 OP Feedback for Nano-sink i

1: if receive a new BeaconGW then
2: Reply with BeaconS
3: else if receive a new Beaconn then
4: Aggregate and transmit n message packets
5: else if receives a new BeaconN then
6: Generate a random integer ri ∈ [0, 100]

7: if ri < FieldN then
8: Aggregate and transmit n+ 1 message packets
9: else if n 6= 0 then

10: Aggregate and transmit n message packets
11: end if
12: end if

For OP polling, if the calculated n leads to residual IoT bandwidth that
is sufficient for at least one extra packet, the IoT gateway will select N out
ofNmax nano-sinks as in line 12 of Algorithm 1 to evenly share the residual
bandwidth. Specifically, each of those N nano-sinks will aggregate n + 1

instead of n packets. In order not to compromise fairness, the concept
of probabilistic polling is adopted for selecting sinks that utilize residual
bandwidth. Specifically, a contention probability of N

Nmax
and the value of n

are inserted to FieldN that denotes the probabilistic packet size and Fieldn
of the probabilistic polling beacon BeaconN , respectively. Next, BeaconN
is transmitted to nano-sinks. Considering the limited compute and stor-
age capacity of nano-sinks, the value of N

Nmax
is converted to an integer⌊

100 N
Nmax

⌋
that lies in [0,100].

Following lines 5 - 12 of Algorithm 2, when a sink i receives BeaconN ,
it generates a random integer ri ∈ [0, 100] and compares ri with

⌊
100 N

Nmax

⌋
.

If ri <
⌊
100 N

Nmax

⌋
, the sink will aggregate n+1 message packets. Otherwise

n message packets will be aggregated. Lastly, in case that the probabilistic
process polls more packets than desired, the IoT gateway only pushes Popt
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aggregated packets to the IoT link with redundant packets dropped, as
demonstrated in lines 13 and 14 of Algorithm 1.

It is to be noted that after transmitting each beacon (BeaconGW ,Beaconn,
or BeaconN ), the gateway has to wait for a short period TGW to collect the
response from sinks. This parameter is jointly determined by the delay
constraint, network topology and corresponding routing solutions. In this
thesis, a conservative waiting duration TGW = Tmax is adopted.

For implementation, OP polling is very suitable for simple low ca-
pacity devices that fit the characteristics of nano-devices. Beacon packets
BeaconGW ,BeaconS ,Beaconn andBeaconN are lightweight with low over-
heads and the packet aggregation control is implemented using only two
extra fields, which are Fieldn of dlog2 nmaxe bits carrying n and FieldN of
seven bits storing the integer between 0 and 100.

4.3 Performance Evaluation

In this section, the performance metrics and benchmark polling schemes
are firstly discussed. Then, the simulation parameters are listed. Lastly,
the results of performance evaluation are analysed.

4.3.1 Performance Metrics

The OP polling is evaluated using the following performance metrics:

1. Packet aggregation size n. It shows the effect of packet aggregation
control algorithm in OE polling. To a large extent, the value of n is
decisive for the performance metrics presented below.

2. IoT Bandwidth efficiency, BE:

BE =
PEM−WNSNs

Popt
, (4.7)

where PEM−WNSNs is the total number of packets pushed into the IoT
link and Popt is the optimal number of packets mentioned in Section
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4.1. The BE of 100% represents the optimal utilization efficiency of
IoT bandwidth.

3. Packet drop ratio, Pdrop:

Pdrop =
Ptotal − Popt

Ptotal
, (4.8)

where Ptotal is the total number of packets collected by the IoT gate-
way. The packet drop ratio indicates the volume of redundant pack-
ets dropped by the IoT gateway as packets are sent from the EM-
WNSN to the Internet. This metric reflects the unnecessary resource
consumption on nano-sinks.

4. Energy consumption of polling one packet, E:

E =
Etotal

PEM−WNSNs
, (4.9)

where Etotal is the total energy consumption of packet processing
during one polling process. Specifically, the energy consumed by re-
ceiving each packet is 10% of the amount consumed by packet trans-
mission [24].

5. Polling delay, L:
L = LP + LT , (4.10)

where LP and LT are the propagation delay determined by distance
and transmission delay related to packet length, respectively.

6. Polling coverage, C:

C =
N

Ntotal

, (4.11)

where N is the number of nano-sinks that reply to polling with ag-
gregated packets and Ntotal is the total number of nano-sinks in the
network. Polling coverage evaluates the data integrity for sensing
applications. However, under limited IoT bandwidth, high values of
polling coverage do not always ensure good integrity of data due to
packet dropping.
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7. Collision probability, PCOLL:

PCOLL =
NCOLL

NRX

, (4.12)

where NCOLL is the total number of collision and NRX is the total
number of packet receptions during the end-to-end data delivery for
one polling interval.

8. Fairness defined by the Jain’s fairness index, F :

F =
(
∑N

i=1 Ti)
2

N
∑N

i=1 T
2
i

, (4.13)

where Ti is the throughput of message packets from the i-th nano-
sink during one simulation. Fairness provides a way to check if all
nodes are equally selected by the probabilistic process of OP polling
without preference.

4.3.2 Benchmarks

Considering that there has been little (if any) research on the scenario with
dynamic IoT bandwidth and channel conditions, OE polling and greedy
polling are adopted to benchmark OP polling.

1. OE polling. OE polling is similar to OP polling however without the
probabilistic process. The operation sequence, packet structure, and
basic operations of OE polling are presented in Fig. 4.4, Fig. 4.5, Al-
gorithm 3 and Algorithm 4. To understand the trade-off between the
bandwidth efficiency of the IoT infrastructure and the energy effi-
ciency of EM-WNSNs, the packet aggregation size n in OE polling is
calculated using either the floor function

⌊
Popt
Nmax

⌋
or the ceiling func-

tion
⌈
Popt
Nmax

⌉
. The resulted schemes are then called OE-floor polling

and OE-ceil polling, respectively.
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Figure 4.4: Sequence of message exchange in OE polling
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Figure 4.5: Packet structure of beacons in OE polling

2. Greedy polling. Greedy polling relies on the central process of IoT
gateway to deliver data within delay constraints. First, the IoT gate-
way polls all nano-sinks by flooding a gateway polling beaconBeaconGW .
In response, each nano-sink polled aggregates and transmits nmax

packets with best effort. At last, similar to OP polling, the IoT gate-
way sends Popt packets to the IoT link with the rest of packets dropped
unless the IoT bandwidth is sufficient for all packets polled. In com-
parison with OP polling and OE polling, the greedy polling approach
is optimized for the IoT bandwidth efficiency, at the expense of other
performance metrics.
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Algorithm 3 On-demand Efficient Polling for IoT Gateway

1: Query TBK and calculate Popt
2: if Popt > 0 then
3: Broadcast BeaconGW to obtain Nmax

4: if Nmax > 0 then
5: Calculate n = b Popt

Nmax
c (OE-floor Polling)

6: or n = d Popt
Nmax
e (OE-ceil Polling)

7: if n > 0 then
8: Broadcast Beaconn with Fieldn = n

9: Collect and transport all data packets to the IoT link
10: end if
11: end if
12: end if

Algorithm 4 OE Feedback for Nano-sink i

1: if receive a new BeaconGW then
2: Reply with BeaconS (respond to BeaconGW )
3: else if receive a new Beaconn then
4: Aggregate and transmit n message packets
5: end if

4.3.3 Data Dissemination for the Polling System

To efficiently implement multi-hop polling and data dissemination under
dynamic channel conditions, a Time-to-Live (TTL)-based Efficient Flood-
ing (TEFlood) with low implementation complexity is used in all the polling
schemes. The pseudo code of TEFlood is shown in Algorithm 5.

TTLmax is a predefined network parameter for the longest possible dis-
tance (hop count) between the IoT gateway and farthest nano-sinks. When
the IoT gateway broadcasts a beacon, it sets the (initial) value of TTLP to
TTLmax, where TTLP is the TTL field for an arbitrary packet traversing
the network. When a nano-sink i receives a new BeaconGW from the IoT
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Algorithm 5 TTL-based Efficient Flooding for Nano-sink i

1: if receive a new BeaconGW or Beaconn then
2: TTLiS = TTLmax − TTLP
3: Rebroadcast packet with TTLP = TTLP − 1

4: else if receive a new data packet or BeaconS then
5: if TTLiS < TTLP then
6: Rebroadcast packet with TTLP = TTLP − 1

7: end if
8: end if

gateway, it computes its own distance to the gateway (line 2: Algorithm 5)
and assigns that value to TTLiS .

In this way, nano-sinks dynamically tune their own TTL settings TTLiS
based on the TTL values of the received beacons to constrain the forwarder
sets to those closer to the IoT gateway.

Nano-sinks respond to each polling by the IoT gateway with BeaconS

and data packets that have TTLP field set to values close to the minimum
hopcount to the IoT gateway. When a nano-sink receives a packet to be
forwarded, it checks to ensure that it is closer to the IoT gateway (line 5)
before forwarding it (line 6). This directed flooding approach is primarily
aimed to keep the forwarding process as simple as possible while mini-
mizing the network traffic and unnecessary data packet transmissions.

4.3.4 Simulation Parameters

The performance of OP polling, OE polling, and greedy polling are eval-
uated using the Nano-Sim [145] tool on NS-3 with simulation parameters
listed in Table 4.2. For both nano-sinks and the IoT gateway, each data bit
is modulated using the Time Spread On-Off Keying (TS-OOK) [24] of one
100-fs-long pulse on 1 THz with 1 pJ energy. The receiving sensitivity of
nano-devices is set to -130 dBm considering the high sensitivity of nano
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materials [6]. Each unit message packet generated by a nanosensor con-
tains 100 bits. The size of BeaconGW and BeaconS are set to 36 bits. For
all packets, the ratio of bit “1” is assumed to be 50% [24]. Considering the
energy capacity of nano-sinks, the maximum packet aggregation size is set
to 10 packets that result in a 4-bit-long Fieldn.

Table 4.2: Simulation parameters

Parameter Value
Frequency 1 THz
Pulse energy 1 pJ / 10 aJ
Pulse duration 100 fs
Pulse interval 10000 fs
Receiving sensitivity -130 dBm
nmax size 10 packets
Fieldn size 4 bits
FieldN size 7 bits
p 100 bits
BeaconGW , BeaconS size 36 bits
Beaconn size 40 bits
Polling interval 60 s / 1 h
Tmax
BK 20 Mbps
D 1 ms
TTLmax 100
Simulation duration 600s / 24h
Simulation area 10m × 10m
Network size 10,20,30,40,50,60,70,80,90,100
IoT gateway position Centre
Nano-sink position Uniformly distributed
Nano-sink mobility Static
α [0,1]
Molecular absorption coefficient K [0.38,7.35] m−1 / [0.11, 0.48] m−1
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The IoT link with total bandwidth Tmax
BK of 20Mbps is adopted to serve

the polling process with delay tolerance D of 1ms. For node placement,
from 10 to 100 static nano-sinks are randomly deployed with uniform dis-
tribution in a 10m × 10m area whereby an IoT gateway is located in the
centre.

For each polling process, a random decimal α ∈ [0, 1] is generated to
implement the dynamic IoT bandwidth. The averaged value of α in sim-
ulations is presented in Fig. 4.6a and Fig. 4.6b. The dynamic channel
condition is implemented by a time-varying molecular absorption coeffi-
cient K in Eqn. (2.1). Specifically, two scenarios are considered for the
time-varying channel. The first scenario simulates a Large-Scale-Varying
(LSV) channel by adopting a half-cycle sinusoidal curve for every minute
K where the minimum and maximum water vapour are 1% and 20% re-
spectively, as shown in Fig. 4.6a. In the second scenario, hourly K with
Small-Scale Variance (SSV), which represents a mix ratio of water from
0.29% to 1.23%, is generated by the CRU weather generator based on a
first-order Markov chain model [146], as shown in Fig. 4.6b. These two
channel conditions represent different stages of humidity change. For ex-
ample, SSV channel represents the humidity variance in relatively dry en-
vironment where water vapour is contained in the air whereas LSV chan-
nel represents the humidity level when water vapour becomes rainfall.
For LSV channel and SSV channel, each simulation lasts for 600s with 60s
as the polling interval and 24 hours with 1 hour as the polling interval,
respectively.

Each result presented is the averaged value with 95% confidence in-
terval under normal error distribution obtained from 50 simulations with
different seed values.
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Figure 4.6: IoT bandwidth capacity ratio and channel state vs time

4.3.5 Results and Analysis

Simulation results for the performance metrics in section 4.3.1 are shown
in Fig. 4.7a-4.22b over the simulation time slots and for different network
sizes. The curve of K value is plotted within the results with time lines.
Finally, the averaged results for LSV channel and SSV channel are summa-
rized in Table 4.3 and Table 4.4, respectively.
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Figure 4.7: Packet aggregation size for LSV channel

The packet aggregation size n over time and different network sizes for
LSV channel and SSV channel are presented in Fig. 4.7a - 4.8b. For results
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Figure 4.8: Packet aggregation size for SSV channel

over time, LSV channel shows significant variance whereas SSV channel
does not due to the small percentile of molecular absorption loss over the
total path loss.

The packet aggregation size n in OP polling and OE polling is dynam-
ically adjusted according to the impact of IoT bandwidth and channel
conditions represented by α and K. Specifically, each nano-sink aggre-
gates more packets for high IoT bandwidth efficiency when there is suffi-
cient IoT bandwidth and sparse nano-sinks connected to the IoT gateway,
which is a result of high α, high K and small network size.

On the other hand, when the IoT bandwidth is limited, fewer packets
are aggregated and there is strong contention among the nano-sinks. OP
polling shows a larger aggregation size than OE-floor polling because of
the probabilistic process that polls a subset of all nodes to aggregate n+ 1

packets to maximize the bandwidth efficiency. OE-ceil polling has a larger
aggregation size than OP polling since each of all sinks mostly aggregates
one packet more than OE-floor polling. In comparison, for greedy polling,
n = nmax for every polling event regardless of the change in α and K.

IoT Bandwidth Efficiency

By dynamically adjusting the packet aggregation size, OP polling is able
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Figure 4.9: Bandwidth efficiency for LSV channel
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Figure 4.10: Bandwidth efficiency for SSV channel

to utilize almost all the available IoT bandwidth, on average 98.9416% (as
shown in Fig. 4.9a - 4.10b) without incurring unnecessary overheads in
energy consumption and packet loss, as shown below. OE-floor polling
achieves lower bandwidth efficiency of 80.5270% on average, mainly due
to the inability to utilize the residual bandwidth. The bandwidth effi-
ciency of OP polling and OE-floor polling is positively correlated with α

and negatively correlated with network connectivity. On the one hand,
high α increases bandwidth efficiency because of the increased Popt which
reduces the percentile of unutilized bandwidth for each packet. On the
other hand, although high connectivity resulting from small K or large
network size reduces the bandwidth loss for individual users by reducing
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n, it increases the probability of collision that leads to unsuccessful packet
delivery, which deteriorates bandwidth utilization. Greedy polling, as the
name implies, as well as OE-ceil polling, fully utilizes the available IoT
bandwidth, but at the expense of poor energy efficiency.

Packet Drop Ratio
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Figure 4.11: Packet drop ratio for LSV channel
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Figure 4.12: Packet drop ratio for SSV channel

Packet drop ratio is shown Fig. 4.11a - 4.12b. Although the through-
put of OP polling shows probabilistic nature, only 0.4533% of the pack-
ets polled are dropped on average since the number of packets polled
approaches Popt which minimizes the number of redundant packets. In
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comparison, OE-ceil polling exhibits a higher drop ratio of 23.6036% be-
cause that the packet size after ceiling may exceed the bandwidth limit.
Greedy polling has the highest drop ratio of 79.1728% because all nano-
sinks polled persistently aggregate the maximum number of packets re-
gardless of IoT bandwidth limit. OE-floor polling, on the other hand,
drops no packet because of its conservative polling strategy and the band-
width is mostly under-utilized.
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Figure 4.13: Energy consumption for LSV channel
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Figure 4.14: Energy consumption for SSV channel
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Fig. 4.13a - 4.14b show that OP polling and OE polling successfully re-
duce the energy consumption for polling one packet compared to greedy
polling. This is achieved by dynamically tuning packet aggregation size
to match the EM-WNSNs’ traffic demand with IoT bandwidth. For OP
polling, because of the slightly higher packet drop ratio, higher energy
consumption per packet as compared to OE-floor polling is observed. OE-
ceil polling consumes more energy than OP polling because of the extra
packets polled although it is much more efficient than greedy polling with
no bandwidth-aware adjustment. For nano-devices with low energy ca-
pacity, the reduced energy consumption of OP and OE polling will im-
prove network life time. For LSV channel, the energy consumption, espe-
cially for greedy polling, at 120s and 480s show two peaks as a result of
the slightly decreased node density with increased end-to-end hop count
that involve relaying across more sinks in data delivery.
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Figure 4.15: Polling coverage for LSV channel

As shown in Fig. 4.15a - 4.16b, OP polling shows a polling cover-
age that is sandwiched between OE-floor polling and OE-ceil polling.This
corresponds to the tradeoff between high bandwidth efficiency and low
packet drop ratio. OE-floor polling with the smallest coverage results
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Figure 4.16: Polling coverage for SSV channel

in under-utilized IoT bandwidth, i.e. lowest bandwidth efficiency and
also lowest packet drop ratio. Greedy polling achieves the best coverage
among the three; however a large number of nano-sinks are unnecessarily
polled giving rise to the high packet drop ratio. It is worth noting that
greedy polling covers slightly more sinks than OE-ceil polling since the
gateway is not aware of the bandwidth condition and it polls even when
there is no bandwidth, which is a rare event. For LSV channel, polling cov-
erage is high for smallK and large network size whereby more nano-sinks
can be polled. When network size increases beyond certain thresholds (60
for OP polling and 40 for OE polling), the polling coverage for OP polling
and OE polling start to reduce as a result of the increased number of nodes
that are not polled due to the bandwidth limit of the IoT link. However
this behaviour is not observed for SSV channel due to the K values with
low magnitude and variance.

Polling Delay

As shown in Fig. 4.17a and Fig. 4.18b, OP polling and OE polling have
higher delay than greedy polling due to the extra overheads caused by
handshakes required for collecting network information. The delay of OP
polling is slightly lower than that of OE-floor polling. This is because of
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Figure 4.17: Polling delay for LSV channel
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Figure 4.18: Polling delay for SSV channel

the packet aggregation size of 1, which happens when n = 0 in line 6 of Al-
gorithm 1, introduces a short transmission delay to the statistics of polling
delay. OE-ceil polling has higher delay than OE-floor polling because of
the potential of polling one more packet per sink which increases transmis-
sion delay. When the number of nano-sinks connected to the IoT gateway
increases, as shown in Fig. 4.17b and 300s to 600s in Fig. 4.17a, the delay
difference between OP polling / OE polling and greedy polling becomes
small because of the decreased packet aggregation size with short packet
transmission delay caused by the increased network size. It is envisaged
that the delay performance of OP polling and OE polling would be bet-
ter for EM-WNSNs with large packet aggregation size. For LSV channel,
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delay shows significant relationship with the end-to-end hop count deter-
mined by connectivity whereas the mean values of delay over time for SSV
channel are not significantly different from one to another due to the small
impact of K.

Collision Probability
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Figure 4.19: Collision probability for LSV channel
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Figure 4.20: Collision probability for SSV channel

Overall, collision is related to network density determined by K and
network size. For LSV channel shown in Fig. 4.19a and Fig. 4.19b, OP
polling and OE polling show slight higher collision probability than greedy
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polling due to two reasons: 1) multiple handshakes for information collec-
tion introduce more short beacons into the network than greedy polling;
2) shortened packet aggregation size reduces waiting time for medium ac-
cess and therefore message packets are more likely to collide with beacons
traversing in the network.

The second reason also leads to the slight difference between OE-floor
polling and OE-ceil polling. Compared with OE polling, fewer collisions
happen in OP polling because of the heterogeneous sizes of aggregated
packets given by the probabilistic process, which avoids the collision that
is supposed to happen in OE polling. Fortunately, the TS-OOK modula-
tion used in EM-WNSNs significantly lowers the collision probability. The
difference of collision probability between OP polling and greedy polling
is less than 0.1%. For SSV channel in Fig. 4.20a and Fig. 4.20b, greedy
polling and OE-ceil polling exhibit higher collision probability which re-
sembles the result at 420s or network size is 20 in Fig. 4.19a and Fig. 4.19b
due to the poor connectivity.
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Figure 4.21: Fairness index for LSV channel

The fairness versus time and network size are shown in Fig. 4.21a -
4.22b, respectively. Unfairness is the result of the heterogeneous packet
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Figure 4.22: Fairness index for SSV channel

aggregation size which causes heterogeneous throughput of each sink.
Therefore, benchmark schemes with homogeneous packet aggregation size
consistently show a fairness index of 1. In comparison, with the probabilis-
tic process that evenly distributes residual bandwidth to nano-sinks, OP
polling shows an averaged fairness index of 0.9836. For OP polling, fair-
ness is less affected when the percentile difference of throughput among
sinks, which is either 1

n
or 1

n+1
, is small. Therefore, the fairness index rises

for an increased α or a decreased Nmax (caused by an increased K or a de-
creased network size) that increases n as shown in line 5 of Algorithm 1,
and vice versa.

Table 4.3: LSV-channel performance summary

Metric OP polling OE-floor
polling

OE-ceil
polling

greedy
polling

BE (%) 98.8719 80.8269 100 100
Pdrop (%) 0.4347 0 23.4069 78.2797
E (pJ) 1758.4040 1444.5571 2105.5183 5678.6661
L (ns) 58.3989 58.6974 59.2830 29.0738
C (%) 64.7642 81.6603 91.0117 91.5128
PCOLL (%) 0.2091 0.2171 0.2160 0.1761
F 0.9846 1 1 1
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Table 4.4: SSV-channel performance summary

Metric OP polling OE-floor
polling

OE-ceil
polling

greedy
polling

BE (%) 99.0112 80.2271 100 100
Pdrop (%) 0.4718 0 23.8003 80.0658
E (fJ) 17.3899 14.7892 20.2223 59.7585
L (ns) 63.6048 64.5308 63.8886 29.6624
C (%) 77.4121 64.5929 90.6478 90.1462
PCOLL (%) 0.0766 0.0789 0.0799 0.0821
F 0.9826 1 1 1

In summary, compared with benchmark schemes, OP polling achieves
the best balance between IoT bandwidth efficiency and EM-WNSNs en-
ergy efficiency.

4.4 Summary

For EM-WNSNs connected to the IoT, data acquisition is challenged by
the dynamic IoT bandwidth and THz channel conditions. These two con-
straints reduce the resource utilization efficiency as a result of the mis-
match between the EM-WNSNs’ demand and the IoT bandwidth. To avoid
unnecessary resource consumption, On-demand Probabilistic (OP) polling
is designed. By dynamically adjusting the packet aggregation process, OP
polling tunes the data volume extracted from EM-WNSNs to match the
IoT bandwidth. Compared with benchmarks, OP polling efficiently uti-
lizes the given bandwidth through a probabilistic process. From perfor-
mance evaluation, OP polling achieves both high bandwidth efficiency of
the IoT link and high energy efficiency of EM-WNSNs



Chapter 5

Forwarding for Polling-based
IoNT

The polling-based multi-hop nanonetworks discussed in Chapter 4 are
subjected to dynamic network topology. Therefore, a data dissemination
scheme with channel adaptability is demanded. However, graphene-based
nano-devices have high sensitivity but low compute, power and mem-
ory capacity [23], which limits the ability to adopt precise channel-aware
techniques used in traditional macro-scale devices [147] and demands net-
working schemes with low implementation complexity. Consequently, ex-
isting works done for both macro-scale sensor networks and EM-WNSNs
are hardly adopted as solutions due to either the high complexity or the
lack of dynamic channel adaptivity.

A lightweight data dissemination scheme, which is the Time-To-Live
(TTL)-based Efficient Forwarding (TEForward), is designed to achieve high
energy efficiency for backhaul tier of polling-based EM-WNSNs under dy-
namic channel states. In this scenario, the IoT gateway broadcasts polling
beacons periodically to poll nano-sinks for data extraction. In TEForward,
the polling beacons have multiple functions including data collection and
topology discovery. In each polling interval, nano-sinks extract the dupli-
cate count and TTL values to infer the latest network topology information

83
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to narrow the set of forwarders and direct data flows. TEForward achieves
forwarding with high data delivery ratio and energy efficiency under dy-
namic channel states with repurposing of polling beacons.

In this chapter, the optimal forwarding is firstly defined, followed by
a description of the design of TEForward. Finally, the performance of
TEForward is evaluated for both the single-gateway network and multi-
gateway network.

5.1 Optimal Energy-efficient Forwarding

For EM-WNSNs with coordinated IoT gateways that collect data via polling
under dynamic channel conditions, the energy consumption of nano-sinks
is minimized when the message packets polled are directed to the gate-
ways along the most energy-efficient path in the current topology. There-
fore, the goal of optimal forwarding is to find the optimal path ρK∗with the
minimized end-to-end energy consumption. Supposing that unicast for-
warding is adopted, the path selection of optimal forwarding is defined as
below:

Obj. ρK∗ = argmin
ρK∈PK

Ee2e(ρ
K) (5.1)

where Ee2e(ρK) = ETX
e2e (ρK) + ERX

e2e (ρK) (5.2)

ETX
e2e (ρK) = ETXH

ρK

e2e (5.3)

ERX
e2e (ρK) = ERXN

ρK

RX−e2e (5.4)

ETX = γERX (5.5)

whereEe2e is the end-to-end energy consumption composed of the end-to-
end energy consumption for transmitting ETX

e2e and receiving ERX
e2e , ρK and

PK denote the selected path and the path set under channel condition K,
ETX and ERX are the energy consumption for transmitting and receiving
one message packet, γ denotes the numerical relationship between ETX

and ERX that is assumed to be 10 [24], HρK

e2e is the end-to-end hop count for
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path ρK , NρK

RX−e2e is the total number of sinks receiving the transmission
along path ρK .

In order to find the optimal path ρK∗, each sink firstly builds a graph
based on the coordinates and transmission range of sinks and gateways
under the up-to-date K. In this graph, the length of an edge is the total
energy consumption for forwarding to the corresponding sink, given by
ETX + NDERX where ND is the neighbour degree of the candidate for-
warder. Next, ρK∗ of each sink is obtained by calculating the shortest
paths to gateways via Dijkstra’s algorithm and the most energy-efficient
one is selected. Overall, the complexity isO(N2

total) where Ntotal is the total
number of sinks and gateways. The process above demands high physi-
cal capacity with respect to energy, storage, and computation, which is not
feasible for nano-devices. Therefore, the sub-optimal TEForward with low
resource demands is designed as an alternative.

5.2 TTL-based Efficient Forwarding

In this section, the design of TEForward is discussed. The pseudocode of
TEFoward is shown in Algorithm 6, Fig. 5.2, and Fig. 5.3 with notations
explained in Table 5.1.

Overview and Assumptions

The key concept of TEForward is to leverage the polling beacons to obtain
the latest network topology information under dynamic channel states
for forwarder selection and data diffusion. As shown in Fig. 5.2 (a) and
Fig. 5.3 (a), for each polling, the IoT gateway floods a polling Beacon that
has packet format as shown in Fig. 5.1 with TTL value of TTLmax for data
collection. Next, following Fig. 5.2 (b) and Fig. 5.3 (b), nano-sinks select
forwarders based on the path information extracted from Beacon and re-
spond the gateway with message packets.
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The TEForward mechanism relies on the following assumptions to op-
erate as designed:

1. The channel condition remains constant during one polling process
which starts from beacon dissemination and finishes with data col-
lection at the gateway. This assumption is consistent with the as-
sumption in Section 4.2.1.

2. In the multiple-gateway scenario, IoT gateways are coordinated for
synchronous beacon dissemination and aware of each other’s coor-
dinates.

3. Besides the communication modules for connecting macro-sale de-
vices, IoT gateways are also equipped with the same transceivers as

Table 5.1: Notations used to describe TEForward

Notation Description
Beacon A beacon packet
BeaconiDUP The i-th beacon duplicate received by a sink
Mpkt An aggregated message packet
TTLjS The TTL setting of a nano-sink j
TTLP The TTL value of a packet
TTLmax The maximum value of TTL
N j
S The neighbour-size indicator of a nano-sink j

CumN j
S The indicator of the cumulative neighbour-size of the se-

lected forwarder of sink j
CumNP The indicator of the cumulative neighbour-size field of a

beacon sender
Twait The waiting time for beacon collection
γ The ratio of ETX to ERX
FIDj

S The ID of the selected forwarder of sink j
SIDP The ID of a beacon sender
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MPUNET FieldNMACPHY Fieldn

16 bits 8 bits 16 bits 7 bits x bits 12 bits

MPUNETMACPHY

16 bits 8 bits 16 bits 12 bits

NETMACPHY CumNP Twait
Figure 5.1: Structure of a polling beacon.

nano-sinks to enable THz communications.

4. Nano-sinks are active during one polling interval for beacon and
message dissemination.

Polling Beacon Structure

Besides the original packet header [145], the polling beacon in TEForward
adopts two new fields that are CumNP and Twait to assist forwarder selec-
tion.

Specifically, CumNP is an indicator for inferring the cumulative re-
ceiver count that implies the total number of nano-sinks receiving message
packets along the end-to-end path. This parameter indicates the end-to-
end energy consumption caused by the packet reception process. CumNP

is set to 0 by the IoT gateway and updated by nano-sinks to cumulate the
local neighbour size indicators during the beacon flooding.

Twait specifies a time window for collecting beacon duplicates. To com-
prehensively collect beacon duplicates from neighbours, Twait is conserva-
tively set to dS

c
whereby dS is the transmission range of nano-sinks and c is

the speed of light. Considering the computation capacity of nano-devices,
the calculation of Twait is delegated to the IoT gateways. A heuristic for
calculating Twait is presented as follows. Before each polling, the IoT gate-
ways coordinate with each other in THz band to derive the up-to-date
K(f) for the current environment by solving the equation below:

AT (f, d) = PTX − SRX , (5.6)

where PTX and SRX are the transmission power and receiving sensitivity.
This operation is feasible since all the variables could be easily obtained
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for gateways. Next, with K(f), the transmission power and receiving sen-
sitivity of nano-sinks as inputs, the critical transmission range dS of nano-
sinks could be derived by solving Eqn. (5.6).

Finally, Twait is calculated based on d as below:

Twait =

{
0, dS ≥ dmax
dS
c
, dS < dmax,

(5.7)

where dmax denotes the network diameter that is the maximum distance
between two network devices in the network. For a single-hop network,
nano-sinks respond to polling beacons directly without invoking the for-
warder selection algorithm.

If there is only one IoT gateway, the calculation of Twait requires ex-
ternal information or the communication between the gateway and nano-
sinks.

Forwarder Selection

IoT gateways initiate the data collection process by simultaneously broad-
casting the same polling beacon. Each nano-sink j that receives a new
Beacon first buffers it and aligns its TTL setting TTLjS based on the beacon
TTLP to obtain its distance to the IoT gateway in number of hops (cf: line
3 in Algorithm 6). Next, following line 4, nano-sinks reset the indicator of
the local neighbour-size N j

S and initialize the local variable CumN j
S with

CumNP carried by Beacon. For each nano-sink, CumN j
S is the CumNP

of the current forwarder selected. It plays a significant role in forwarder
selection since it is used to identify the forwarder which directs packets
along the path that triggers the fewest number of packet receptions. After
the above settings, a timer that equals Twait as specified in Beacon is set for
collecting beacon duplicates, as shown by line 5.

In lines 6 - 17 of Algorithm 6, on receiving a beacon duplicateBeaconiDUP ,
the nano-sink j increments itsN j

S and updates its forwarder selection if the
sender of BeaconiDUP establishes a path with higher energy efficiency than
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Algorithm 6 TTL-based Efficient Forwarding

Initialization
N j
S = 0, CumN j

S = 0, CumNP = 0, TTLjS = TTLmax, TTLP = TTLmax

For each nano-sink j:

1: if receives a new polling beacon Beacon then
2: Buffer Beacon
3: TTLjS = TTLmax − TTLP
4: Set N j

S = 1, CumN j
S = CumNP , FIDj

S = SIDP

5: Set timer T jS = Twait

6: while T jS 6= 0 do
7: for the i-th Beacon duplicate BeaconiDUP do
8: N j

S = N j
S + 1

9: if CumN j
S + γTTLjS > CumN i

P + γTTLiP then
10: CumN j

S = CumN i
P

11: FIDj
S = SIDi

P

12: Clear beacon buffer and buffer BeaconiDUP
13: else
14: Drop BeaconiDUP
15: end if
16: end for
17: end while
18: Set CumNP = CumN j

S +N j
S

19: Broadcast the buffered beacon with TTLP = TTLP − 1

20: Aggregate and send Mpkt to FIDj
S

21: else if receives a new message packet Mpkt then
22: if this packet is for me then
23: Forward Mpkt with TTLP = TTLP − 1 to FIDj

S

24: end if
25: end if
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the previous record, via line 9 that compares the end-to-end energy con-
sumption in Eqn. (5.2) of a potential forwarder and that of the current
selection. If higher energy efficiency is achieved, the nano-sink selects the
sender of this duplicate as its forwarder by updating the forwarder ID
FIDj

S with the sender’s ID SIDP and replaces the buffered beacon with
this duplicate; otherwise, the duplicate beacon is dropped.

In line 18, when the timer T jS counts to zero, CumNP of the buffered
beacon is updated by summing CumN j

S and N j
S to add the impact of

current sink into the path traversed by the beacon duplicate. Next, the
buffered beacon is re-broadcasted for assisting other sinks with forwarder
selection. Ultimately, the nano-sink aggregates packets from nanosensors
and sends the aggregated packet Mpkt to the selected forwarder FIDj

S .
Sinks that are involved in packet forwarding will forward this message
packet to their own selected forwarder as in lines 21–25 until it reaches
the IoT gateway. In this way, all message packets are effectively and effi-
ciently directed to one of the IoT gateways along the latest efficient path
of the polling cycle.

1

2
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4

5

1

2

3
4

5

(a) Beacon dissemination (b) Message forwarding

New beacon

Duplicate beacon

Message

IoT gateway

Nano-sink

Connectivity

Figure 5.2: TEForward example for a single-gateway network.
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Figure 5.3: TEForward example for a multi-gateway network.

The example paths selected by TEForward for the single-gateway net-
work are shown in Fig. 5.2(b). “sink 5” eventually selects “sink 2” as its
forwarder because it involves the least number of transmitting and receiv-
ing operations. Similarly for the multi-gateway network as depicted in
Fig. 5.3(b), the beacon from “gateway 1” is not forwarded by “sink 5”
for whom “gateway 2” is more energy-efficient to reach. The final for-
warder selected will direct packets towards the IoT gateway that incurs
minimal energy costs to reach. As a result, the network is partitioned by
multiple gateways with high energy efficiency for nano-sinks, as shown in
Fig. 5.3(b) whereby “sink 1 - 4” would forward data towards “gateway 1”
whereas “sink 5” and “sink 6” would deliver data to “gateway 2”.

For each nano-sink, the TEForward algorithm shows linear complexity
of O(N j

S) as its forwarder selection is based on the information obtained
from N j

S neighbours. Compared with the existing solutions, the merits
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of TEForward are: 1) feasible implementation for nano-devices as TEFor-
ward implements major networking functions assisted by polling beacons,
thus fits the computation capacity of nano-devices with µm-level dimen-
sions [6]; and 2) requiring no hardware support beyond nano-devices such
as RSSI module and GPS. TEForward provides the first solution for data
dissemination in nanoscale sensor networks that considers dynamic envi-
ronment impact for the backhaul tier of polling-based EM-WNSNs with
coordinated IoT gateways.

5.3 Performance Evaluation

In this section, the performance of TEForward is evaluated and analysed
against benchmark schemes.

5.3.1 Performance Metrics

In this section, TEFoward is evaluated based on the following performance
metrics:

1. Packet delivery ratio, PDR:

PDR =
NR

NT

, (5.8)

where NR is the total number of unique packets received by the IoT
gateway, and NT is the total number of unique aggregated message
packets transmitted by nano-sinks for one polling. Packet delivery
ratio measures the impact of path selection on end-to-end packet de-
livery.

2. Collision probability, PCOLL as defined by Eqn. 4.12 in Section 4.3.1:

PCOLL =
NCOLL

NRX

, (5.9)
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where NCOLL is the total number of collision and NRX is the total
number of packet receptions during the end-to-end data delivery for
one polling interval. For most of the forwarding schemes, collision
is the main reason for packet loss.

3. Delay, D:
D = TRX − TTX , (5.10)

where TRX is the time when a packet is received by the IoT gateway,
and TTX is the time when the polling beacon is transmitted by the
gateway. This metric measures the impact of forwarding on polling
latency.

4. Energy consumption of polling one packet, E:

E = ET + ER, (5.11)

where ET and ER are the total energy consumed by transmitting
and receiving packets during data delivery for polling one packet,
respectively. Energy consumption is the key metric for TEForward.

5. Forwarder degree, FD: the number of forwarders for each transmis-
sion during data delivery

FD =
NF

H
, (5.12)

where NF is the total number of physical transmission and H is the
total hop count of the packets received by the gateway. Forwarding
degree measures the redundancy of forwarding during end-to-end
delivery. For optimal energy efficiency, FD = 1 since only one for-
warding occurs for each hop.

6. Cumulative receiver count, CRcount: the total number of nano-sinks
involved in packet reception during the end-to-end data delivery for
one message packet polled

CRcount =
NRX

NR

, (5.13)
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where NRX is the number of packet receptions occurring during the
end-to-end data delivery for one polling. This metric is used for in-
ferring the end-to-end energy consumption for receiving packets.

7. Fairness, F :

F =
(
∑Nsink

i=1 λi)
2

Nsink

∑Nsink
i=1 λi)2

, (5.14)

where Nsink is the number of sinks polled and λi is the throughput
of packets transmitted by the i-th sink during one polling interval.

5.3.2 Benchmarks

To benchmark the performance of TEForward, the following benchmarks
are adopted:

1. The optimal forwarding (opt).

2. The TTL-based Efficient Flooding (TEFlood) presented in Algorithm
5. In TEFlood, nano-sinks align the TTL settings of their message
packets based on polling beacons and forward message packets only
when they are located closer to the IoT gateway than the sender to
minimize the flooding area.

3. The Selective flooding (S-Flooding) [145].

4. The Random forwarding (RForward) [145].

Similar to TEForward, a nano-sink in RForward waits for Twait upon re-
ceiving a unique polling beacon to collect neighbour information and then
randomly selects one neighbour as its forwarder. In S-Flooding and RFor-
ward, if a nano-sink receives a polling beacon directly from the gateway,
the message would be directly transmitted to the gateway by specifying a
specific MAC flag. Besides, each sink only forwards a packet once.
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5.3.3 Simulation Setup

The performance of TEForward is evaluated using the nano-sim [145] pack-
age of NS3. Simulation settings are shown in Table 5.2. The 100-fs-long
Gaussian pulse with 1 pJ energy [24] on 1 THz is adopted for one bit trans-
mission. A message packet is 136 bits long composed of 100-bit payload
and 36-bit overhead with an initial TTL of 100 [145]. Statistically, it is as-
sumed that the average ratio of bit “1” in a packet is 50% [24] when eval-
uating energy consumption. Considering the property of graphene [6],
the receiving sensitivity for packet reception is set by expectation as re-
searchers do in a recent work [129].

The simulated area is set to 10m × 10m wherein 10 to 100 static nano-
sinks are uniformly distributed so that the network connectivity transits
from low to high. For the single-gateway network, one IoT gateway is
placed in the centre while for the multi-gateway scenario three gateways
are uniformly randomly deployed following a uniform distribution with
a mean of 5m for both coordinates.

The corresponding size of field CumNP is set to 10 bits. Considering
the energy capacity of nano nodes, a nano-sink aggregates 10 packets for
each polling interval. Two channel scenarios, which are LSV channel and
SSV channel mentioned in Chapter 4, are adopted.

The K and the corresponding Twait over simulation time for LSV chan-
nel and SSV channel are shown in Fig. 5.4a and Fig. 5.4b, respectively. It
is worth noting that for LSV channel, Twait = 0 at 0s and 600s because the
network is one-hop connected.

Performance of TEForward is evaluated and compared with optimal
forwarding, TEFlood, RForward, and S-Flooding via the metrics in Section
5.3.1. Each result presented is the average with 95% confidence interval
obtained from 50 simulations with different seed values.
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Table 5.2: Simulation parameters

Parameter Value
Frequency 1 THz
Pulse energy 1 pJ / 10 aJ
Pulse duration 100 fs
Pulse interval 10000 fs
Receiving sensitivity -130 dBm
CumNP field size 10 bits
Twait field size 15 bits
Unit packet size 136 bits
Beacon packet size 46 bits
Packet aggregation size 10 packets
TTLmax 100
Simulation area 10m × 10m
Network size 10,20,30,40,50,60,70,80,90,100 nano-sinks
IoT gateway position Centre / uniformly random
Nano-sink position Uniformly distributed
Nano-sink mobility Static
Simulation duration 600 s / 24 h
Polling interval 60 s / 1 h
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5.3.4 Results and Analysis

The simulation results for different topologies and channel conditions
are presented in Fig. 5.5a - 5.28b. For clear observation, graphs are split
vertically when the results for different schemes present huge differences
in Y axis. The overall performance evaluation for different scenarios is
summarized in Table 5.3 - 5.6.
Packet Delivery Ratio
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Figure 5.5: Packet delivery ratio for SGW with LSV channel
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Figure 5.6: Packet delivery ratio for SGW with SSV channel

As shown in Fig. 5.5a - 5.8b, benefiting from the Time Spread On-
Off Keying (TS-OOK) [14] modulation with low collision probability, all
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Figure 5.7: Packet delivery ratio for MGW with LSV channel
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Figure 5.8: Packet delivery ratio for MGW with SSV channel

schemes except RForward show high packet delivery ratio that is above
99% on average.

Packet delivery ratio deteriorates due to two reasons: collision and for-
warding failure. The packet delivery ratio of optimal forwarding, TEFor-
ward, and TEFlood is affected by collisions at intermediate hops that are
positively related to neighbour density. Generally, packet delivery ratio
is high for large K and small network sizes that reduce node density.
One exception is seen at 0s, 60s, 540s, and 600s because the transmissions
are mostly single-hop under such channel conditions and therefore robust
against collisions at sinks.

In contrast, RForward additionally suffers from forwarding failure due
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to the potential reverse path that directs a packet back to the sender or the
intermediate forwarder that refuses to forward this packet again. Gen-
erally, RForward exhibits a higher probability of forwarding failures for
low neighbour density or more end-to-end transmissions happen since the
forwarder at each hop is randomly selected. Therefore, RForward shows
a decreased packet delivery ratio for increased K which results in more
hops and forwarding candidates. However, the impact of network size is
not simply monotonic. On the one hand, an increased network size leads
to more hops that deteriorates the end-to-end delivery. On the other hand,
however, an increased network size mitigates forwarding failure because
of the increased number of forwarding candidates that decrease the prob-
ability of forwarding one packet back to the previous forwarders, which
eventually compensates packet delivery ratio.

Similar behaviours are observed for S-Flooding in single-gateway sce-
narios. Packet delivery ratio is low for small network sizes due to the high
homogeneity of path selection that is vulnerable for collision. However it
becomes high when network size increases because of the heterogeneous
paths formed. Nevertheless, this phenomenon is not presented for multi-
gateway scenarios as a result of the high heterogeneity of paths established
by multiple gateways.

Collision Probability

From Fig. 5.9a - 5.12b, all schemes show low collision probability that
is below 0.3% attributed to the TS-OOK modulation. Generally, collision
probability increases for a increased node density that is caused by a de-
creased K and increased network sizes. Therefore, optimal forwarding
achieves the lowest collision probability whereas schemes with multi-cast
feature like S-Flooding and TEFlood confront more collisions.
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Figure 5.9: Collision probability for SGW with LSV channel
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Figure 5.10: Collision probability for SGW with SSV channel
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Figure 5.11: Collision probability for MGW with LSV channel

Average Delay

Generally, delay is directly proportional to the hop count of the paths
that packets traverse which are determined by network connectivity. The
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Figure 5.12: Collision probability for MGW with SSV channel
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Figure 5.13: Delay for SGW with LSV channel
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Figure 5.14: Delay for SGW with SSV channel

TEForward and RForward exhibit delay that is higher than other schemes
due to the waiting time for beacon collection at each hop. Therefore the de-
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Figure 5.15: Delay for MGW with LSV channel
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Figure 5.16: Delay for MGW with SSV channel

lay of TEForward is highly correlated with Twait shown in Fig. 5.4a when
the hop count is low at 0s, 60s, 540s, and 600s. However, TEForward’s av-
erage delay is only 17.41 ns higher than that of S-Flooding with the lowest
delay because of the small-scale coverage of nanonetworks. For LSV chan-
nel, delay increases as a result of the high molecular absorption K that
leads to an increased hop count, and vice versa, as shown in Fig. 5.15b.
RForward shows a different trend at 240s, 300s, and 360s due to the poor
packet delivery ratio such that only packets from sinks close to the gate-
way are delivered and involved in delay statistics, which also results in
the observation that differs from TEForward at 60s and 540s.

In Fig. 5.15a, for all schemes except RForward, delay firstly increases as
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a result of improved connectivity which allows sinks multi-hop away from
the IoT gateway to be polled. When network size further increases, the
chance of having forwarders geographically close to a gateway at each hop
increases, which then decreases the end-to-end delay. However, it requires
higher network density for the delay of RForward to show the same trend
due to its lower probability for delivering packets than other methods. For
SSV channel, RForward shows higher delay which eventually exceeds that
of TEForward as demonstrated in Fig. 5.16a and Fig. 5.16a since the end-
to-end hop count of SSV channel is on average higher than that of LSV
channel.
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Figure 5.17: Energy consumption for SGW with LSV channel

From Fig. 5.17a - 5.20b, TEFoward shows low energy consumption that
is on average only 35.75 pJ and 0.0685 fJ higher than optimal forwarding
for LSV channel and SSV channel, respectively. This difference is caused
by two factors: first, although a conservative Twait is adopted at each hop,
it is still possible for a nano-sink to miss the beacon duplicate that comes
from a path with lower energy consumption; second, the additional fields
CumNP and Twait intuitively increase the energy consumption during bea-
con dissemination. Therefore, the difference and the absolute value of en-
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Figure 5.18: Energy consumption for SGW with SSV channel
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Figure 5.19: Energy consumption for MGW with LSV channel
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Figure 5.20: Energy consumption for MGW with SSV channel
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ergy consumption between TEForward and optimal forwarding are large
for small K and large network sizes that cause high node density which
triggers a large number of transmissions and receptions during beacon
flooding. From the results of LSV channel, S-flooding and RForward show
low energy consumption when K is low since the proportion of one-hop
communications is high and sinks are enhanced to directly transmit to-
wards the gateway. However, RForward suffers from forwarding failure
that cause unnecessary energy for high K. The TEFlood presents the sim-
ilar behaviour as S-Flooding but with lower energy consumption because
flooding area is constrained. For SSV channel, the results over time do not
exhibit significant change due to the small percentile of molecular absorp-
tion loss in the total path loss.
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Figure 5.21: Forwarder count for SGW with LSV channel

For all schemes except RForward in LSV channel, there exists a strong
inference from forwarding degree and cumulative receiver count shown
in Fig. 5.21a - 5.28b, respectively. It can be seen that the difference be-
tween TEForward and optimal forwarding is tiny regarding the cumula-
tive receiver count because of the high similarity of path selection. Nev-
ertheless, RForward is an exception since the statistics of these two met-
rics are extracted from the packets successfully delivered, which leads to
biased results considering the high packet loss ratio of RForward. It is
worth noticing that the multicast feature of TEFlood and S-Flooding re-
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Figure 5.22: Forwarder count for SGW with SSV channel
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Figure 5.23: Forwarder count for MGW with LSV channel
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Figure 5.24: Forwarder count for MGW with SSV channel
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Figure 5.25: Cumulative receiver count for SGW with LSV channel
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Figure 5.26: Cumulative receiver count for SGW with SSV channel
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Figure 5.27: Cumulative receiver count for MGW with LSV channel



108 CHAPTER 5. FORWARDING FOR POLLING-BASED IONT

0.
25

5
0.

26
5

● ● ●
● ● ● ●

● ●
● ● ● ● ●

● ● ● ● ● ● ●
●

● ●

Time (s)

P
ac

ke
t d

el
iv

er
y 

ra
tio

 (
%

)

● ● ●
● ● ● ●

● ●
● ● ● ● ●

● ● ● ● ● ● ●
●

● ●

36
0

40
0

0.
25

5
0.

26
5

Time (s)

P
ac

ke
t d

el
iv

er
y 

ra
tio

 (
%

)

● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ●
● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●● ●
● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

● ● ● ● ●
● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●● ● ● ● ●
● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ● ●

20
40

60

●

●

●

●opt
TEForward

TEFlood
S−Flooding

RForward
K

K
 (

/m
)

C
um

ul
at

iv
e 

R
ec

ei
ve

r 
C

ou
nt

Time (h)
1 3 5 7 9 11 13 15 17 19 21 23

(a) Result over time

●
●

●

●

●

●

●

●

●

●

Time (s)

P
ac

ke
t d

el
iv

er
y 

ra
tio

 (
%

)

●
●

●

●

●

●

●

●

●

●

20
0

80
0

20 40 60 80 100
Time (s)

P
ac

ke
t d

el
iv

er
y 

ra
tio

 (
%

)

●
●

●
●

●
●

●
● ●

●

●
●

●
●

●
●

●
● ●

●

●
●

●
●

●
●

●
●

●
●

●
●

●
●

●
●

●
●

●
●

●
●

●

●

●

●

●

●

●

●

●
●

●

●

●

●

●

●

●

●

0
50

10
0 ●

●

●

●

opt
TEForward
TEFlood
S−Flooding
RForward

C
um

ul
at

iv
e 

R
ec

ei
ve

r 
C

ou
nt

Network Size

(b) Result vs network size

Figure 5.28: Cumulative receiver count for MGW with SSV channel

sults in more packet processing especially when the end-to-end hop count
increases with a magnitude much higher than the decrease of node den-
sity, like the results at 120s and 480s. This phenomenon does not appear
in SSV channel due to the low K that prevents high packet loss over time,
as shown by the comparison between Fig. 5.5a and Fig. 5.6a.
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Figure 5.29: Fairness for SGW with LSV channel

TEForward and optimal forwarding achieve high energy efficiency at
the expenses of fairness due to the path selection process that is greedy for
energy efficiency. The same reason applies to TEFlood since the TTL-based
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Figure 5.30: Fairness for SGW with SSV channel
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Figure 5.31: Fairness for MGW with LSV channel
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Figure 5.32: Fairness for MGW with SSV channel
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packet direction unavoidably prioritizes certain nodes for forwarding. The
S-Flooding and RForward show the highest and the second highest fair-
ness because of the forwarding process with no preference for forwarders.

Summarizing the simulation results, by extracting the latest topology
information from polling beacons, TEForward achieves high data delivery
ratio and energy efficiency under dynamic channel conditions.

Table 5.3: Single-gateway LSV-channel performance summary

Metric opt TEForward TEFlood S-
Flooding

RForward

PDR (%) 99.8966 99.8908 99.8876 98.4127 81.0562
PCOLL (%) 0.0583 0.0619 0.1105 0.1282 0.0690
D (ns) 46.9352 64.8022 46.9386 46.6768 50.2398
E (pJ) 2789.8314 2825.0502 5274.0766 57923.1505 10349.4733
FD 1 1 1.8248 10.7205 1.0015
CRcount 33.4646 33.5080 67.6898 311.8388 36.0401
F 0.7259 0.7253 0.7248 0.9943 0.8758

Table 5.4: Single-gateway SSV-channel performance summary

Metric opt TEForward TEFlood S-
Flooding

RForward

PDR (%) 99.8805 99.8738 99.9302 96.8593 76.0598
PCOLL (%) 0.0187 0.0303 0.0877 0.1102 0.0391
D (ns) 50.0113 68.9667 50.0156 49.5838 63.2951
E (fJ) 23.0095 23.1389 59.1544 481.6851 50.4958
FD 1 1 2.2566 19.4703 1.0002
CRcount 22.7749 22.7783 66.4205 526.5526 31.8121
F 0.5552 0.5552 0.5500 0.9928 0.7983
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Table 5.5: Multi-gateway LSV-channel performance summary

Metric opt TEForward TEFlood S-
Flooding

RForward

PDR (%) 99.9785 99.9772 99.9758 99.9917 87.7226
PCOLL (%) 0.0520 0.0571 0.1007 0.1273 0.0652
D (ns) 39.3770 55.2616 39.3786 39.3851 40.3564
E (pJ) 2511.5705 2547.8571 4388.3077 42214.4636 7670.9805
FD 1 1 1.7593 9.1828 1.0829
CRcount 30.9036 30.9348 54.0989 220.3826 34.7491
F 0.7477 0.7472 0.7416 0.9822 0.8649

Table 5.6: Multi-gateway SSV-channel performance summary

Metric opt TEForward TEFlood S-
Flooding

RForward

PDR (%) 99.9658 99.9617 99.9803 99.9776 83.5316
PCOLL (%) 0.0083 0.0161 0.0696 0.1165 0.0321
D (ns) 41.7418 57.9904 41.7461 41.7506 47.3275
E (fJ) 19.3151 19.4516 50.1479 343.7993 40.4077
FD 1 1 2.2972 16.0351 1.1564
CRcount 18.7689 18.8494 55.0957 373.7121 27.8205
F 0.5805 0.5805 0.5879 0.9803 0.7701
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5.4 Summary

In this section, TEForward scheme is designed for the backhaul tier of
multi-hop polling-based EM-WNSNs under dynamic channel states. The
TEForward extracts the up-to-date topology information from polling bea-
cons for forwarder selection and data diffusion with low overheads. Fol-
lowing the forwarding decisions of TEForward, all packets flow to the IoT
gateway along the path with the minimum energy consumption deter-
mined at the moment of polling. From the performance evaluation, TEFor-
ward achieves higher data delivery ratio, high energy efficiency and low
collision probability than the benchmarks.



Chapter 6

Bandwidth-aware Access for
Event-driven IoNT

The OP polling discussed in Chapter 4 is not suitable for nanonetworks
deployed for sensing bursty events under limited IoT bandwidth due to
the receiver-initiated data collection. To achieve high resource utilization
efficiency in this event-driven scenario, the Enhanced Adaptive Pulse In-
terval Scheduling (EAPIS) is designed. The EAPIS implements pulse-level
transmission sequencing based on the allocated bandwidth so as to match
the EM-WNSNs throughput with the IoT bandwidth. In this chapter, the
ideal pulse arrival pattern is derived. Next, EAPIS is designed based on
this ideal pulse pattern. Finally, the performance evaluation and mod-
elling are conducted.

6.1 Enhanced Adaptive Pulse Interval

In this section, the ideal pulse arrival pattern at the EM-WNSN gateway
and the design of EAPIS are discussed.

113
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6.1.1 Bursty Events and Ideal Pulse Arrival

For EM-WNSNs connected to the Internet, matching the EM-WNSNs through-
put to the available IoT bandwidth under bursty events is significant for
the sake of resource utilization efficiency.

Here, bursty events for nano-sinks are defined as a group of events
with event duration T totalevent shorter than the transmission duration of one
sink. T totalevent is defined as

T totalevent = TLevent − T 1
event, (6.1)

where T 1
event and TLevent are the time when the first event and the last event

are reported to the nano-sinks, respectively.
The bursty events incur concurrent transmissions of multiple nano-

sinks, which results in an aggregated throughput that exceeds the allo-
cated bandwidth if the pulses are not ideally scheduled.

Given the allocated IoT bandwidth B, the pulse duration tP and pulse
interval I , to achieve the maximum data rate without triggering traffic
regulation mechanisms, I is related with B using Eqn. (6.2):

1

tP + I
= B, (6.2)

which allows us to calculate the shortest pulse interval IS :

IS =
1

B
− tP . (6.3)

The IS leads to the ideal arrival pattern of pulses which maximally
utilizes the IoT bandwidth with on-demand throughput, as shown in Fig.
6.1.

Pulses arriving at the gateway that are not separated by intervals of du-
ration IS contribute to poor energy efficiency of nanonetworks and poor
utilization efficiency of the IoT bandwidth. On the one hand, for nano-
devices, unnecessary energy is consumed when pulses arrive densely with
intervals shorter than IS only to be dropped at the gateway (by traffic
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Figure 6.1: Ideal pulse arrivals at the gateway

policing mechanisms). On the other hand, for IoT access networks, sparse
pulses with intervals longer than IS introduce bandwidth efficiency. Based
on the afore-mentioned observations, a scheme that adapts the pulse inter-
val is devised to achieve both energy and bandwidth efficiency.

6.1.2 Overview of EAPIS

The EAPIS is a distributed algorithm run by nano-sinks in small-scale
single-hop EM-WNSNs detecting bursty events. EAPIS algorithm adapts
to the IoT bandwidth and neighbour degree and schedules the pulses
transmitted from nano-sinks to the IoT gateway based on the ideal pulse
arrival pattern. Since EAPIS operates on nano-sinks, the process that ag-
gregates data from nanosensors to nano-sinks is highly abstracted in this
thesis. The pseudocode of EAPIS is presented in Algorithm 7 with nota-
tions presented in Table 6.1.

The EAPIS adopts sequential multiple-user transmission based on the
network information collected from short channel sensing. Specifically,
when nano-sinks start transmitting pulses upon events happen, transmis-
sions of nano-sinks are scheduled in sequence with each sink transmitting
pulses following the ideal pulse pattern. Therefore, pulses arrive at the
gateway in accordance with the ideal pattern.

The EAPIS operates on the following assumptions:

1. The network is one-hop connected.

2. Nano-sinks are preconfigured with the short interval IS .

3. Nano-sinks are in receiving mode for channel sensing when bursty
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events occur. This is a feasible operation for nano-sinks that are de-
signed for data collection.

4. High time precision is required for scheduling. According to the ex-
isting research on nanonetworks [103, 119, 148, 149], this is feasible
for nano-devices deployed in nano-scale scenarios with tiny propa-
gation delay.

6.1.3 EAPIS Preamble

Time

1

I I I

1 0

1

Prefix

EAPIS packet

Original packet

1 1 0

Time

Pt

Figure 6.2: Packet structure

An EAPIS packet adopts a preamble containing “1” followed by “0” as
shown in Fig. 6.2. The “1” in the beginning is only used for neighbour dis-
covery and is transmitted directly in a burst. Eventually the preamble “1”
is dropped. The following “0” is the real preamble and maintains the en-
ergy consumption of the EAPIS preamble as same as an original preamble.
After receiving and dropping the preamble “1”, when it reaches the time to
receive “0”, the IoT gateway inverses “0” to “1” and sends it to the access
network as the first bit. In this way, neighbour discovery is accomplished
without losing the first bit under traffic policing. With the introduction
of this preamble, an EAPIS packet achieves the same energy consumption
with marginal delay increase in comparison with the original packet.
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6.1.4 Transmission Sequencing

To achieve the overall ideal pulse arrival pattern, in EAPIS, each nano-
sink transmits its pulses following the ideal pattern and the transmissions
of nano-sinks are scheduled to be sequential. The sequencing is imple-
mented by making the preamble interval of each sink, which is the inter-
val between the preamble pulse and the preamble “0”, equal one IS after
the prior transmissions of neighbours.

Assuming the packet size is known and identical for each sink, the
most important factor for obtaining the preamble interval for each sink
becomes the number of neighbours transmitting prior to itself. This is
achieved by counting the number of preamble pulses received from neigh-
bours before the sink transmits its own preamble pulse, as denoted by
Sk. For obtaining Sk, each sink senses the channel before it transmits the
preamble pulse and stops sensing afterwards for saving energy.

When events happen, the first sink detecting the event transmits both
the preamble and payload pulses with an interval of IS because no neigh-
bour is sensed, as presented by lines 1 - 5 and line 16 in the transmitting
mode of Algorithm 7. When a nano-sink detects an event after the first
sink, it firstly transmits the preamble pulse for updating the S values for
its neighbours, records the transmission time of the preamble pulse as tk1TX ,
and deactivates the channel sensing following line 7 - 9 in the transmitting
mode. Here, a binary variable TxCountk is used to identify the transmis-
sion of the preamble pulse.

For any sink that transmits after the first sink, when it receives the
preamble pulse of the first sink, the receiving time tk1RX is recorded and
its Sk is incremented, as shown in lines 2 - 4 in the receiving mode of Al-
gorithm 7. The time stamp tk1RX is used in two ways later: 1) the synchro-
nization reference to align other sinks to the first sink; and 2) the unique
token to recognize the pulses of the first sink. When a sink receives the
j-th pulse after the first preamble pulse, it records the receiving time tkjRX
and identifies if this pulse is a preamble pulse from other neighbours or a
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Table 6.1: Notations for EAPIS of Nano-sink k

Notation Description
tkiTX Time to transmit the i-th pulse
tkjRX Time when the j-th neighbour pulse is received
Sk The number of neighbours transmitting prior to a sink
Ik The interval for the next pulse
IS The shortest pulse interval
TxCountk The preamble pulse identifier
P The packet size

payload pulse from the first sink that is transmitting. This is done by line 5
in the receiving mode which checks if the time interval between this pulse
and the first preamble pulse is an integer multiple of IS + tP that equals
the interval between two successive pulses received from the first sink.
This operation is reliable for the femto-second-long pulses in EM-WNSNs
benefiting from the low probability for the preamble pulses to collide with
the first sink’s payload pulses. Then, the nano-sink increments its Sk if the
pulse is recognized as a preamble pulse.

After collecting the Sk statistics and transmitting the preamble pulse,
the nano-sink, which transmits later than the first sink, calculates its pream-
ble interval. The preamble interval given by line 10 in the transmitting
mode is the sum of two parts: 1) IS(SkP − Sk + 1) + tPS

k(P − 1) that is
one IS after Sk neighbour transmissions before the current sink, and 2)
t1RX − t1TX that aligns all other sinks to the first sink as mentioned above.
After transmitting the preamble, the sink sets the pulse interval to IS for
rest of pulses in the packet to achieve the ideal pulse pattern.
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Algorithm 7 Enhanced Adaptive Pulse Interval Scheduling (EAPIS) for
Nano-sink k
Initialization
tkiTX = 0, tkjRX = 0, Sk = 0, Ik = IS, TxCount

k = 0

Transmitting mode

1: if reaches the time tkiTX to transmit the i-th pulse then
2: Transmit the pulse
3: if Sk == 0 then
4: Ik = IS

5: Stop sensing channel
6: else
7: if TxCountk == 0 then
8: Record tk1TX
9: Stop sensing channel

10: Ik = IS(SkP − Sk + 1) + tPS
k(P − 1) + tk1RX − tk1TX

11: TxCountk = TxCountk + 1

12: else
13: Ik = IS

14: end if
15: end if
16: Transmit the next pulse after Ik

17: end if

Receiving mode

1: if Receive the j-th pulse at time tkjRX then
2: if j == 1 then
3: Record tk1RX
4: Sk = Sk + 1

5: else if (tkjRX − tk1RX) mod (IS + tP ) 6= 0 then
6: Sk = Sk + 1

7: end if
8: end if
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In this way, each nano-sink transmits pulses following the ideal pulse
arrival and nano-sinks transmit one after another in a sequence.

The EAPIS implements pulse scheduling based on neighbour informa-
tion. For the i-th sink transmitting on event occurrence, EAPIS shows lin-
ear time complexityO(i−1), therefore it is suitable for resource-constraint
nano-devices.

6.1.5 EAPIS Example

The full operations of EAPIS are depicted via the example in Fig. 6.3.
Three nano-sinks that are Sink 1, Sink2, and Sink 3 detect events and trans-
mit pulses to the IoT gateway. Sink 1 transmits all its pulses following the
ideal pulse pattern because S1 = 0 when it transmits the preamble pulse.
When Sink 2 receives the preamble pulse at t21RX during channel sensing,
it records t21RX and increments S2 indicating that Sink 1 is transmitting be-
fore itself. After transmitting its own preamble pulse at t21TX , Sink 2 stops
sensing the channel and sets its preamble interval to 5IS +4TP + t21RX − t21TX
based on line 10 in Algorithm 7 so that its future pulses with an interval
of IS will arrive at the gateway one IS after the last pulse of Sink 1. Sink
3 operates in the same way except that S3 remains as 2 when it receives
the third pulse, which is recognized as a payload pulse of Sink 1, during
channel sensing. Overall, all pulses except the preamble pulses arrive at
the gateway following the ideal pulse arrival.
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Figure 6.3: Adaptive pulse interval Scheduling (N ′ = 3, N = 3)

6.2 Performance Evaluation

This section first defines the performance metrics used for performance
evaluation and lists several benchmark schemes for comparison, followed
by the simulation parameters. At last, performance results are presented
and analysed.

6.2.1 Performance Metrics

1. Bandwidth efficiency, BE:

BE =
λE
B
, (6.4)

where λE is the effective throughput that denotes the actual through-
put after traffic policing. The BE is a key metric that measures the
fitness of the effective throughput to the given bandwidth.

2. Pulse drop ratio, D:

D =
ND
pulse

Npulse

, (6.5)
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where ND
pulse is the number of pulses dropped by traffic policing at

the gateway and Npulse is the total number of pulses received by the
gateway. The D measures the unnecessary energy consumption due
to discarded pulses.

3. Unit energy consumption, E:

E =
Etotal
Ptotal

, (6.6)

whereEtotal denotes the total energy consumption at nano-sinks trans-
mitting pulses and Ptotal is the number of pulses effectively forwarded
to the access network after traffic policing. The E measures the en-
ergy consumption for effectively receiving one data bit at the gate-
way.

4. First packet delay, Tpkt:

Tpkt = T pkt−1−Lpulse − T 1
event, (6.7)

where T pkt−1−Lpulse is the time when the last pulse of the first packet is
effectively received by the gateway. This metric measures the latency
for the gateway to detect the event assuming that an event is identi-
fied in the packet level.

5. Pulse delay, Tpulse:

Tpulse = TLpulse − T 1
event, (6.8)

where TLpulse is the receiving time for the last pulse of the total trans-
mission and T 1

event is the detection time of the first event. This metric
measures the total transmission time to receive all pulses.

6. Fairness, F :

F =
(
∑N ′

i=1 λ
i
E)2

N ′
∑N ′

i=1 λ
i
E
2 , (6.9)

where λiE is the effective throughput of the i-th sink. Fairness mea-
sures the distribution of effective throughput among sinks.
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7. Packet delivery ratio, PDR:

PDR =
NE
pkt

Npkt

, (6.10)

where NE
pkt is the number of packets effectively forwarded to the ac-

cess network and Npkt is the total number of packets from nanonet-
works. The access network fails to receive a packet if any pulse in
the packet is dropped. The metric is significant for applications that
demand packet-level processing.

6.2.2 Benchmarks

To benchmark EAPIS, several scheduling schemes are selected for compar-
ison. They investigate the effects of neighbour awareness (with/without
the knowledge of neighbour degree) and multiple-user arrival pattern (se-
quential/interleaved) on pulse arrival scheduling.

1. Adaptive Pulse Interval Scheduling (APIS): APIS implements inter-
leaved transmission for multiple users to share the IoT bandwidth.
It adopts the same packet preamble and assumptions as EAPIS. The
basic operations of APIS are composed of transmission shifting and
interleaving as shown in Algorithm 8.

The transmission shifting aims to sequence the transmissions of in-
dividual nano-sinks with an interval of IS in alignment with the first
sink transmitting. To reach this goal, for each sink except the first
one, two local parameters are required. First, the transmission time
of the global first pulse, tk1. Here, the global i-th pulse is defined
as the i-th pulse among pulses from all sinks whereas the local i-th
pulse denotes the i-th pulse from one particular sink. Second, the
number of neighbours that access the channel prior to the current
sink, Sk.
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Algorithm 8 Adaptive Pulse Interval Scheduling (APIS) for Nano-sink k

Transmitting mode
1: if reaches the time tkiTX to transmit the i-th pulse then
2: Transmit the pulse
3: if TxCountk≤2 then
4: TxCountk = TxCountk + 1

5: end if
6: if TxCountk == 1 then
7: if Sk == 0 then
8: Ik = IL

9: else
10: Ik = tk1 − tk1TX + IL + SkIS

11: end if
12: else if TxCountk == 2 then
13: Ik = (NDk + 1)IS +NDktP

14: Stop channel sensing
15: end if
16: Transmit the next pulse after Ik

17: end if

Receiving mode
1: if Receive the j-th pulse at time tkjRX then
2: if TxCountk == 0 then
3: if j == 1 then
4: tk1 = tk1RX
5: end if
6: Sk = Sk + 1

7: end if
8: NDk = NDk + 1

9: end if



6.2. PERFORMANCE EVALUATION 125

Transmission shifting begins with the transmission of the global first
pulse. After transmitting this pulse, the first sink shifts its subse-
quent transmission by a long interval IL that is expressed as:

IL = NIS, (6.11)

where N is the total number of nano-sinks N that configured for
sinks during network deployment.

IL ensures sufficient time for preamble exchange considering the po-
tential time spread of events and the computational latency of nano-
sinks, which is significant for successful scheduling. The gateway is
also aware of IL so as to detect the global first “0” and following “0”s
in APIS preambles that are sequentially separated by IS .

For each sink receiving the global first pulse at time tk1RX , tk1 is ob-
tained by recording tk1RX , as shown by line 4 in the receiving mode of
Algorithm 8. Inferring the transmission time of the global first pulse
from the receiving process is reliable for small-scale EM-WNSNs with
short propagation delay. Next, as in line 6 in the receiving mode,
Sk for each sink k is obtained by counting the number of preamble
“1”s received before transmitting the local first pulse, which is con-
ditioned on TxCountk == 0 whereby TxCountk is a two-bit long
transmission counter.

After transmitting the preamble “1” at time tk1TX , a nano-sink will
shift its subsequent pulses by an interval Ik given in line 10 in the
transmitting mode of Algorithm 8. The interval Ik is the sum of
three parts, namely, IL, tk1RX − tk1TX , and SkIS . The subsequent trans-
mission of the current sink will first be aligned to the first sink via
tk1RX − tk1TX + IL and then shifted to be IS later than the neighbour sink
transmitting prior to it via SkIS .

After shifting the transmissions of all nano-sinks, subsequent pulses
from all sinks following APIS preambles will be interleaved with an
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interval that evenly shares the bandwidth. Assuming there are N ′

out of N sinks active for transmission, the bandwidth allocated for
each sink becomes B

N ′
. By replacing B with B

N ′
in Eqn (6.2), the pulse

interval Ik for subsequent pulses is derived in Eqn. (6.12):

Ik =
N ′

B
− tP = N ′IS + (N ′ − 1)tP . (6.12)

The value of N ′ is obtained by counting the number of “1”s in APIS
preambles received during the channel sensing, which implies the
neighbour degree NDk, as presented by line 8 in the receiving mode
of Algorithm 8. Finally, by replacing N ′ with NDk + 1 in Eqn. (6.12),
Ik is updated in line 13 in the transmitting mode of Algorithm 8. As
shown in the following steps, each nano-sink transmits subsequent
pulses with the interval Ik and stops sensing the channel after the
transmission time of the preamble “0” since sufficient information
has been obtained.

TimeSink 1

TimeSink 2

TimeGW

Is Is Is Is Is Is IsIs

Sense

Sense

     = 1 
     = 1

21
RXt

    = 0 /        = 1

21
TXt

LI 2Is + Pt 2Is + Pt

2Is + Pt 2Is + Pt-
21
RXt 21

TXt
LI+ Is + 

Shifting Interleaving

Shifting Interleaving

1S 1ND

2S
2ND

Figure 6.4: Adaptive pulse interval Scheduling (N ′ = 2, N = 3)

The full operations of APIS is depicted via the example in Fig. 6.4.
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Two out of three nano-sinks, which are Sink 1 and Sink 2, are trans-
mitting pulses to the IoT gateway. Sink 1 transmits the global first
pulse and shifts its subsequent transmission by IL time. When Sink
2 receives this pulse at t21RX , it approximates t21 with t21RX and incre-
ments both S2 and ND2 to 1 since Sink 1 transmits prior to it. After
the transmitting the local first pulse at t21TX , Sink 2 shift its next trans-
mission by t21RX − t21TX + S2IS + IL time. By receiving the local first
pulse of Sink 2, Sink 1 only increments ND1 to 1 since Sink 2 trans-
mits after it. When it reaches the time for the local second pulses,
which are “0”s in preambles, the pulse interval of both Sink 1 and
Sink 2 are set to Ik = 2IS + tP which interleaves transmissions of
two sinks with evenly shared bandwidth. Channel sensing is then
stopped.

2. Long Pulse Interval Scheduling (LPIS): in LPIS, pulses are transmit-
ted directly with a fixed interval IL.

3. Random Pulse Interval Scheduling (RPIS): RPIS is similar to LPIS but
with random pulse intervals. For each pulse to be transmitted, the
interval is given by a uniform random number RIS whereby R ∼
U [1, N ].

4. Short Pulse Interval Scheduling (SPIS): SPIS originates from the basic
unslotted Carrier-Sense Multiple Access with Collision Avoidance
(CSMA/CA). Before transmitting the first pulse, the nano-sink con-
ducts channel sensing for IS . All pulses are then transmitted with an
interval of IS if the channel is clear. Otherwise, an one-packet-long
backoff time is adopted before the next channel sensing.

5. Short Pulse Interval Scheduling with Random Backoff (SPIS-RB): SPIS-
RB is SPIS with uniform random backoff time that is given by RIS

with R ∼ U [0, P − 1] where P denotes the packet size.
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Table 6.2: Simulation parameters

Parameter Value
Frequency 100 GHz
Pulse energy eTX 1 aJ
Pulse duration tP 100 fs
Receiving sensitivity -130 dBm
Packet size P 16 bits (17 bits for EAPIS/APIS)
Event time tstart [0 µs, 20 µs]
Simulation area 10 cm × 10 cm × 10 cm
Network size N 10 - 50 with a step of 5
IoT gateway position Geometric centre
Nano-sink position / mobility Uniform / static
Molecular absorption coefficient K 2.6e-5 m−1

IoT bandwidth B 200 Kbps

6.2.3 Simulation Parameters

Performance of the pulse scheduling schemes is evaluated using the Nano-
Sim package [145] on NS-3 with pulse-level simulations enabled. Simula-
tion parameters are listed in Table 6.2. The adopted scenario comprises
10 to 50 nano-sinks randomly deployed following uniform distribution
in a 10cm × 10cm × 10cm 3D space with the IoT gateway located at the
geometric centre. To establish direct links among network devices, the fol-
lowing communication parameters are adopted. Each bit “1” is carried by
a 100-fs-long pulse on 100 GHz with energy eTX of 1 aJ and receiver sensi-
tivity of -130 dBm based on the reported capacity of nano materials [3, 4].

The molecular absorption coefficient K [15] that determines THz chan-
nel conditions is set to 2.6e-5m−1 given by HITRAN (HIgh resolution TRANs-
mission) molecular absorption database (“USA Model, Mean Latitude,
Summer, H=0”) [9]. Each nano-sink has a 50% probability to transmit for
event reporting when events occur considering that nano-devices are con-
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figured for heterogeneous sensing tasks in reality [150]. To simulate nano-
scale bursty events, in each simulation, a nano-sink starts transmitting one
packet at a random starting time tstart ∈ [0µs, 20µs]. Each packet has a
size P of 16 bits (17 bits for EAPIS/APIS) with a 50% probability of bit
“1” [25]. The IoT bandwidth B is set to 200 Kbps following NB-IoT. Con-
sidering the low-cost feature of IoT devices, traffic policing activated every
1
B

time with a precision of nanoseconds is deployed at the gateway. Sim-
ulation finishes when all nano-sinks finish transmitting their pulses. The
results are presented using mean values with 95% confidence intervals of
100 simulations on the basis of normally distributed errors. Each figure
contains the full comparison and the magnified details of EAPIS/APIS at
the bottom.

6.2.4 Results and Analysis

In this section, the simulation results presented in Fig. 6.5 - 6.13 are dis-
cussed. Next, the mean values of results are summarized in Table 6.3.

Bandwidth Efficiency

To explore the pulse arrival pattern before traffic policing, one sample of
raw throughput over time for a network with 20 sinks is shown in Fig. 6.5.
As expected, EAPIS’s throughput mostly matches the IoT bandwidth of
200 Kbps except for the spike in the beginning due to the bursty “1”s in
EAPIS preambles. APIS exhibits the similar the pattern but underutilizes
the bandwidth after the bursty preamble pulses due to the long waiting
interval. In comparison, other benchmark schemes mostly mismatch the
access bandwidth.

From the averaged bandwidth efficiency in Fig. 6.6, after traffic polic-
ing, EAPIS utilizes 99.40% of the bandwidth on average due to the find-
grained arrival pattern. Because of the first preamble pulse dropped, EAPIS
only underutilizes the bandwidth during the first preamble interval that is
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Figure 6.5: Raw throughput over time (N = 20)
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Figure 6.6: Bandwidth efficiency vs network size

IS . Therefore, its bandwidth efficiency increases with the network size as
a result of the reduced proportion of underutilized bandwidth in the pro-
longed total transmission. However, this trend changes slightly for large
network sizes (e.g. network size ≥ 40 in Fig. 6.6) due to the pulse drop-
ping discussed later. As comparison, APIS only achieves 88.32% due to
the long waiting interval that is especially impactive for the short packet
size adopted in the simulation.

Below EAPIS, SPIS and SPIS-RB achieve 94.38% and 97.06% efficiency,
respectively, benefiting from the short pulse interval adopted and the medium
access mechanism that actively competes for transmission opportunities.
Unfortunately, this high efficiency comes from the raw throughput that ex-
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ceeds the bandwidth, which happens due to the wrong estimation of chan-
nel states when neighbours are transmitting “0”s that cannot be sensed.
LPIS shows the lowest bandwidth efficiency due to two reasons. First,
the interval IL shares B among the total number of nano-sinks rather than
the ones transmitting, which underutilizes B. Second, simply confining
transmission speed does not suffice to implement the ideal arrival pattern.

Pulse Drop Ratio
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Figure 6.7: Pulse drop ratio vs network size
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Figure 6.8: Dropped pulse ID vs network size

The pulse drop ratio is presented in Fig. 6.7. Under traffic policing,
EAPIS and APIS mostly only lose the first pulses in preambles, which is
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shown in Fig. 6.8 that depicts the ID distribution of the pulses dropped.
Therefore, the pulse drop ratio is mostly consistent as 5.88% given by
N ′

N ′Psize
. However, the throughput of EAPIS and APIS may exceed the given

bandwidth and trigger traffic policing for large network sizes (e.g. net-
work size ≥ 40 in Fig. 6.7 and Fig. 6.8) due to the phenomenon that
two sinks’ prorogation delay is longer than the time separation of their
events. In this circumstance, a nano-sink transmits its preamble pulse be-
fore receiving the preamble pulse of the neighbour transmitting prior to
itself. Consequently, it fails to detect this neighbour, wrongly estimates
its preamble interval, and overlaps its pulses with the neighbour in time
domain. Fortunately, the probability and impact of neighbour detection
failure is low for EAPIS and APIS considering the small coverage with
short propagation delay of EM-WNSNs, which is demonstrated by the ID
distribution that is highly concentrated at “1” with others identified as
outliers for network size of 40, 45, 50 in Fig. 6.8.

Other benchmarks all demonstrate pulse drop ratio much higher than
EAPIS and APIS. The SPIS-based schemes exhibits high pulse drop ratio
as a result of the fixed interval and the false channel estimation that jointly
result in consecutive pulse dropping. The RPIS achieves the second lowest
pulse drop ratio since the random arrival pattern reduces the probability
of two pulses consistently arriving within IS . Again, by only changing
data rate without pulse scheduling, LPIS experiences high pulse drop ra-
tio.

Unit Energy Consumption

As shown in Fig. 6.9, benefiting from the high bandwidth efficiency and
low pulse drop ratio, EAPIS exhibits the lowest unit energy consump-
tion close to the theoretically lowest level that is 0.5 aJ given that each
packet contains 50% bit “1”. EAPIS consumes less energy than APIS be-
cause sinks only sense the channel before transmitting the preamble pulses
whereas channel sensing is required by APIS through the long waiting in-
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terval. However, for both EAPIS and APIS, the preamble indeed gives rise
to more unit energy consumption due to the number of preambles “1”s
received that increases quadratically with the network size, as modelled
by Eqn. (6.24) in the next section. The high energy efficiency extends the
network lifetime and relaxes the demand for energy providers especially
when energy harvesting is applied on nano-devices.
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Figure 6.9: Unit energy consumption vs network size

First Packet Delay

From Fig. 6.10, EAPIS that adopts sequential transmission with the long
waiting interval eliminated achieves the lowest delay to effectively trans-
mit the first packet. This feature is significant for the sensing applica-
tions which take packets as message data unit to achieve real-time re-
sponses. SPIS and SPIS-RB present similar performance as EAPIS because
those schemes prioritize the first sink transmitting to be contention-free
whereas let the following sinks compete for the channel. In comparison
with EAPIS, the first packet delay for APIS is even higher than that of RPIS
due to its long waiting interval that is linearly correlated to the network
size.
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Figure 6.10: First packet delay vs network size
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Figure 6.11: Pulse delay vs network size

Pulse Delay

The total pulse delay is shown in Fig. 6.11. As expected, LPIS shows
the highest delay due to its low data rate. Although SPIS and SPIS-RB
present low pulse delay, the over-utilized bandwidth leads to high pulse
drop ratio. Because of the eliminated long waiting interval, EAPIS further
improves the latency based on APIS.

Fairness

Fairness shown in Fig. 6.12 is positively correlated with pulse drop ratio
discussed above. This is because that when pulses from different senders
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arrive within IS , only the pulse of the first sender is retained with others
dropped. EAPIS and APIS both achieve high fairness because pulses from
all sinks are effectively received by the gateway unless the aforementioned
neighbour detection failure happens and leads to pulse dropping for some
sinks.
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Figure 6.12: Fairness vs network size

Packet Delivery Ratio

Discarding pulses leads to packet loss in the absence of retransmission
and advanced error correction mechanisms. Fig. 6.13 shows that in most
cases without neighbour detection failure, EAPIS and APIS achieve 100
% packet delivery ratio as a result of no pulse loss except the “1”s in
preambles, which implies retransmission-free data delivery. This feature is
significantly beneficial for nano-devices with constrained energy capacity.
Compared with EAPIS and APIS, packet loss is observed for all bench-
mark schemes. It is worth noticing that there is no direct relationship be-
tween pulse drop ratio and packet loss ratio since the latter is determined
by the pulse loss distribution among packets.

Overall, in comparison with those benchmarks, EAPIS achieves the
best performance for all the performance metrics.
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Figure 6.13: Packet delivery ratio vs network size

Table 6.3: Performance summary

Metric EAPIS APIS RPIS LPIS SPIS SPIS-RB
BE (%) 99.4020 88.3204 54.8381 15.2360 94.3778 97.0640
D (%) 5.9035 5.9035 34.7624 69.9154 61.7261 72.4984
E (aJ) 0.5732 0.6181 3.2160 2.0884 1.6685 2.3320
Tpkt (µs) 81.2124 1270.4775 1031.4003 2251.1845 85.8080 93.3018
Tpulse (µs) 1193.5115 1338.5115 1413.9633 2266.7088 423.1474 279.2671
F 0.9998 0.9998 0.9008 0.3080 0.4176 0.3321
PDR (%) 99.9775 99.9775 11.3740 30.2927 31.0249 16.0887

6.3 Performance Modelling

In this section, the performance models of bandwidth efficiency and unit
energy consumption are developed and validated to serve as a guideline
for network configurations when EAPIS and APIS are applied.

6.3.1 EAPIS Bandwidth Efficiency

To obtain the bandwidth efficiencyBE in Eqn. (6.4), it is required to obtain
the effective throughput λE given by

λE =
1

∆IE
, (6.13)
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where ∆IE is the average pulse interval of the pulses effectively transmit-
ted to the IoT infrastructure.

For EAPIS, because the first pulses in preambles are not retained, ∆IE

can be obtained as
∆IE = τ/(Ptotal − 1), (6.14)

where τ is the total transmission time since the first preamble pulse is
transmitted and Ptotal denotes the total number of pulses that are effec-
tively received by the gateway.

The total sequential transmission is composed of the globally first pream-
ble pulse and all packets with their preamble pulses omitted. Therefore, τ
is calculated as

τ = tP + IS + IS(Ptotal − 1) + tpPtotal. (6.15)

The total number of effective pulses is obtained by subtracting the
preamble pulses from packets, as expressed as

Ptotal = (P − 1)N ′, (6.16)

where N ′ is the number of sinks transmitting given by

N ′ = αN, (6.17)

where α denotes the probability that one sink involves in pulse transmis-
sion. Here, α is set to a constant of 0.5. By substituting Eqn. (6.13) - (6.17)
into Eqn. (6.4), BE for EAPIS is obtained as

BE =
(P − 1)αN − 1

(P − 1 +BtP )αN
. (6.18)

From the final expression in Eqn. (6.18), the network size and the
packet size are the two influencing factors for the bandwidth efficiency
of EAPIS. Larger network sizes and packet sizes lead to higher bandwidth
efficiency due to the reduced proportion of bandwidth underutilized dur-
ing the preamble transmission of the first sink. Fig. 6.14 presents the
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Figure 6.14: Bandwidth efficiency modelling for EAPIS (Model: blue sur-
face; Simulation: red surface)

comparison between the model and simulation. It is worth noting that
the modelling error increases as the network size increases because of the
neighbour detection failure that results in interleaved transmission which
leads to pulse dropping, as discussed in Section 6.2.4. acro

6.3.2 APIS Bandwidth Efficiency

By summing all pulse durations, the long waiting interval, and the total
short pulse intervals in transmission, τ for APIS is calculated as

τ = tPP
total + IL + IS(P total − 1), (6.19)

By substituting Eqn. (6.3), Eqn. (6.11), and Eqn. (6.13) - (6.17) into Eqn.
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(6.4), BE for APIS is expressed as

BE =
(P − 1)αN − 1

BtP (1−N) + (P − 1)αN − 1 +N
. (6.20)

It can be seen that BE is proportional to P , which is validated through
simulations with various P from 17 to 65 with a step of 8, as shown in
Fig. 6.15. This is because that a long packet size mitigates the effect of idle
channel during the APIS prefix.
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Figure 6.15: Bandwidth efficiency modelling for APIS (Model: blue sur-
face; Simulation: red surface)

6.3.3 EAPIS Unit Energy Consumption

The total energy consumption of the nano-sinks transmitting pulses Etotal,
which is required for obtaining E in Eqn. (6.6), is given as

Etotal = ETX
total + ERX

total, (6.21)
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where ETX
total and ERX

total are the total energy consumption for transmitting
and receiving, respectively.

Considering that one EAPIS packet is composed of a 2-bit preamble
that is “10” and the remaining P − 2 bits, ETX

total can be expressed as

ETX
total = eTXN

′(β(P − 2) + 1
)
, (6.22)

where β is the ratio of bit “1” to bit “0” that is set to 50% in this thesis.
For EAPIS, the first sink transmits immediately when en event is de-

tected and a sink only listens to the channel before transmitting its pream-
ble pulse. Therefore, the pulses received by a sink may contain: 1) the
preamble pulses from the sinks that start transmission prior to this sink,
and 2) the first sink’s payload pulses which arrive before the sink transmits
its first preamble pulse. Thus, ERX

total is expressed as

ERX
total = ERX

preamble + ERX
payload, (6.23)

where ERX
preamble and ERX

payload are the energy consumed for receiving pream-
ble pulses and payload pulses which are received before sinks transmit the
preamble pulses, respectively.

ForERX
preamble, the total number of preamble pulses received is expressed

as the arithmetic series from 0 to N ′ − 1. Consequently, ERX
preamble is given

by

ERX
preamble = eRX

N ′(N ′ − 1)

2
, (6.24)

where eRX is the energy consumption for receiving one pulse.
For each payload pulse of the first sink, the number of receiving op-

erations triggered equals the number preamble pulses transmitted after
this payload pulse. This is obtained by subtracting the number of pream-
ble pulses transmitted before this payload pulse from the total number of
preamble pulses except the first one that belongs to the first sink itself. If
np denotes the average number of bits (regardless of preamble or payload)
of the first sink transmitted during the event duration, and na is the aver-
age number of preamble pulses transmitted during one interval between
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two payload pulses, ERX
payload can be expressed as

ERX
payload =

eRX
∑np

i=3N
′ − 1− (i− 1)na, if np ≥ 3

0, otherwise
(6.25)

where i starts from 3 because the first two bits of the first sink are pream-
bles. When np < 3, ERX

payload equals 0 because all sinks have transmitted
their preamble pulses and stopped channel sensing before the first sink
transmits its payload.

In this thesis, the event time for each sink is assumed to follow uniform
distribution with a minimum of 0 and a maximum of T totalevent, which leads
to np given by

np =

⌊
T totalevent − T 1

event
1
B

⌋
+ 1, (6.26)

where T 1
event is the average event time for the first sink that can be ex-

pressed as

T 1
event =

T totalevent

N ′ + 1
. (6.27)

For the uniformly distributed event time, T 1
event also equals the average

time distance between neighbour events. Thus, na can be obtained as

na =
1
B

T 1
event

. (6.28)

Using the common assumption that the energy consumed for receiving
one pulse is 10% of the amount consumed for transmitting one pulse [16],
eRX is related with eTX as below:

eRX = γeTX , (6.29)

where γ = 10%.
Finally, by substituting Eqn. (6.16), Eqn. (6.17), and Eqn. (6.21) - (6.29)

into Eqn. (6.6), E for EAPIS is expressed in Eqn. (6.30). The modelled unit
energy consumption is compared with the simulation in Fig. 6.16. On the
one hand, E rises when network size increases because of the increased
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energy consumption for receiving preamble pulses. On the other hand,
E decreases as a result of the increased packet size due to the increased
number of pulses that share the energy consumed by receiving preamble
pulses.
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Figure 6.16: Unit energy consumption modelling for EAPIS (Model: blue
surface; Simulation: red surface)

E =



eTX
αN(P−1)

(
αN
(
β(P − 2) + 1

)
+ γ
(
αN(αN−1)

2
+

(bBT
total
eventαN

αN+1
c − 1)

(
αN − 1−

(bBT
total
eventαN

αN+1
c+2)( αN+1

BTtotalevent

)

2

)))
, if np ≥ 3

eTX

(
β(P−2)+1+

γ(αN−1)
2

)
P−1 . otherwise

(6.30)
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6.3.4 APIS Unit Energy Consumption

For APIS, pulse receiving only happens during the sensing period before
the transmission time of the second bit in one APIS preamble. Therefore,
ERX
total is given by

ERX
total = eRXN

′(N ′ − 1), (6.31)

where eRX is the energy consumption for receiving one pulse.
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Figure 6.17: Unit energy consumption modelling for APIS (Model: blue
surface; Simulation: red surface)

Eventually, by substituting Eqn. (6.16), Eqn. (6.17), and Eqn. (6.21) -
(6.29) into Eqn. (6.6), E for APIS can be expressed as

E = eTX
(β(P − 2) + γ(αN − 1) + 1

P − 1

)
. (6.32)

Based on the final model, packet size and total number of sinks are the
influencing parameters for unit energy consumption. Therefore, the com-
parison between the analytical model and simulation results for various P
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and N are shown in Fig. 6.17. As discussed in section 6.2.4, unit energy
consumption is impacted by the energy consumed by the APIS preamble.
Therefore, increasing the P reduces the percentile of preamble in the to-
tal transmission, which decreases E. On the contrary, E increases with N
since the number of preambles received increases quadratically with the
network size.

6.4 Summary

To achieve high resource utilization efficiency, a distributed lightweight
pulse scheduling scheme, namely EAPIS, is designed for event-based nanonet-
work. Adopting simple operations with low complexity, EAPIS schedules
pulses following the ideal arrival pattern when events happen. Overall,
EAPIS achieves high energy efficiency for nanonetworks and high utiliza-
tion efficiency for the IoT bandwidth.



Chapter 7

Conclusions and Future Work

The fast development of nano technologies is envisaged to enable nano-
devices with integrated sizes in the level of micrometers. Networked nano-
devices that communicate via THz electromagnetic waves form EM-WNSNs
as a significant part of IoNT. Because of the non-invasiveness and high
sensitivity of nano-scale devices, IoNT enables evolutionary applications
that cannot be implemented via traditional WSNs. Nevertheless, data ac-
quisition and dissemination for IoNT face challenges that originate from
not only EM-WNSNs but also the existing Internet infrastructure. There
are three major challenges that need to be addressed: the low capacity of
nano-devices, the dynamic channel conditions of the THz band, and the
limited and dynamic bandwidth of the IoT access and backhaul networks.

Therefore, this thesis contributes to layer 2 and layer 3 networking so-
lutions that increase the resource utilization efficiency of IoNT taking into
consideration the major challenges in the network paradigm.

7.1 Review

In Chapter 2, the overview of IoNT, existing work of MroAC layer, net-
work layer in EM-WNSNs, and the polling solutions in WSNs are re-
viewed. The literatures show that limited research has been done for layer

145
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2 and layer 3 IoNT under the constraints of the dynamic channel and IoT
bandwidth. Next, in Chapter 3, the preliminary study on CForward for
THz networks is discussed to improve the utilization efficiency of the THz
band. Considering the complexity of CForward, lightweight networking
mechanisms, which include OP polling, TEForward, and EAPIS, are dis-
cussed in Chapter 4, 5, and 6. Those solutions achieve high resource uti-
lization efficiency for data acquisition and dissemination for IoNT.

7.2 Contributions

The contributions of this thesis are summarized below:

• CForward for THz networks is designed and evaluated. CForward is
the first forwarding solution that considers the distance-dependent
bandwidth of the THz band.

• OP polling that is the first solution for receiver-initiated data collec-
tion under dynamic THz channel conditions and IoT bandwidth in
IoNT.

• TEForward which is an energy efficient end-to-end forwarding for
polling-based IoNT under dynamic THz channel environments .

• EAPIS is designed, evaluated, and modelled. It is the first solution
that enables efficient sender-initiated data collection for IoNT under
limited IoT bandwidth .

7.3 Future Work

• Polling with low latency and high robustness: The current OP polling
extracts necessary information for calculating the optimal packet ag-
gregation size based on four handshakes, twice as many as the basic
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polling, which results in almost doubled polling delay. This short-
coming could be mitigated by introducing predictive functions, which
predict the network size and IoT bandwidth based on empirical data,
to the IoT gateway. Potential time-series predictive methods such as
autoregressive (AR), moving average (MV), and autoregressive inte-
grated moving average (ARIMA) could be tested.

In addition, mechanisms that increase robustness in application sce-
narios with heterogeneous channel conditions shall be introduced
for the sake of robustness. For example, IoNT is deployed for home
monitoring whereby different rooms exhibit different humidity lev-
els. In this case, nodes deployed in rooms such as the bathroom and
kitchen with potentially high humidity should respond to polling
with more trials considering the low link quality.

• Polling for multi-gateway networks Deploying multiple IoT gate-
ways for data collection shows two benefits. First, for some appli-
cations, a full view of the sensed data is needed to achieve deep in-
sights, which requires as many data as possible to be polled within
the delay constraint. Multiple gateways could provide the required
bandwidth assuming the path diversity of the access and backhaul
network. Second, deploying multiple gateways could partition EM-
WNSNs. As a result, network performance could be improved due
to the reduced end-to-end distance.

Nevertheless, polling for multi-gateway IoNT faces several challenges
that hinder the application of the original OP polling. First, duplicate
packets might be polled by multiple gateways, which unnecessarily
consumes bandwidth and reduces data integrity. Second, network
partition is determined not only by the distance from sinks to gate-
ways but also by the bandwidth of each IoT. There would be trade-
offs between bandwidth efficiency and energy efficiency (e.g. a gate-
way with high bandwidth covers more sinks to achieve high band-
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width efficiency, however, sinks far away from the gateway would
lead to high end-to-end cost for data delivery). Therefore, nano-sinks
should be able to dynamically and pro-actively select the destination
sink.

• Pulse arrival scheduling for multi-gateway networks: Considering
the significance of deploying multiple gateways in IoNT, pulse ar-
rival scheduling for sender-initiated data collection must be mod-
ified to support this new network architecture. For this purpose,
the potential challenges are clarified as follows. First, since data are
transmitted from sinks to gateways directly, multiple gateways may
receive the same data. Therefore, mechanisms are to be designed
for gateways to coordinate with one another for duplicate removal.
Second, since EAPIS relies on preambles to determine transmission
order of neighbours, grouping sinks before transmitting preambles
is necessary.

• Hybrid data acquisition for IoNT: To support heterogeneous traf-
fic pattern demanded by different user applications, multiple data
collection modes could coexist in one network. For example, the
same network could be deployed to serve different user applica-
tions such as periodic monitoring and event detection, which re-
quires dynamic switching between receiver-initiated data collection
and sender-initiated data collection. The coexistence of subscribed
services imposes new challenges emerging from the conflict between
services. One of the most important performance metrics that must
be carefully considered is the energy efficiency of nano-devices. Con-
sistently responding to adjacent services in time might rapidly drain
the batteries of nodes. Therefore, buffering the sensed data at the
gateways and sharing them with other delay-tolerant applications
might be a solution for reducing energy consumption. Besides, dif-
ferent priorities could be allocated to services so as to ensure the ser-
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vice quality for applications with high demands. Finally, resource
allocation should be considered to mitigate the conflict between ser-
vices.
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itors with graphene-based electrodes and ionic liquid electrolyte,” J.
Power Sources, vol. 280, pp. 606–611, 2015.

[61] B. Sensale-Rodriguez, R. Yan, M. M. Kelly, T. Fang, K. Tahy, W. S.
Hwang, D. Jena, L. Liu, and H. G. Xing, “Broadband graphene tera-
hertz modulators enabled by intraband transitions,” Nat. Commun.,
vol. 3, p. 780, 2012.
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Boano, and M. Alves, “Radio link quality estimation in wireless sen-
sor networks: a survey,” ACM Trans. Sens. Networks, vol. 8, no. 4,
p. 34, 2012.

[148] S. DOro, L. Galluccio, G. Morabito, and S. Palazzo, “A timing
channel-based mac protocol for energy-efficient nanonetworks,”
Nano Communication Networks, vol. 6, no. 2, pp. 39 – 50, 2015. Perva-
sive and Ubiquitous Environment Interactions with Nano Things.

[149] F. Peper, K. Leibnitz, J. n. Teramae, T. Shimokawa, and
N. Wakamiya, “Low-Complexity Nanosensor Networking Through
Spike-Encoded Signaling,” IEEE Internet Things J., vol. 3, pp. 49–58,
feb 2016.

[150] Q. H. Abbasi, K. Yang, N. Chopra, J. M. Jornet, N. A. Abuali, K. A.
Qaraqe, and A. Alomainy, “Nano-Communication for Biomedical
Applications: A Review on the State-of-the-Art From Physical Lay-
ers to Novel Networking Concepts,” IEEE Access, vol. 4, pp. 3920–
3935, 2016.


	Introduction
	Research Challenges
	Contributions
	Organisation of Thesis

	Background and Related Work
	IoNT: Overview
	Graphene-based Nano Technology
	THz Channel
	Nano-device and Network Architecture
	IoT Access and Backhaul Solutions
	IoNT Applications

	IoNT: MAC Layer
	Frequency Allocation
	Time Allocation
	Summary of MAC Layer in IoNT

	IoNT: Network Layer
	Centralized Routing in IoNT
	Distributed Routing in IoNT
	Summary of Network Layer in IoNT

	Polling in WSNs
	Polling in Battery-powered WSNs
	Polling in Energy-harvesting WSNs
	Summary of Polling in WSNs

	Summary

	Preliminary Study: CForward
	Algorithm Design
	Performance Evaluation
	Performance Metrics
	Benchmarks
	Simulation Setup
	Varying Node Densities
	Varying H2O Percentage
	Discussion on the Optimal Case

	Summary

	Bandwidth-aware Polling for IoNT
	Optimal Packet Size for Polling
	On-demand Probabilistic Polling
	Assumptions
	Algorithm Design

	Performance Evaluation
	Performance Metrics
	Benchmarks
	Data Dissemination for the Polling System
	Simulation Parameters
	Results and Analysis

	Summary

	Forwarding for Polling-based IoNT
	Optimal Energy-efficient Forwarding
	TTL-based Efficient Forwarding
	Performance Evaluation
	Performance Metrics
	Benchmarks
	Simulation Setup
	Results and Analysis

	Summary

	Bandwidth-aware Access for Event-driven IoNT
	Enhanced Adaptive Pulse Interval
	Bursty Events and Ideal Pulse Arrival
	Overview of EAPIS
	EAPIS Preamble
	Transmission Sequencing
	EAPIS Example

	Performance Evaluation
	Performance Metrics
	Benchmarks
	Simulation Parameters
	Results and Analysis

	Performance Modelling
	EAPIS Bandwidth Efficiency
	APIS Bandwidth Efficiency
	EAPIS Unit Energy Consumption
	APIS Unit Energy Consumption

	Summary

	Conclusions and Future Work
	Review
	Contributions
	Future Work


