
Interconnection Impact
Analysis of Solar

Photovoltaic Systems with
Distribution Networks

by

Michael Ikechi Emmanuel

A thesis
submitted to Victoria University of Wellington

in fulfilment of the
requirements for the degree of

Doctor of Philosophy
in Engineering.

Victoria University of Wellington
2018





Abstract
As the solar PV technology continues to evolve as the most common

distributed generation (DG) coupled with increasing interconnection re-
quests, accurate modelling of the potential operational impacts of this
game-changer is pivotal in order to maintain the reliability of the electric
grid. The overall goal of this research is to conduct an interconnection im-
pact analysis of solar PV systems at increasing penetration levels subject to
the feeder constraints within the distribution network. This is carried out
with a time series power flow analysis method to capture the time-varying
nature of solar PV and load with their interactions with the distribution
network device operations. Also, this thesis analyses multiple PV systems
scenarios and a wide range of possible impacts to enable distribution sys-
tem planners and operators understand and characterize grid operations
with the integration of PV systems.

An evaluation of the operational and reliability performance of a grid-
connected PV system based on IEC standards and industry guides is per-
formed to detect design failures and avoid unnecessary delays to PV pen-
etration. The performance analysis metrics in this research allow cross-
comparison between PV systems operating under different climatic con-
ditions. This thesis shows the significant impact of temperature on the
overall performance of the PV system.

This research conducts an interconnection study for spatially distributed
single-phase grid-tied PV systems with a five minute-resolution load and
solar irradiance data on a typical distribution feeder. Also, this research
compares the performance of generator models, PQ and P |V |, for con-
necting PV-DG with the distribution feeder with their respective compu-
tational costs for a converged power flow solution.



More so, a method capable of computing the incremental capacity ad-
ditions, measuring risks and upgrade deferral provided by PV systems
deployments is investigated in this research. This thesis proposes surro-
gate metrics, energy exceeding normal rating and unserved energy, for
evaluating system reliability and capacity usage which can be a very use-
ful visualization tool for utilities. Also, sensitivity analysis is performed
for optimal location of the PV system on the distribution network. This is
important because optimal integration of PV systems is often near-optimal
for network capacity relief issues as well.

This thesis models the impact of centralized PV variability on the elec-
tric grid using the wavelet variability model (WVM) which considers the
key factors that affect PV variability such as PV footprint, density and
cloud movement over the entire PV plant. The upscaling advantage from a
single module and point irradiance sensor to geographic smoothing over
the entire PV footprint in WVM is used to simulate effects of a utility-
interactive PV system on the distribution feeder.

Further, the PV interconnection scenarios presented in this thesis have
been modelled with different time scales ranging from seconds to hours
in order to accurately capture and represent various impacts. The analy-
sis and advancements presented in this thesis will help utilities and other
stakeholders to develop realistic projections of PV systems impacts on the
grid. Also, this research will assist in understanding and full characteriza-
tion of PV integration with the grid to avoid unnecessary delays.
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Chapter 1

Introduction

1.1 Problem statement

The solar photovoltaic (PV) system has become an important resource for
electric power generation in the 21st century due to the global quest for
sustainable and clean energy [1], [2]. The ongoing incentivization of PV
systems uptake have led to a high penetration of this game-changing tech-
nology in the conventional electric power systems (EPS). The PV technol-
ogy is currently being referred to as the most common distributed gen-
eration (DG) integrated with the EPS [3]. High PV penetration with di-
verse scenarios on the same distribution feeder now requires more de-
tailed modelling and analysis to avoid unnecessary delays in its integra-
tion with the EPS.

Therefore, with the increased PV interconnection requests there is a
need for accurate modelling of the grid-connected PV system aggregate
variability to enable utilities and authorities having jurisdiction (AHJ) over
the grid to fully characterize its impacts and provide mitigation alterna-
tives [4], [5]. The PV-DG grid integration issues include change in voltage
regulation device operations, feeder power factor profile and voltage fluc-
tuations, and increased network capacity. These impacts, local or system-
wide have to be understood in order to provide suitable smart grid mea-

1



2 Chapter 1

sures and for proper characterization of the grid operation [4].

1.2 Motivation

The recent reduction in the cost of PV modules with higher efficiency has
led to a very significant growth of PV systems deployment at an average
annual rate of about 60% [6], [7]. This increasing integration of PV systems
in the grid with a global installed capacity at 227 GW and about 50 GW
of additional capacity in 2015, calls for a detailed interconnection study
with high penetration scenarios [8]. Utilities show a lot of scepticism with
PV interconnection with the grid because of the intermittent nature of the
solar resource, estimation of its value and associated grid integration is-
sues [9]. This fear expressed by the management of utilities prevents the
inclusion of the PV-DG value in the distribution planning and therefore,
constitute a major set-back in its adoption and integration with the EPS.
Utilities need a more accurate modelling and representation of multiple
grid-connected PV scenarios to assess planning and operating effects [10].
Also, for such grid-level application, it is now pertinent to provide AHJ
and regulators with relevant guidance to recognize the true value PV-DG
brings to the distribution network reliable operations [9].

Grid-connected PV systems have the tendency to cause emergent be-
haviours in the traditional electricity infrastructure due to its inherent in-
termittency, uncertainty and location-specificity [6], [11]. Some of the re-
lated grid integration issues include voltage or power quality problems,
increase in operation of voltage regulating devices and equipment over-
loading. These effects can be localized (e.g., voltage and power quality
problems) or system-wide (network balancing and potential interaction
with other technologies types such as energy storage) [4]. These impacts
are clear indications that the significant penetration of the PV technology
in the distribution network calls for its inclusion in the active distribution
system planning in order to maintain the EPS reliability and resiliency.
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Further, studying these impacts requires modelling with different time
scales ranging from seconds to hours in order to accurately capture and
represent various impacts [12]. For instance, the effect of PV output vari-
ability on the voltage regulating devices such as the on-load tap changer
requires a high frequency irradiance data in seconds time scale [12], [13].
However, hourly and sub-hourly operational impact analysis would be
useful to provide a wide overview of the PV generation impact on system
performance, for example, plant energy production and additional load
serving capacity provided by PV systems [12], [14].

Moreover, it is still not clear to utilities as to how renewable DG are to
be considered in distribution planning process and the evaluation of their
incremental capacity contributions remains a key issue. For effective plan-
ning, the inclusion of renewable DG such as PV systems is very important
because of their additional load serving capacity provided to the distribu-
tion network, which invariable enhances system reliability [15], [16], [17].

In addition, in order to capture and analyse a wide range of possible
impacts, it is important to investigate a diversity of PV scenarios on the
distribution network. This will enable distribution system planners and
operators to understand and characterize grid operation with the integra-
tion of the PV system [13], [18].

The need to develop realistic projections with accurate modelling of
utility-interactive PV systems has become imperative. Therefore, to enable
a graceful uptake of the PV technology into the evolving active distribu-
tion system, accurate modelling is pivotal for true impact assessment and
the provision of smart grid mitigation alternatives.

1.3 Research Objectives

The overall goal of this thesis is to conduct an interconnection impact anal-
ysis of solar PV systems at increasing penetration levels subject to the
feeder constraints with the distribution network. This is carried out in
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a time series power flow analysis with varying load demand profiles. This
study uses different solar irradiance resolutions and considers diverse PV
scenarios in order capture the true impacts of PV integration and charac-
terize appropriately post-installation grid operation.

In order to achieve this goal, a set of research objectives have been es-
tablished as follows:

1. Evaluate the operational and reliability performance of the utility-
interactive PV system based on the IEC standards, IEA photovoltaic
power systems program (PVPS) and industry guides such as the
clean energy council. The performance analysis of a grid-connected
PV system in a primary school will be carried out as a case study.

2. As an extension to the first objective, this study develops a model
that integrates a typical distribution network and spatially distributed
single-phase PV systems using a typical school load profile. This
is required to understand and evaluate the impacts of single-phase
units on the feeder. Also, this thesis aims to compare the perfor-
mance of different DG interconnecting models to minimize the ad-
verse impacts while maximizing the value of connected PV-DG.

3. Compute PV-DG incremental capacity additions on heavily and lightly
loaded distribution feeders. This evaluation is based on the capac-
ity constraints of the power delivery elements (PDE) rather than the
usual computationally intensive probabilistic index referred to as the
effective load carrying capacity. This study performs risk and up-
grade deferral measurements for both networks using PDE ratings.
There is a strong correlation between capacity and power losses in a
distribution network. This implies that optimally deployed PV-DG
(in terms of location and size) to minimize power losses is often near-
optimal for system capacity release. Therefore, a set of sub-objectives
are identified as follows:
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• Sensitivity analysis for optimal placement of PV-DG in the dis-
tribution test feeders.

• Develop a model to generate a power loss variation pattern to
obtain optimal sizes at different buses in the network.

4. Model the impact of variability and locational value of centralized
PV plants using the wavelet variability model (WVM). The variabil-
ity observed from a single point irradiance sensor cannot provide the
exact representation of variability across the entire plant. This model
performs geographic smoothing with a high frequency irradiance
data over the PV footprint for accurate modelling of PV plant out-
put variability. In addition, this study models various power factor
control schemes and their impacts for the integrated PV-DG at differ-
ent penetration levels. Multiple PV scenarios with different varying
load demand profiles in high resolution time series simulation will
be investigated. This will help in capturing the various impacts of
PV integration and accurately characterize grid operation.

1.4 Major Contributions

The contributions of this thesis are as follows:

1. This thesis shows how to evaluate the operational and reliability per-
formance of a grid-connected PV system based on the IEC standards
(61836 and 61724), IEA PVPS and industry guides. The performance
analysis metrics in thesis allow cross-comparison between PV sys-
tems operating under different climatic conditions and detection of
operational faults. Results showed the significant impact of temper-
ature on the overall performance of the PV system. Periods with
low temperatures experienced higher performance ratio values, re-
duced array captured and system losses, while the reverse is true for
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higher temperature seasons. These results have been peer-reviewed
and published in [19].

2. There are two types of DG models for active distribution system
power flow, they are: constant PQ and P |V | models. This thesis
compares the performance of these models in terms of local impacts
such as bus voltage profiles and unbalance, and system-wide im-
pacts which include feeder equipment loading, power losses and
computational cost for a converged power flow solution. This thesis
proposes the use of P |V | over PQ model for integrating PV-DG with
distribution network because it minimizes both local and system-
wide impacts with reduced computational cost. These results have
been peer-reviewed and published in [20].

3. The conventional reliability indices (CAIDI, SAIFI, etc.) use average
values, which makes it difficult to notice a change if small number of
consumers experience enhancement in reliability as a result of DG in-
tegration. This thesis proposes surrogate metrics, energy exceeding
normal rating and unserved energy, for evaluating system reliability
which can be used as a visualization tool for distribution network
planners and operators. This thesis shows how these metrics can
be used to compute PV-DG incremental capacity additions and mea-
surement of the period of upgrade deferral of the distribution sys-
tem. Also, since a single year analysis may not be sufficient to char-
acterize the dynamic distribution network due to the inevitable load
growth, this study presents multi-year analysis considering a yearly
demand growth on both lightly and heavily loaded networks. The
analysis shown in this thesis is very useful in situations where the
rate of demand increase is uncertain and the expansion of the net-
work is very difficult and expensive. These results have been peer-
reviewed and published in [21],[22].

4. This thesis shows how to model impacts of variability and locational
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value of centralized PV plants in a distribution system with a high
resolution solar irradiance data (1 s) and geographic smoothing us-
ing the WVM. Here, a duty cycle dispatch simulation is used to in-
vestigate the true impacts of solar variability at various penetration
levels, which is an important step in incorporating such a variable re-
source in the EPS operations. Further, the WVM is used to estimate
the output of a centralized PV plants operating with three power fac-
tor control strategies (power factor function, power factor schedule
and fixed power factor) at various penetration levels. Analysis of
scenarios, namely, PV-DG close to the feeder source and end for cen-
tralized PV deployments on the IEEE-34 bus feeder are presented.
Impacts on the feeder active and reactive power profiles, voltage
regulator tap changing operations, maximum and minimum feeder
voltages are investigated. Also, two types of customers (i.e., com-
mercial and residential) with different time-varying load patterns for
an entire year (8760 hours) are incorporated in the distribution test
feeder. Also, this research proposes the use of advanced inverter
functionalities such as power factor function and schedule control
strategies over the fixed power factor technique. This is because the
former provides the flexibility required by utilities to adjust the PV
output without assuming a particular amount of plant output each
day. These results have been peer-reviewed and published in [23].

Overall, in this thesis, an intensive use of computer simulations have
been used to conduct steady state local and system-wide analysis for
varying sizes of PV-DG. This thesis provides a general understand-
ing of the evolving active distribution system with guidelines and
recommendations for its effective and reliable operations.
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1.5 Thesis Organisation

The remainder of this thesis is organized as follows:

Chapter 2 presents an overview of distributed energy resource (DER)
and its interconnection with the distribution system. Emphasis is placed
on the integration of PV technology as a typical example of DER. An overview
of PV system performance model is presented with the various steps in-
volved. In addition, this chapter presents a review of the operational local
and system-wide impacts of integrating PV-DG on the distribution net-
work. The last part of this chapter discuses DG interconnection require-
ments and standards. The literature review in this chapter has led to the
publication of [24].

In Chapter 3, the evaluation of the operational and reliability perfor-
mance of the utility-interactive PV system based on the IEC standards, IEA
photovoltaic power systems program (PVPS) and industry guides such as
the clean energy council is presented. This methodology is applied for the
performance analysis of the 10kWp grid-connected PV system at Maun-
garaki school, Wellington, New Zealand as a case study. The research out-
put presented in this chapter has resulted in the publication of [19].

In Chapter 4, a timeseries method for modelling grid-connected PV
systems is presented. The DG interconnecting models, constant PQ and
P |V | models, are discussed. Active distribution power flow analysis and
grid-tied PV modelling are presented. Further, the impact of single-phase
utility-interactive PV systems distributed on the IEEE 13-bus test feeder
using the different DG models is investigated. The results presented in
this chapter have resulted in the publication of [20].

In Chapter 5, sensitivity analysis and power variation curves for opti-
mal location and sizes of PV-DG on lightly and heavily loaded networks
are presented. The computation of integrated PV-DG incremental capacity
addition for serving network peak loads in a multi-year analysis is pre-



Introduction 9

sented. This is done based on two energy metrics, energy exceeding nor-
mal and unserved energy, which are dependent on the PDE normal and
emergency ratings. The research output presented in this chapter have
resulted in the publication of [21], [22].

In Chapter 6, the WVM for modelling centralized PV plants is dis-
cussed. This chapter shows how to model the impacts of variability and
locational value of centralized PV plants in a distribution system with a
high resolution solar irradiance data (1 s) and geographic smoothing us-
ing the WVM. Further, the WVM is applied in estimating the output of a
centralized PV plants operating with three power factor control schemes
(power factor function, power factor schedule and fixed power factor) at
various penetration levels. Analysis of three scenarios, namely, PV-DG
close to the feeder source, midpoint and end for centralized PV deploy-
ment on the IEEE-34 bus feeder are presented. The results presented in
this chapter have been published in [23].

Chapter 7 presents a summary of the key findings and conclusions of
the research in this thesis. Also, this chapter includes the contributions
and future research directions.
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Chapter 2

Literature Review and Research
Context

This chapter presents an overview of PV system performance model with
the various steps involved. Also, a review of distributed energy resources
(DERs) and their interconnection requirements with the distribution sys-
tem is presented. This study focuses on the integration of PV technology
as a typical example of DER. In addition, this chapter presents a review
of the operational local and system-wide impacts of integrating PV-DG on
the distribution network. The last part of this chapter discuses DG inter-
connection requirements and standards.

A major part of this literature review has been peer-reviewed and pub-
lished in [24].

2.1 Overview of PV System Power Output Model

In order to maintain the grid reliability, utilities expect a PV power plant
to operate continuously at its maximum designed efficiency [25]. Apart
from the effects of aging and variability in power generation caused by
climatic conditions such as solar irradiance and temperature, distribution
network planners anticipate PV systems to have maximum yield under

11
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optimal environmental conditions [25]. For grid integration studies, the
PV power output model can be useful in the following ways [25], [26],
[27]:

• Sizing of the PV system for a particular application that is based on
anticipated power generation on an hourly, monthly, or yearly basis.

• Evaluation of PV unit power rating by converting measured param-
eters to performance at standard test conditions.

• Monitoring of the actual array performance against expected or pre-
dicted performance over the lifetime of the PV system.

• Early detection of electrical failures such as cable disconnection.

• Evaluation of PV units efficiency degradation caused by factors such
as dust collection on panels and cable dissipation as a result of con-
tact oxidation.

The factors to be considered in the PV plant power output model include
the following [26], [28], [29]:

1. Irradiance and weather: The solar irradiance data is usually obtained
from a meteorological model or database which provides hourly-
average irradiance values and weather data such as the temperature
and wind speed. Irradiance represents an instantaneous measure-
ment of solar power received per unit area.

2. Incidence irradiance : In predicting PV plant output, it is very impor-
tant to determine the irradiance incident on the plane of the array
(POA) which depends on time. The irradiance is translated to the
POA taking into consideration the impacts of array orientation and
tracking, diffuse and beam irradiance, and ground surface reflectiv-
ity.
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3. Soiling, shading and reflection losses: These factors can significantly
affect plant output by causing less amount of irradiance to reach the
PV array.

4. Cell temperature: This factors scales the PV system output and acts
as the highest contributor to non-linearity when converting solar ir-
radiance to power. An increase in cell temperature reduces its effi-
ciency, and rapid changes in cell temperature as a result of increased
wind cooling increases the tendency of PV variability. Also, cell tem-
perature is a function of many factors such as array mounting, am-
bient air temperature, module materials, wind speed and direction.

5. Module I-V output and DC mismatch losses: The I-V curve for PV
modules depends on the irradiance, temperature and cell material.
For a string of PV modules connected in series, DC mismatch occurs
as a result of small variations in the maximum power point (MPP) of
the modules. This change in the MPP can affect the PV system out-
put variability such that a non-linearity occurs between irradiance
and power.

6. DC to AC conversion losses: The conversion efficiency from DC out-
put power from the PV array to grid compatible AC power depends
on the inverter specifications such as efficiency and operating output
power factor. Inverters are usually oversized (e.g., by 10 %) to avoid
reaching their saturation points and limiting the PV unit AC output.
IEEE 1547 and IEC 62116 recommends grid-connected inverters to
rapidly disconnect from the network within 2 seconds during a loss
of grid condition and should not attempt to reconnect until after 5
minutes.

7. AC losses: These can be significant especially for utility scale PV
plants, which exist between the inverter AC side and the point of
common coupling with the grid.
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2.2 DERs Interconnection with EPS

DERs represent a group of energy resources which provide myriad of pos-
sibilities such as electric energy generation, conversion, storage and in-
terconnection to the EPS [30], [31]. They include photovoltaic (PV) ar-
rays, gas-fired turbines, mircroturbines, wind turbines, fuel cells, recipro-
cating engines, conventional diesel and natural gas, and energy storage
technologies. These are broadly classified into rotating prime mover tech-
nologies (such as wind turbines, microturbines) and non-rotating prime
mover technologies such as PV and fuel cells [30].

The traditional assumption of the substation being the only source of
power and short-circuit capacity is no longer valid as a result of DERs
integration with the distribution system as shown in Figure 2.1 [32]. The

Figure 2.1: The next generation electricity grid

vertically integrated utility with all domains of generation, transmission
and distribution having a sole owner is now divided amongst different
stakeholders. The power generation market is undergoing deregulation
with prosumers being able to feed back to grid excess power generated
[33].
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DER connects with the area EPS at the point of common coupling (PCC)
(as shown in Figure 2.2) which depends on the interconnection require-
ments specified by the utility and authorities having jurisdiction (AHJs)
over the grid [30], [33]. The total capacity of DER as specified by IEEE Std
1547 is 10 MVA or less at PCC interconnected to the area EPS [30].

A very stringent requirement is the voltage limits at the PCC with 5%
maximum permissible deviation from normal grid voltage as specified in
ANSI C84.1 [30]. For the purpose of this research, the utility-interactive
inverter will be considered as the interfacing technology for a non-rotating
primer mover technology such as a PV system.

Figure 2.2: DER interconnection with the EPS

2.3 Overview of Grid-tied Inverter Technology

The deployment of utility-interactive inverter as an interfacing technology
has grown in the recent times due to the evolution in the EPS with a spe-
cial interest in incentivized PV systems [35], [36], [37]. For a non-rotating
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prime mover technology such as the PV system, a static power converter
(inverter) is used as the interfacing technology to grid. It converts a non-
synchronous direct current (DC) from the PV unit to a synchronous ac
(alternating current) voltage that can be interconnected smoothly with the
distribution network [30], [33].

An overview of the inverter as a sub-system of the grid-connected PV
is presented to understand its operational characteristics. Figure 2.3 shows
the various configurations for grid-interactive inverter. In the topmost
configuration, which is used in this research, a maximum power point
tracking (MPPT) algorithm is implemented in the DC/AC converter to
find the MPP of the PV panel. The middle configuration shows an inter-
mediate DC/DC stage used to control the voltage output in order to obtain
the peak available power from the PV system. In the last configuration, an
energy storage system is connected in the DC stage in order to adjust the
amount of energy supplied to the grid [33].

Figure 2.3: Various configurations for utility-interactive inverter

The voltage source inverter is the most commonly used interfacing
technology to connect power sources to the grid. It uses self-commutating
switches such as the insulated gate bipolar transistors (IGBTs) for power
transfer to the grid [30], [33]. These inverters must be able to transfer op-
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eration from grid-tied to islanded mode and vice versa seamlessly to mit-
igate the impact of inherent variability of PV source [38].

Moreover, this thesis assumes that the grid supplies power during non
or low sun hours which occurs most times in the early morning and night
periods. Therefore, energy storage systems such as battery units are not
required. Also, during peak sun hours where there is excess power gener-
ated from the PV system, the grid serves as a storage system and provides
power when local generation is less than the load demands.

Power Flow Analysis with PV-DG

An inductively coupled inverter is used to interface PV-DG at the front-
end to the distribution system as shown in Figure 2.4, usually as a current
source with the stiff utility voltage [20], [30], [33], [39].

Figure 2.4: PV inverter connection to grid

For the distribution system with grid voltage Vk at node k given as [30],
[33], [39]:

Vk(t) = |Vk|sin(ωt) (2.1)

where ω is the grid voltage angular frequency.
The inverter output voltage, VPV,k(t), is given as:

VPV,k(t) = |VPV,k|sin(ωt+ φ) +Σ∞h=2vhc (2.2)
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where φ represents the power angle by which VPV,k(t) leads Vk(t) and vhc

is the voltage output harmonic components. Neglecting resistance, the
active power supply from the PV-DG, PPV,k, is given as:

PPV,k =
|VPV,k||Vk|sin(φ)

XL

(2.3)

where XL is the addition of the inductance filter and leakage inductance
of the interconnecting distribution transformer. The active power (PPV,k)
supply to the grid can be controlled by varying the current injection i(t) to
the grid since VPV,k is kept constant.

i(t) = if (t) + ihc(t) (2.4)

where if (t) represents the steady state current (fundamental component)
and ihc(t) is the higher harmonic current component. Also, in terms of
voltage, i(t) injected from the PV-DG to distribution grid is given as:

i(t) =

∫ [
VPV,k(t)− Vk(t)

]
dt

XL

(2.5)

if (t) =

∫ [
|VPV,k|sin(ωt+ φ)− |Vk|sin(ωt)

]
dt

XL

(2.6)

ihc(t) =

∫
Σvhcdt

XL

(2.7)

Alternatively, for a given inductively coupled inverter, active power sup-
ply to the grid control is accomplished by varying the power angle φ, as
given in [30], neglecting resistance:

P =
VPV,kVksin(φ)

XL

(2.8)

Active Power is exported to the grid whenever inverter output voltage
VPV,k leads the grid voltage Vk. The amount of active power injected into
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grid depends on the efficiency of the inverter and PV unit output power
[30].

However, the previous versions of IEEE 1547 and UL 1741 in 2003 rec-
ommend that PV inverter shall not actively regulate voltage at the PCC.
However, IEEE 1547a-2014 as an amendment states that “with approval
from the concerned utility, DER units can now be allowed to be actively
involved in voltage regulation by real and reactive power variation” [40].
The limitations provided by these standards depends on agreement with
the concerned utility, which defines the operating conditions of DERs within
the distribution network to maintain grid reliability. These two limitations
(unity and non-unity power factors) will be considered for impact analysis
in this study.
Therefore, the reactive power supply to the grid at node k from the in-
verter, QPV,k, is calculated as:

QPV,k =
|Vk|
XL

∗ [|VPV,k|∗cos(φ)− |Vk|] (2.9)

Alternatively, QPV,k is given as [41]:

QPV,k = λkPPV,k (2.10)

where:
λk = ±tan [cos−1(PFpv,k)], positive λk indicates the PV-DG is supplying
reactive power and negative for absorbing reactive power, and PFpv,k is
the PV-DG operating power factor at bus k.

2.4 Related Work on Utility-interactive Inverter

Wasynczuk [42] presented a three-phase line-commutated grid connected
PV inverter system with its associated control used in transient stability
programs. In another study, Wasynczuk et al. [43] described a simpli-
fied computer model of a three-phase self-commutated PV inverter used
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to predict the system behaviour during variation in irradiance and step
changes in the inverter delay angle. The model produces a reasonably
accurate result when compared with the detailed model based on valve-
by-valve detail. Also, wang et al. [44] used a line-commutated inverter to
investigate transient and steady-state performance of a grid connected PV.
The operating features and dynamic behaviour of PV system using single
and three phase line and self commutated inverters were investigated in
[45], [46].

Moreover, self-commutated inverters when compared with line com-
mutated inverters have merits which include absence of commutator fail-
ure, independent control of active and reactive power, and black-start abil-
ity. However, line-commutated inverters are used for high voltage ap-
plications [47]. More so, since it is required that converters should re-
main connected even under abnormal voltage fluctuations, Bianchi et al.
[48] proposed a multi-variable optimal control with anti-windup compen-
sation to enhance performance during severe voltage perturbations. In
[49], a single-stage grid connected inverter was presented with an abil-
ity to track the maximum power from the array and has advantages such
as compact size, higher efficiency and optimization of PV array. A cost-
effective single-stage grid-tied inverter with maximum power tracking
(MPPT) and one-cycle control (OCC) was demonstrated in [50]. The OCC
has the capacity to control the output current and guarantees that it matches
the grid requirements. Armstrong et al. [51] presented an auto-calibrating
dc link current detecting method which removes current transducers er-
rors and avoids dc current injection into the grid when using inverter sys-
tems without a transformer connection.

As reported by Kjaer et al. [52], grid-connected inverters are classified
based on four metrics, which are:

• The number of power conditioning stages in cascade.
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• Power decoupling between PV unit(s) and single-phase grid type.

• Transformer or transformerless connection.

• Grid interfaces types.

2.5 Impacts of utility-interactive PV systems

The transition of the distribution system from a passive network to an
active one as a result of PV penetration has resulted in significant changes
in the design, planning and operation of the network [32]. The penetration
of PV systems into the traditional power network could either enhance or
degrade the power system performance depending on the planning and
interconnection impact studies [53].

However, with a careful engineering, the potential adverse impacts
such as system collapse, exposure of utility’s asset and customer’s equip-
ment to damage, and reduction in reliability can be effectively mitigated
[32]. The operational issues caused by PV-DG integration on distribution
networks include the following [4], [30], [32], [53], [54]:

• Voltage impacts: The introduction of PV-DG can cause voltage rise,
drop, fluctuations or unbalance out of limit, as specified by IEEE Std
1547-2003 and ANSI C84.1 (0.95-1.05 p.u.), depending on the deploy-
ment scenario.

A drop in voltage could occur if the PV system is installed just down-
stream a regulator with a line-drop compensator. Under heavy load
conditions, the regulator may not raise the system voltage as much
as required due to the power supplied by the PV-DG . Low voltage
may also occur when the PV-DG is absorbing lagging reactive power
from the grid.

Voltage rise occurs under a minimum load condition with a reverse
power flow. Also, there is a possibility of system voltage increasing
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beyond the standard range if the PV-DG is injecting active and lead-
ing capacitive power when the primary feeder voltage is near the
upper limit.

The inherent variability of PV-DG can cause voltage fluctuations es-
pecially on feeders with low stiffness ratio or factor. This factor is
usually calculated at the PCC and measures the relative strength of
the grid compared with the PV-DG. It is used to determine the ability
of the grid to resist voltage fluctuations caused by the introduction
of PV-DG.

Single-phase PV-DG can also result in voltage unbalance by inject-
ing power only on one phase of the grid which causes an unbalance
between the three-phase voltages. It is possible for the grid to ex-
perience voltage unbalance even if the phase voltages are within the
specified range with PV-DG integration.

• Reverse power flow: High penetration of PV-DG during light load
conditions can result in reverse power flow at section, substation
transformer and feeder levels. Some fault conditions can also cre-
ate insignificant reverse power flows which has to be sensed and
cleared by system protection devices. This situation usually affect
the operations of voltage regulators and over-current protection de-
vices because their traditional designs only allow a unidirectional
power flow. The integration of PV-DG within the hosting capacity of
the feeder will help to avoid the occurrence of reverse power flow.

• Power losses: These are mostly ohmic in nature and power flow
through loads, line branches and transformers are estimated as a
function of current. There is strong correlation between power losses
and equipment loading because they depend on the rms value of the
current. PV-DG interconnection with grid can either increase or de-
crease power losses depending on factors such as location and size
or penetration level. Power losses tend to decrease at a low or mod-
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erate penetration level depending on the feeder capacity to host PV-
DG. However, they increase at high penetration levels during light
load conditions.

• Interaction with voltage regulating devices: The integration of a fluc-
tuating source such as the PV-DG can affect the normal operations
of voltage regulating devices such as voltage regulators and capac-
itor banks. Voltage fluctuations and rise from PV-DG can increase
the on-load tap changer operations and on-off switching of voltage-
controlled capacitor banks. The frequent operations of these devices
shortens their life span, and increases maintenance requirements and
costs. These effects can be minimized by modifying the delay set-
tings on the regulating devices to enhance coordination with the PV-
DG.

• Equipment overloading: The conventional positive-sequence source,
which follows from a centralized power generation with voltage
ramped-up on the transmission line and stepped down to a con-
sumable voltage at the distribution end for end-use loads, is now
altered with PV-DG. This reduces higher voltages towards the end-
use loads, which decreases the risk of overload at these voltages. An
overload of power delivery elements is avoided provided that the
maximum power flow after PV-DG connection is less than the base-
case. However, it is important that feeder sections connecting PV to
the grid have ample capacity to distribute excess power generated by
PV-DG. Also, re-conductoring of feeder sections may become neces-
sary to accommodate high PV-DG penetration.

2.6 Related work

Several studies have been conducted on impact analysis of PV-DG inte-
gration with the distribution system. A review of these researches are pre-
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sented in this section.

2.6.1 Voltage impacts

Rylander et al. [55] presented voltage response of two feeders (with sim-
ilar features in terms of voltage class and maximum load) to PV systems
at different penetration levels before the hosting capacity was violated.
Rylander et al. showed that each feeder has a unique response to PV sys-
tems penetration, which also depends on the inverter’s power factor, PV
size and location characteristics. Shahnia et al. [56] proved that PV sys-
tems have the capacity to either increase or decrease voltage unbalance
depending on PV size, location and the load of the phase where the PV
system is interconnected. Also, the study showed that rooftop PV instal-
lations in the low voltage distribution network will have a more severe
voltage unbalance impact at the end of the feeder than at the beginning.

Liu et al. [57] investigated the effects of various PV-DG penetration
levels on the voltage profile and traditional voltage regulation devices.
Also, in the study the load buses were modelled as PQ buses. At high
penetration levels (30 - 50%), Liu et al. reported overvoltage in the sec-
ondary circuits with PV inverters capable of replacing capacitor banks
used for voltage support along the feeder. An assessment on voltage pro-
files within residential neighbourhoods with high penetration of PV sys-
tems was presented by Tonkoski et al. [58]. It was shown that in order to
determine the voltage rise rate, certain factors such as feeder impedance,
transformer impedance, feeder length and penetration levels up to 11.25%
are to be considered. Also, overvoltage problems can be mitigated by re-
ducing transformers short circuit resistance and feeder impedance. Weckx
et al. [59] reported that the voltage unbalance factor can be reduced up to
40% on average for each bus by deploying optimally controlled balancing
inverters.

Thomson et al. [60] reported network voltage rise as a result of wide
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spread PV generation on the low voltage network using load and genera-
tion data at 1 minute intervals. The study showed that for a typical urban
network, a high PV penetration (up to 50%) will only lead to small increase
in average distribution network voltages. Also, Katiraei et al. [4] showed
that network voltage rise and fluctuations are more evident with PV sys-
tems interconnected at the rear of long lightly loaded feeders. This effect
can be mitigated by operating PV inverters at non-unity power factors and
switching off capacitor banks during PV peak output . In addition, voltage
rise and fluctuations (due to cloud passage) at 20% penetration level due
to randomly distributed PV system was demonstrated by Smith et al. [61].

Moreover, Hoke et al. [62] investigated the peak PV penetration rela-
tive to steady-state voltage and overcurrent for different deployment sce-
narios. The maximum penetration for distributed PV systems was almost
always above 50% with the exception of cases where the feeder had shown
peak load voltages on the ANSI C84.1 range A upper limit without PV. The
PV system model in this study used an hourly solar irradiance data and
also, neglected the effect of temperature on PV-DG performance. Hung et
al. [41] used time-varying voltage-dependent load models to determine
the penetration level of PV units using an average hourly solar irradiance
data.

2.6.2 Impact on power losses

Thomson et al. [60] presented an aggregated low voltage network losses
and average transformer loading reduction for a typical urban network
as the PV penetration level increases from 30 to 50%. The loss reduction
was not proportional with penetration levels because of the large amount
of reverse power flows at 50% penetration, and the transformer loading
reduced during sun hours. Weckx et al. [59] presented the reduction of
distribution grid losses by the installation of two balancing inverters, with
central and local controllers. The central control considered the voltage
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drop over the line which depends on the line current while local control
used the absolute values of the local voltage measurements. As a result of
the optimal control, the distribution grid losses were reduced by approxi-
mately 10%.

Quezada et al. [63] investigated the impacts of various DGs (such as
PV and wind systems) and showed that system losses decrease with small
amount of DG penetration until a minimum value is reached, and then
starts to increase with rising penetration level with losses higher than the
basecase. The study also, reported that voltage and reactive power control,
whether injected or consumed by the PV inverter can reduce energy losses.
Studies in [64], [65] showed that poor or non-optimal location and size of
a DG system can increase power losses.

2.6.3 Impact on voltage regulation devices

One of the pioneering attempts to show the impact of PV penetration on
the distribution system voltage regulation device is presented in [66]. Gar-
ret et al. [66] developed a model that showed the switching operations
of the voltage regulation device (90 operations) with the integration of a
relatively large PV system with an average hourly typical meteorologi-
cal year (TMY) data. Kern et al. [67] investigated the PV generation (56
kW) effects on a 13.8 kV distribution feeder supplying 28 PV-equipped
houses in Gardner, Massachusetts. The study showed that there was no
problem with voltage regulation but with a tendency to cause increased
number of operations of the transformer tap changer. Also, Hariri et al.
[68] used Quasi-Static Time Series (QSTS) simulation to show that when
the PV inverter system is allowed to participate in voltage regulation, the
voltage regulator operations might increase and therefore, makes updat-
ing the traditional system controls a pivotal requirement. The study used
a synthesized one minute resolution irradiance data for simulation and
analysis.
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Ravindra et al. [69] compared the impact of a single large PV plant and
distributed systems on the operation of the OLTC with a one minute res-
olution irradiance data. The study revealed that distributed PV-DG with
voltage control caused more tap operations that the large PV plant. Agal-
gaonkar et al. [70] presented a control strategy to mitigate the negative im-
pact of the PV plant on the operation of the on-load tap changer (OLTC)
and voltage regulator (i.e., the increased number of operation and run-
away issues) using a solar irradiance profile at 30-s resolution. Ari et al.
[71] studied the impact of 20% PV penetration on a simple distribution
network using one minute irradiance at a single point. Ari et al. also
reported a significant increase in tap operations even with a five-minute
delay. For utilities envisaging numerous adverse effects on voltage regula-
tion devices when integrating a large PV plant, Katiraei et al. [4] proposed
an express (dedicated) feeder to connect the plant directly to the substa-
tion.

In order to minimize the problem of excessive operations of voltage-
regulating devices, IEEE Std 1547.2-2008 recommends the following [30]:

• Modification of the time delay settings on the regulating devices in
order to provide an improved coordination with the DG unit.

• For severe cases, the installation of static VAR compensation may be
needful.

• Coupling DG unit with a variable source (another DG unit) that has
the capacity to dampen or ”flatten” out the fluctuations could miti-
gate the increased operation of the regulating devices.

2.7 Gaps in the related work

The utility leadership and planners still express a lot of scepticism with
PV-DG integration in the distribution system due to the fact that some
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pivotal characteristics of the solar resource have not been fully considered
in most interconnection studies. For instance, the time-varying nature of
the solar irradiance at various resolutions and its interaction with the grid.
This is a key feature in assessing the true impact of PV-DG integration on
the grid.

The extant literature reports grid-connected PV-DG modelling with av-
erage hourly data from a single-point irradiance sensor. The variability
observed from a single point irradiance sensor cannot give the exact rep-
resentation of variability across the entire PV plant. The use of TMY irra-
diance data could be useful for energy production estimations, however,
such data usage suffers a major limitation in grid integration studies be-
cause it does not account for cloud induced fluctuations. This particular
constraint is a major concern to utility and system planners in assessing
the true impact of PV-DG interconnection.

Generally, the data resolution required depends on the type of analy-
sis that is carried out. For steady state overvoltage simulations, minutes
data resolution is recommended, while hourly and seconds-minutes can
be used for energy and voltage fluctuations respectively [61]. Also, the
use of single-point irradiance data without geographic smoothing over
the entire PV plant footprint will affect the accuracy of the grid-connected
PV modelling with its associated impacts on the power system. It is ap-
parent that interconnection studies that consider geographic smoothing is
required to accurately model utility-interactive PV-DG.

In addition, the existing study have performed integration of PV-DG
with the inverter interface operating at a fixed power factor. The possibil-
ity of scheduling the power factor with respect to PV output and sun hours
can help to maximize the value of PV plant while minimizing the adverse
impacts. This erases the assumption of a particular amount of PV output
each day and reduces the possibility of violating system constraints.

Also, although power loss reduction as a result of PV-DG integration
has been largely reported in the literature. However, the components of
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power losses which are load, line and transformer losses have not been
investigated which are necessary for effective distribution system design.
Further, most of the studies have neglected the local impacts of PV-DG
integration such as increase in bus voltages which can be propagated to
the entire system and thereby, affecting system stability.

The intrinsic strong correlation that exists between distribution net-
work capacity and reliability gives the inclusion of renewable DG and the
evaluation of their additional load serving capacity a prime place in the
emerging active distribution system planning. The existing literature has
not reported the incremental capacity addition provided PV-DG based on
power delivery system limits, and its computation which is very vital for
utilities. The measurement of risk and upgrade deferral with PV-DG de-
ployment are now considered pivotal especially as load demand continues
to outpace new feeder construction.

DG power models for power flow simulations are very important con-
siderations for effective and efficient modelling of PV-DG in the distri-
bution network. The performance of these models are essential in maxi-
mizing the value of PV-DG while minimizing the adverse impact. Inter-
connection studies are currently required to compare the performance of
these models for active distribution analysis.

2.8 Relevant PV-DG interconnection standards

A portion of this section has also been peer-reviewed and published in
[72].
It is important to maximize the full value of PV-DG such as grid capac-
ity expansion, provision of environmentally responsible energy and an-
cillary services while retaining power network reliability. However, this
is possible only by a strict adherence to common functional technical re-
quirements and specifications relevant to the effective operation and per-
formance of the next-generation grid. The relevant standards are listed
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below [30], [73]:

1. IEEE 1547 series of standards: The popular IEEE 1547-2003 suite of
standards and 2014a amendment 1 continue to underpin the devel-
opment of the DER technologies integration with the EPS. They pro-
vide guidelines for conformance testing, monitoring and controlling,
design and operation, and conducting distribution impact studies of
DER interconnection with the grid. The standard series are as fol-
lows :

• IEEE Std 1547.1 (2005): IEEE Standard Conformance Test Pro-
cedures for Equipment Interconnecting Distributed Resources
with Electric Power Systems.

• IEEE Std 1547.2 (2008): IEEE Application Guide for IEEE Std
1547, IEEE Standard for Interconnecting Distributed Resources
with Electric Power Systems.

• IEEE Std 1547.3 (2007): IEEE Guide for Monitoring, Information
Exchange, and Control of Distributed Resources Interconnected
with Electric Power Systems.

• IEEE Std 1547.4: Draft Guide for Design, Operation, and In-
tegration of Distributed Resource Island Systems with Electric
Power Systems.

• IEEE Std 1547.5: Draft Technical Guidelines for Interconnection
of Electric Power Sources Greater Than 10 MVA to the Power
Transmission Grid (Withdrawn December 2011).

• IEEE Std 1547.6 (2011): Draft Recommended Practice for Inter-
connecting Distributed Resources with Electric Power Systems
Distribution Secondary Networks.

• IEEE Std 1547.7 (2013): Draft guide to Conducting Distribution
Impact Studies for Distributed Resources Interconnection.
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• IEEE Std 1547.8: Draft Recommended Practice for Establishing
Methods and Procedures that Provide Supplemental Support
for Implementation Strategies for Expanded Use of IEEE Std
1547.

Further, a major part of the amendment (IEEE 1547a-2014) now per-
mits DER to be actively involved in voltage regulation via real and
reactive power variation under a mutual agreement between the util-
ity and DER operators. Moreover, in conjunction with IEEE 1547.1 is
the supplementary standard, Underwriters Laboratories (UL) 1747,
which provides requirements for inverters, converters and controllers
used as grid interfaces for grid-connected DERs.

2. IEEE 1547 Std 2030: IEEE Guide for Smart Grid Interoperability of
Energy Technology and Information Technology Operation with the
Electric Power System (EPS), End-Use Applications, and Loads.

3. IEC 61727: PV systems - Characteristics of the Utility Interface.

4. IEC 62116: Utility-interconnected PV Inverters - Test Procedure of
Islanding prevention.

5. IEC 61724: Photovoltaic System Performance Monitoring Guide-
lines for Measurement Data Exchange and Analysis

2.9 Research strategy

This section summarizes the findings and gaps from the literature with the
proposed contributions.

Several case studies and performance analysis of various PV technol-
ogy types deployed in different countries are reported in the literature.
However, no New Zealand case has been documented in IEA PVPS re-
ports and other reviewed literature. This thesis investigates the perfor-
mance and the economic viability of a monocrystalline (m-Si) grid-connected
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PV system in New Zealand using a real load demand data. The perfor-
mance of the m-Si PV technology is compared with similar and other
technology types deployed under diverse climatic conditions. Also, this
research confirms the significant impact of temperature on the overall per-
formance of the PV technology. The analyses presented provides investors,
prospective prosumers, policy makers and other stakeholders with the re-
quired knowledge in promoting the full adoption of PV system technology
as an emerging sustainable power generation resource.

The literature reports the impact of single-phase PV systems on voltage
profiles, power losses and voltage unbalance. Also, low data resolution
(10-minute and hourly irradiance) was used to simulate these impacts on
the grid. Feeder equipment loading, bus voltage and component of power
losses impacts with computational costs have not been reported in the lit-
erature. Further, the extant literature has generalised the operations and
impacts of DG models for all types of DER in the distribution system. This
thesis analyses the impact of spatially distributed single-phase PV systems
on the distribution network using a typical school load profile and solar
irradiance data with a five-minute resolution. This research analyses and
compares the performance of the DG models in terms of the load buses
voltage profiles and unbalance, feeder equipment loading, components of
power losses and the computational cost required for a converged power
flow solution. In addition, this study investigates the impact of these DG
models for single-phase PV systems integration with the grid.

Moreover, the extant literature has extensively used effective load car-
rying capacity (ELCC) to compute the capacity contribution of a new gen-
erator. However, there are several concerns regarding ELCC calculations
such as the use of a constant annual reliability level without taking into
account the possibility of peak load reliability changing and the impact of
the DG on the loadings of the power delivery elements. Also, it is a prob-
ability based measure, exaggerates capacity contribution at peak load and
requires huge data with a non-trivial computational requirements. This
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study proposes metrics capable of computing the incremental capacity ad-
ditions, measuring risks and upgrade deferral provided by PV systems de-
ployments. These indices include, energy exceeding normal (EEN) rating
and unserved energy (UE), for evaluating system design reliability and ca-
pacity usage. Also, sensitivity analysis for optimal siting and generation
of power loss variation curves for optimal sizing are implemented. This
is very crucial because of the intrinsic relationship that exists between net-
work capacity and reliability.

The extant literature models PV variability with low resolution (aver-
aged 1-minute and hourly) and single-point irradiance data. PV-inverter
interface has been deployed with a fixed power factor and very limited
reporting on the impact of PV variability on kW and kVar profiles. It is im-
portant to note that short-time effects such as the tap changing operations
are masked with low resolution data. Also, the variability observed from
a single-point sensor cannot accurately represent the variability across the
entire PV plant foot print. Furthermore, cloud-induced fluctuations which
significantly impact the grid adversely and other key factors such as the
PV density and geographic smoothing for modelling PV variability are
omitted in the literature. This thesis uses the upscaling advantage from a
single module and point irradiance sensor to geographic smoothing over
the entire PV footprint in wavelet variability model (WVM) to simulate
effects of a grid-connected large scale PV system on the IEEE-34 distri-
bution feeder. This research uses a high-frequency solar irradiance data
(1 s) to show the PV plant locational value and its output variability im-
pacts on voltage regulator tap changing operations, feeder voltage, active
and reactive power profiles at various penetration levels until the voltage
constraint is violated. Also, this thesis implements power factor control
which is a part of the advanced inverter grid support functions to provide
the grid with the needed voltage support and control over the PV plant
output supply to the distribution network.

This research performs time-series power flow analysis to show how
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the time-varying nature of the load and PV profiles affect the operation
of the network devices on the grid. Also, this type of analysis reveals the
extent and frequency of study criteria violations.

2.10 Summary

This chapter presents the background and related work relevant to this
study. The background covers the overview of the PV system output
model with the inputs and various steps involved. A review of DER and
its interconnection requirements with the distribution system have been
provided. Also, since this study focuses on the integration of PV technol-
ogy as a typical example of DER. A review of the operational local and
system-wide impacts of integrating PV-DG on the distribution network is
presented.

This section highlights the limitations of the existing interconnection
studies approaches such as the irradiance data resolution from a single
point sensor without geographic smoothing. It is clear that studies on
PV-DG variability modelling and incremental capacity computation are
required for the graceful adoption of PV system as a power generating
resource for the evolving smart grid. The last part of this chapter discuses
DG interconnection requirements and standards.

2.11 Next chapter

The next chapter presents an evaluation of the operational and reliability
performance of a grid-connected PV system as a case study. This pro-
vides an understanding of the operation of PV-DG with the assessment
of various performance indices such as energy yield, performance ratio,
levelized cost of energy and simple payback time. The analysis presented
in the chapter will help to assess PV credibility, viability, detect design
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defects early and increase its penetration in the traditional electric power
system.
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Chapter 3

Performance analysis of
utility-interactive PV systems

This chapter presents a performance analysis of a grid-connected solar
photovoltaic (PV) system installed at Maungaraki school, Wellington, New
Zealand. Also, a simple economic analysis based on the PV power out-
put of the system is presented in this chapter. The techno-economic anal-
ysis provides a basic understanding of the technical feasibility and eco-
nomic viability of such PV systems. In addition, the metrics presented in
this chapter allow a cross-comparison for PV systems operating under di-
verse environmental conditions. The results of this study have been peer-
reviewed and published in [19].

3.1 Introduction

The proliferation of grid-connected PV systems on the electricity grid high-
lights the need to understand its operation through monitoring and thor-
ough performance analysis [74]. Also, the utility-interactive PV-DG is es-
sentially monitored to evaluate the final energy yield, detect possible de-
sign defects and avoid economic losses as a result of operational issues
[74]. Another reason to carry out such analysis is to assess the PV systems

37
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credibility, viability and ultimately to increase their penetration within the
existing electric power network [75].

The IEA PVPS Task 2 has been able to analyse and publish 170 grid-
connected PV systems installed in various countries of the world [76]. In
addition, over the previous years, various authors from different coun-
tries have published results of the performance analysis of their respective
grid-connected PV units. Pietruszko et al. [77] evaluated the performance
of a 1 kWp a-Si PV system located at Warsaw, Poland. The performance
ratio ranged from 0.6 to 0.8, annual system yield was 830 kWh and the
efficiency of the PV system was in the range of 4-5%. Mondol et al. [78]
presented the outcome of the performance analysis of a 13 kWp m-Si PV
system installed in Northern Ireland. The evaluated annual final yield
ranged from 1.61 to 1.76 h/d, with a PR which ranged from 0.6 to 0.62 and
annual average system efficiency of 6.4 %. Also, Chokmaviroj et al. [79]
evaluated the performance of a 500 kWp grid-connected PV plant at Mae
Hong Son province, Thailand. The plant was divided into two, 250 kWp,
from a double glazed semi-Si PV modules. The plant generated about
383274 kWh and the efficiency of the PV array ranged from 9 to 12 %. The
final yield ranged from 2.91 to 3.98 h/d and the PR ranged from 0.7 to 0.9.

Another performance study is that of Kymakis et al. [80]. The study
evaluated a p-Si 171.36 kWp utility interactive PV park on the island of
Crete, which was as a result of the favourable climatic condition and the
recent incentivization of PV system installations in Greece. The yearlong
evaluated PR was 0.67 and the final yield ranged from 1.96 to 5.07 h/d.
Cherfa et al. [81] carried out an analysis of a mini-grid connected m-Si
9.54 kWp PV system which was a pilot project with the primary aim of
acquiring experience in the design, monitoring and maintenance of such
innovative technology in Algeria. The system performance was quantified
over the monitored period which showed an annual 10981 kWh of energy
injected into the grid. The average daily output energy was 30 kWh and
PR ranged from 0.62 to 0.77.
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Additionally, the analysis of the economic viability of utility-interactive
PV systems is very crucial in enhancing PV technology uptake as favourable
renewable energy policies continue to evolve globally. Adaramola [82]
presented the viability of grid-connected PV system in Jos, Nigeria. The
study showed that the 80 kWp system was able to contribute 40.4% of the
annual electricity demand with LCOE of $0.103/kWh. Mondal et al. [83]
presented the financial viability of a proposed 1-MWp grid connected PV
system in Bangladesh. For a project lifetime of 15 years, Mondal et al.
reported energy production cost between $0.253/kWh and $0.282/kWh,
which decreases with the increase of lifetime. Also, El-Shimy [84] pre-
sented a viability analysis of a 10 MWp grid-connected PV plant for 29 dif-
ferent sites in Egypt. The energy production cost ranged from $0.1989/kWh
to $0.2424/kWh, and the equity payback varied between 4.9 years and 7.1
years. Adaramola [85] analysed the economic viability of a rooftop 2.07
kW grid-connected PV system in Norway with a feed-in-tariff of $0.356/kWh
over 25 years of project lifetime. This resulted in $0.110/kWh premium
over the LCOE of $0.246/kWh produced by the PV system.

However, performance analysis of grid-connected PV systems in New
Zealand are not available in the literature which is pivotal in understand-
ing and quantifying their impacts on the traditional electricity network
as an emerging alternative renewable power generation resource. Also,
in order to develop the PV system as a sustainable energy resource and
increase its uptake, it is important to assess its economic viability.

This study aims to fill these gaps by presenting a techno-economic
analysis of a grid-connected 10 kWp PV system at Maungaraki school,
Wellington in New Zealand as a case study. Evaluation is carried out
based on performance parameters specified by IEA PVPS and IEC 61724
standard for utility-interactive PV systems. In addition, the Clean Energy
Council (CEC) guide which represents the industry best practice for the
design and installation of grid-tied PV systems has been used for analysis
in this study.
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Final system yield, energy yields, capacity factor and performance ra-
tio are evaluated. Also, the economic viability of the PV system under
consideration has been evaluated using metrics such as the NPV, LCOE
and simple payback period. In addition, results from the Web Based PV
System Monitoring and Reporting (WBPSMR) for the PV array are pre-
sented.

3.2 Description of the grid-tied solar PV system

The installation of the 10 kWp PV array was carried out under the “Dy-
namis Project” with the aim of testing renewable energy technologies ef-
fectiveness and economic viability using schools as platforms in order to
sensitize surrounding communities to become more energy self-sufficient
[86]. The renewable energy for New Zealand schools under this project has
successfully installed 10 kWp solar PV in two different schools. One of the
installations was carried out at Maungaraki school (with a roll of about
250 pupils), as an attempt to pioneer a sustainable energy revolution. The
school is located at a longitude of 174.9oE and latitude of 41.16oS, with a
panel tilt angle of 41o. The PV panel tilt angle and the latitude of the cor-
responding site location are kept equal in order to obtain maximum solar
radiation [87], [88].

There are two identical parallel strings consisting of 20 panels each
with modules rated at 250 Wp capacity, and tied to the grid via two 5 kW
Enasolar single-phase inverters (as shown in Figure 3.1). Also, the invert-
ers deployed have two independent maximum power point tracking PV
inputs which can be connected to one solar string or two identical parallel
solar strings [89].

In addition, the inverter has integrated lockable DC and AC switches
for isolation purposes. The most relevant technical specifications of the
inverter are presented in Table 3.1.

The energy meter is used to measure the amount of energy consumed
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Table 3.1: Electrical properties of the inverters.

DC Input

Number of inputs 2X Independent MPPT inputs

Max. open circuit voltage (Voc) 600 per DC input

DC full power operating range 235-500 V per DC input

Operating voltage range (Vmpp) 120-500 V per DC input

DC optimal operating voltage 350V per DC input

Max. input current (Impp) 15 A per DC input

Max. short circuit current (Isc) 16 A

Maximum usable input power (Pmax) 3500 Wp per DC input

Maximum allowable input power 7000 W

Reverse polarity protection Inherent crowbar diodes

AC Output

Nominal output voltage 230 V AC single phase

Output voltage range 202-259 V AC (New Zealand)

Output power (@ 50 Hz) 4990 W

Max. output current 21.5 A

Power factor >0.98

Max. efficiency >96.8%

Max. Euro. efficiency >95.4%

General system data

Data interface IEEE 802.11 (Wi-Fi)/Ethernet

Weight 20 kg

Night-time consumption <1.2 W
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Figure 3.1: Schematic block diagram of the PV system

and the excess power generated and exported to the grid which usually
occurs during minimum load conditions that happens over weekends and
holiday periods. The specification of the TNS250 module used is given in
Table 3.2. In addition, the PV array was installed in an open space on a
rooftop free of shadows or shading which can affect its performance. The
PV panels are regularly maintained every six months to get rid of dust,
birds’ drops and other forms of impurities. Also, the cost of setting up the
project was about NZD $28000 sourced through grants and donations.

3.3 System Performance Analysis

This study considers the evaluation of the operational and reliability per-
formance of the grid-connected PV system based on the IEC standards
(61836 and 61724) and reports from International Energy Agency (IEA)
photovoltaic power systems program (Task 2) [76], [90], [91]. The per-
formance analysis of grid-connected PV systems (as shown in Figure 3.2)
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Table 3.2: PV module specifications

PV module Specifications

Type of cell material Monocrystalline

Make TNS Solar

Model TN-60-6M

Maximum power (Pmax) 250 Wp

Open circuit voltage (Voc) 37.9 V

Short circuit current (Isc) 8.64 A

Voltage at maximum power (Vmp) 30.4 V

Current at maximum power (Imp) 8.23 A

Number of cells in a module 60

is pivotal in assessing their operational performance under different cli-
matic conditions and detection of operational issues [19]. It also enables
the measurement of the long-term variation in system performance and
comparisons with other systems that differ in location, design and tech-
nology [75].

Figure 3.2: System performance analysis
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3.3.1 Reference yield

The reference yield, Yr, is a function of in-plane irradiation and estimated
as the ratio of the total irradiation per day (or year) to the reference irradi-
ance [76], [90]. Therefore, the daily Yr is calculated as:

Yr =

∑24
t=1GI

GI,ref

(3.1)

where GI is the total irradiation (kWh/m2) and GI,ref represents the refer-
ence irradiance (kW/m2).

3.3.2 PV Array energy yield

The ratio of the energy produced by the PV array (EA) to the rated PV
capacity (PO) is referred to as the array yield, YA. Losses such as the ones
due to manufacturing tolerance, temperature, dirt and dust are taken into
consideration in estimating YA [76], [90]. It is therefore, calculated as:

YA =
EA[kWhDC ]

PO[kWpDC ]
(3.2)

3.3.3 Final system yield

The final system yield, Yf , is the ratio of the net energy produced (ENET )
by the PV array to the rated DC array capacity (PO) [90]. Also, it is the
amount of energy supplied to the load per day (month or year) consider-
ing array capture and system losses. It quantifies the duration (e.g., yearly,
monthly or daily) required by the PV array to operate at the rated DC
power to supply an equal amount of energy and estimated as [75], [80]:

Yf =
ENET [kWhAC ]

PO[kWpDC ]
(3.3)
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3.3.4 Performance ratio

This is a dimensionless quantity used to indicate the monthly or annual
impact of PV system losses on the rated array capacity. The system losses
are as a result of PV array temperature, failure of system components and
incomplete usage of the irradiation [90]. In addition, the performance ra-
tio, PR, does not depend on location of PV installation and system size
[76]. It is used to evaluate the quality of PV system installation and esti-
mated as [92]:

PR =
PV system actual energy yield
PV array ideal energy output

=
Yf
Yr

(3.4)

3.3.5 Losses

System losses, classified into DC and AC subsystems losses, are pivotal
design considerations in providing realistic energy solutions [93]. How-
ever, in this study, losses due to shading or shadows are not considered
because the location of the PV system is free of shadows during the day.

The connecting cable (PV DC main cables) between the PV array and
the inverter subsystems can lead to power loss which should be accounted
for. For our case study, the DC cable losses is 3% which amounts to 0.97
de-rating factor [75], [92]. However, AC subsystems losses is as a result
of the connecting cable between the inverter and the grid with a typical
value of 1% and de-rating factor of 0.99 [75], [92]. These two losses are
components of the system losses, Ls, and estimated as:

Ls = YA − Yf (3.5)

The array capture losses, Lc, refers to the normalised PV system losses
which is as a result of PV array energy losses such as conversion losses,
manufacturing tolerance and dirt [90], [94]. In addition, Lc is calculated
as:
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Lc = Yr − YA (3.6)

3.3.6 Capacity factor

The capacity factor, LSP , is the defined as the ratio of the energy output
from the PV system to the product of the operating duration and rated PV
array output [95]. LSP is calculated annually as [80]:

LSP =
ENET

PO ∗ 8760
=

Yf
8760

(3.7)

3.3.7 Inverter efficiency

The inverter efficiency, ηinv, is defined as the ratio of the AC power pro-
duced by the inverter (PInv,AC) to the DC power generated by the PV array
unit (PPV,DC) [96], [97].

ηinv =
PInv,AC
PPV,DC

(3.8)

3.3.8 System efficiency

The monthly system efficiency, ηsys, is given as [98], [99]:

ηsys =
ENET

Girrad ∗ Aarray
(3.9)

Here,ENET is the monthly total AC PV energy output,Girrad is the monthly
peak sun hour, and Aarray is the area of the array.

3.3.9 Energy yield

Energy yield of a PV array is a function of the meteorological data of the
location where it is installed [100]. This is the PV system energy output
estimated as [92], [101], [102]:
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ENET = Prated−STC ∗µtemp ∗µman ∗µdirt ∗Girrad ∗ηinv ∗ηpv−inv ∗ηinv−sb (3.10)

where:

ENET = PV system energy yield (Wh)

PO = rated DC output power of the array under standard test conditions (Wp)

µtemp = de-rating factor due to temperature

µman = de-rating factor for manufacturing tolerance (0.97)

µdirt = de-rating factor for dirt (0.97)

Girrad = irradiation value or peak sun hour (kWh/m2)

ηinv = efficiency of the inverter (0.96)

ηpv−inv = efficiency of the sub-unit between the PV unit and the inverter (0.97)

ηinv−sb = efficiency of the sub-unit between the inverter and the switchboard (0.99)

Temperature de-rating factor

The de-rating due to temperature for this study is done in accordance
with guidelines provided by the Clean Energy Council (CEC) for grid-
connected solar PV systems without battery storage [101]. The cell tem-
perature TC for a grid-connected PV is estimated as:

TC = TA + TR (3.11)

where TA and TR represent ambient temperature (oC) and temperature rise
for parallel-to-roof installation (35oC) respectively.

However, TR is a function of PV array installation type which could
be top-of-pole, parallel-to-top or rack-type mount [10]. The parallel-to-top
array frames were deployed on site used for our case study with a TR of
35oC as recommended by CEC. With the estimated value of TC , the de-
rating factor due to temperature, µtemp, is given by:



48 Chapter 3

µtemp = 1 + {λ ∗ (TC − TSTC)} (3.12)

where λ is the power temperature coefficient /oC (−0.45%/oC) and TSTC

represents the cell temperature at standard test conditions (oC).

3.4 Economic analysis

The enhancement of the cost-competitiveness of the solar PV system over
the years continues to drive its uptake as a viable power generation alter-
native in the global energy mix. In 2014, prices of PV modules decreased
by 75% in comparison with their prices at the close of 2009 and as a result,
improving PV system plug parity [103]. Important measures used in the
economic evaluation of the PV system considered in this research are as
follows:

3.4.1 Net present value (NPV)

The NPV is a financial tool used to evaluate cash outflows and revenues,
and investment characteristics and decisions especially for comparing mu-
tually exclusive projects [104], [105]. Also, it is the algebraic sum of the net
cash flows over the project’s life time to the present, discounted by an ap-
propriate discount rate [106]. It is given given as:

NPV =
N∑
m=0

CFm
(1 + r)m

(3.13)

where CFm is the net cash flow in year m, N is the analysis period and r

the annual discount rate. The NPV criteria include [105], [107]:

• If the NPV is positive, the investment is economical.

• Negative NPV denotes the return are worth less than the initial in-
vestment.
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• The financial viability of a project is uncertain with Zero NPV.

• Amongst independent projects, the higher the NPV value the better.

3.4.2 Levelized cost of energy (LCOE)

This is the ratio of the lifetime costs to the lifetime electric power gener-
ation, both of which are discounted back to a base year that reflects the
average capital cost [103]. This metric is used to compare the cost of en-
ergy generated by a renewable technology with that of a traditional fossil
fuel generating unit [105]. The LCOE is given as:

LCOE =
TLCC∑N

m=1(Em ∗ (1 + r)−m)
(3.14)

TLCC =
N∑
m=0

ICm
(1 + r)m

(3.15)

where TLCC is the total life cycle cost, ICm represents the investment cost
in period m and Em is the energy output or saved in year m.

In addition, the LCOE which considers the current dollar value is known
as the nominal LCOE while the real LCOE is a fixed dollar inflation-adjusted
value. The nominal LCOE uses a discount rate without taking into account
inflation rate and the real LCOE applies a discount rate with the inflation
rate [105].

3.4.3 Simple payback period

The simple payback (SPB) period is another pivotal financial tool used to
estimate the number of years it will take to recover the project cost of an
investment made [105]. Also, it is important to note that the SPB does not
consider the time value of money and with a zero discount rate. The SPB
is given as the first point in time when the following expression is satisfied
[105]:
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∑
m

∆IICm ≤
∑
m

∆Sm (3.16)

where ∆IICm represents the incremental investment costs at zero discount
rate in period m and ∆Sm is the sum total of the annual cash flows net an-
nual costs at zero discount rate in period m.

The choice of a suitable measure in determining the economic value
of DG deployments depends on various factors such as regulation, risk,
financing, cash flow and investor’s perspective. However, it is safer to
evaluate these measures in order to have a more accurate assessment of
the economic viability of a project [104], [105]. For instance, although the
SPB measure gives a rapid sense of a project viability in a quick and sim-
ple fashion, it is however, not a recommended metric for DG installations
investment requiring debt financing. This is because it ignores the dis-
count rate, taxes and explicit consideration of project financing. However,
in terms of project risk assessment, the SPB is a recommended and com-
monly used metric because of its capability in providing a quick evalua-
tion of the period of time when the capital invested is at risk [104], [105].

Moreover, the NPV measure is a commonly used and recommended
metric for accounting for all costs incurred by the society as a result of DG
project investments such as social and environmental costs. Also, NPV can
be very useful for selecting a DG project out of various mutually exclusive
options. This is due to the fact that it explicitly evaluates the value of a
DG project by giving larger investments greater propensity for potentially
higher returns. However, one major draw back of the NPV metric is that
it is highly impacted by discount rates. A marginal change in the discount
rate will significantly affect the NPV value [104], [105].

The LCOE metric is recommended for ranking DG projects with lim-
ited budget because it provides a proper basis for ordering of alternatives
until the investment budget is exhausted. It simply combines all present
and future costs of investing in a DG project. However, the LCOE measure
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does not consider the variation in the sizes of investment when selecting a
project among mutually exclusive options [104], [105].

3.5 Results and discussion

This section presents the performance analysis of the grid-connected 10
kWp (40 x 250 Wp) PV system. We present results from our analysis, the
National Renewable Energy Laboratory’s (NREL) system advisory model
(SAM) and Web Based PV System Monitoring and Reporting (WBPSMR).
In order to monitor the behaviour of the PV system, it is pivotal to study
the meteorological data recorded in the weather station covering the site
location. Therefore, we have used full data set from National Institute
of Water and Atmospheric research (NIWA) solarview tool [108] for our
analysis.

Figure 3.3 shows the monthly averaged total in-plane irradiation and
ambient temperature of the installation site. Significant peaks of in-plane
insolation also known as Peak Sun Hour (PSH) occur during the summer
period while the PSH dropped drastically during winter. Furthermore, the
monthly average daily wind speed varied between 0.5 m/s in most parts
of the months and 21.6 m/s in October. The relative humidity ranged
from 38 to 97 % and the maximum global irradiance was 1045W/m2. In
addition, Figure 3.4 shows the module temperature as it varies across the
entire year, with high temperatures during the summer period.

Analysis as depicted in Figure 3.5 shows an interesting pattern of the
monthly capacity factors and performance ratios over the entire year. The
monthly capacity factors increased proportionately with the in-plane solar
irradiation with an annual average value of 12.5%. The availability of a
high solar resource as witnessed during summer period, led to increase in
capacity factors (shown in Figure 3.5 ) and the final yield (shown in Figure
3.6).

However, high values of PSH does not necessarily translate to high



52 Chapter 3

Figure 3.3: Monthly averaged total in-plane irradiation and ambient tem-
perature

Figure 3.4: Annual module temperature
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performance ratios as shown in Figure 3.5 . This is traceable to the impact
of temperature losses on the overall performance of the PV array. As the
temperature of the location increases, the PR values also dropped accord-
ingly. Therefore, PR values are lower during summer period and higher
in winter [75]. In addition, the system and array capture losses increased
as the in-plane insolation increases.

Figure 3.5: Monthly capacity factors and performance ratios of the PV ar-
ray

Figure 3.6 depicts the monthly mean daily final yield, array capture
and system losses. The monthly average daily array yield ranged from 1.2
h/d (June) to 5.4 h/d (January) , while the final yield varied between 1.1
h/d (June) to 4.9 h/d (January) . The average annual final yield and refer-
ence yield were 2.99 h/d and 3.87 h/d respectively. The monthly averaged
daily array capture losses ranged from 0.19 (June) to 1.14 h/d (January)
while the system losses varied from 0.09 (June) to 0.42 h/d (January).

The PR of the considered PV array experienced a slight variation within
the range of 76-79%, and the annual average value was 78%. This is com-
parable to the range of values (0.6-0.8) reported by IEA-PVPS Task 2 for
grid-connected PV systems [76].

The monthly inverter efficiency ranged from 94.9% to 95.7% with higher
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Figure 3.6: Monthly averaged daily final yield, PV array capture losses
and system losses

values during the high PSH as shown in Figure 3.7. In addition, the monthly
system efficiency ranged from 11.71% to 12.19% with higher values during
low in-plane solar insolation as shown in Figure 3.7. The average annual
system efficiency of the PV array is 11.96%.

Figure 3.7: Monthly system and inverter efficiencies

In addition, the 10 kWp PV array generated an average energy output
of 1298 kWh during the summer period ranging from 978 kWh to 1546
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kWh. During low PSH values in winter, the energy output ranged from
322.8 kWh to 816.3 kWh. From our analysis, the annual average energy
output was 910.13 kWh. However, from the WBPSMR, the average energy
output was 1058.33 kWh, with the monthly energy output from the two 5
kW inverters shown in Figure 3.8. Low energy output in January was

Figure 3.8: WBPSMR monthly PV output energy

because the site was commissioned at the middle of the month. The two
strings of the PV array are mounted in an open space close to the school’s
football field, and the amount of dust collected over them varies, which
causes variation in the array and inverter output as depicted in Figure 3.8.
Also, the daily power generated is shown in Figure 3.9.

3.6 Comparison of PV systems performance

Performance analysis metrics allow cross-comparison between different
PV systems operating under diverse climatic conditions [75]. Table 3.3
shows performance of various utility interactive PV systems across differ-
ent locations.

The annual average final yield of the m-Si modules in this study is



56 Chapter 3

Figure 3.9: WBPSMR daily power generated

higher than the ones reported in Ireland and Northern Ireland. However,
it is lower than the ones reported in Iran and India. Also, the annual av-
erage PR in this study falls within the range (0.25-0.9) reported by IEA
PVPS Task 2 for 170 grid-connected PV systems in different countries of
the world [76]. In addition, the PR for m-Si technology is lower than that
of p-Si for most of locations with exception of Greece which ranged from
0.58 to 0.73.

3.7 Economic analysis

The computation of the economic measures described is presented in this
section using the NREL’s SAM financial model. Although there is no feed-
in tariff legislation for the PV system in New Zealand, its economic viabil-
ity especially for schools is shown in this chapter. A number of assump-
tions and inputs required in determining the financial metrics for the 10
kWp PV system are presented in Table 3.4. Also, the monthly energy con-
sumption and peak demand are shown in Figure 3.10. The total project
cost was NZD 28000 (USD 19600) which included the system, balance of
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equipment (BOS), installation, installer margin and overhead costs. There-
fore, the total installed cost per capacity was USD 1.96/Wdc.

Table 3.4: Inputs and assumptions used in the analysis

System size (kWp) 10

Operation and maintenance cost

(Fixed cost by capacity) ($/kW-yr) 20

System salvage value ($) 0

Panel tilt (degrees) 300

Panel azimuth (degrees) 00

Annual panel degradation (%/year) 0.5%

Inflation rate (%/year) 2.5%

Real discount rate (%/year) 4%, 6% and 8%

Analysis time period (years) 25

Load profile used school load profile

Grid buyback rate (c/kWh) 15

electricity retail rate (c/kWh) 25

Corporate tax rate NA

The cash flow is presented in Table 3.5 and results obtained are given
in Table 3.6 with three discount rates. The discount rate has significant
impacts on the NPV and LCOE, with 4% rate giving the highest NPV and
lowest norminal LCOE values which makes it an appropriate rate for such
a system. Figure 3.11 shows payback cash flow with a simple payback
period of 6.4 years. In addition, the electricity to/from the grid across
the entire year is shown in Figure 3.12. During periods of low insolation,
significant amount of electricity was supplied from the grid, while excess
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Figure 3.10: Monthly energy consumption and peak demand

Table 3.5: Cash flow

Metric Value

Annual energy (year 1) 16158 kWh

Energy yield (year 1) 1616 kWh/kW

Electricity bill without system (year 1) $8310

Electricity bill with system (year 1) $5229

Net savings with system (year 1) $3082

Net capital cost $19600

Equity $19600

Debt $0

Table 3.6: Economic measures evaluation of the 10 kWp system

Discount rate 4% 6 % 8%

Real LCOE (c/kWh) 9.43 11.19 13.09

Nominal LCOE (c/kWh) 12.1 14.1 16.2

NPV ($) 22000 14600 9100
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Figure 3.11: Payback cash flow (simple payback period = 6.4 years)

power was exported to the grid during periods with high PSH and mini-
mum load.

Figure 3.12: Annual electricity to/from the grid

3.7.1 Actual economic analysis

The actual financial analysis of the power consumption before and after
the installation of the 10 kWp PV system is presented in this section. The
annual cost of the school’s power consumption before the PV system inte-
gration was NZD $8380.86. After the interconnection, the school’s energy
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usage cost reduced to NZD $3758.77.

The consumption pattern (obtained from the data logging system) of
the school is shown in Figure 3.13 for pre- (without PV-2013) and post-
installation (with PV-2014) of the PV system. It shows a dramatic drop
in kWs used and amount of money spent on power bills from the util-
ity. In addition, as shown in Figure 3.13, the power consumed after the
PV system installation represents the amount of power consumed minus
the amount of excess power generated in a particular month. The excess
power export to grid usually occurs at low load condition which happens
during weekends and holidays. Also, the spike between November and
December is due to readings carried over to the next month. Furthermore,
from our analysis the total amount of power consumed and cost of power
reduced significantly by 32% and 45% respectively at the end of the year
2014. In monetary terms, the school saved about NZD $4700 in 2014 on
power bills, which matches closely with the payback period given by the
SAM’s financial model.

Figure 3.13: School’s energy usage and cost of energy for pre- and post-
installation of the PV array
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3.8 Discussion

From the analysis, the main conclusions are given as follows:

• The final yield, ( Yf ), of the PV system ranged from 1.1 to 4.9 h/d,
with an annual average value of 2.99 h/d. There is a direct propor-
tional relationship between the peak sun hour (PSH) and Yf . Also,
the array capture and system losses increased with high values of
PSH.

• The availability of a high solar resource led to increase in the capacity
factor as witnessed during the summer months. The average annual
capacity factor was 12.5%.

• The performance ratio (PR) experienced a slight variation within the
range of 76-79%, with an annual average value of 78%. Temperature
has a significant impact on the overall performance of the PV system.
The maximum cell temperature was 52o in the month of January and
the minimum was 44.05o in July.

• The annual power generation efficiency of the PV system was 11.96%,
which ranged from 11.71% to 12.19%.

• During summer months, the average energy output was 1298 kWh,
which ranged from 978 kWh to 1546 kWh. However, the energy out-
put during winter periods ranged from 322.8 kWh to 816.3 kWh.

• In addition, from the financial evaluation at 4%, 6% and 8% discount
rates, the levelized cost of energy are 12.1, 14.1 and 16.2 c/kWh re-
spectively. Also, the net present value are USD 22000, 14600 and 9100
respectively with a simple payback period of 6.4 years.

• Over the monitored period (2014), the cost of grid power consump-
tion reduced from NZD $8380.86 to NZD $3758.77, which resulted
in savings of approximately NZD $4700 which matches closely with
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the payback period given by the SAM’s financial model. Overall, the
total amount of grid power consumed reduced significantly by 32%.
The PV system saves the school up to half of its electricity bill during
summer and a third in winter.
Grid-tied PV systems provide opportunity for their owners to have
access to upstream energy market, contribute to network capacity
and ancillary services.

3.9 Summary

The goal of this chapter is to evaluate performance metrics that can be
used for cross-comparison between different PV systems in terms of de-
sign, technology and diverse climatic conditions. These metrics by ex-
tension is useful in the projection of the future value of grid-tied PV-DG
which is very vital for effective system planning and operations.

Also, the evaluation of these parameters help to assess product qual-
ity, determine future needs and identify failures in system components.
For instance, with the PR metric, system component malfunction such as
inverter failure can be easily detected for utility-tied PV systems. In ad-
dition, other factors which could affect the PR include PV module soiling,
shading and the ratio of the measured array efficiency to the nominal array
efficiency. Properly maintained PV plants have a high tendency to operate
optimally with high PR value and availability.

3.10 Next chapter

In order to address grid related issues, the next chapter by extension fo-
cuses on the impact of such single-phase systems distributed on single-
phase nodes of a distribution feeder. A typical school load demand and
solar irradiance profile at a 5-minute resolution are incorporated in the
test feeder. This PV system integration scenario is now very pertinent
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with many schools and small firms deploying single-phase PV-DG to off-
set power demand during peak sun hours.



Chapter 4

The impact of single-phase
grid-connected distributed PV
systems on the distribution
network

This chapter is an extension of the previous and provides a detailed active
distribution power flow analysis with different DG generator models. In
this chapter, an impact analysis of the utility-interactive single-phase PV
systems distributed on all the single-phase load nodes of the traditional
IEEE-13 bus distribution test feeder is presented. The normal current in-
jection power flow algorithm implemented in OpenDSS has been used as
the solution algorithm in this research. The PV-DG can be modeled as a
constant PQ or P|V| node with varied impacts in power flow studies for
the unbalanced active distribution network. The results of this study have
been peer-reviewed and published in [20].

65
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4.1 Introduction

Single-phase PV-DG (i.e., 10 kWp or less) injects power only on one phase
of the distribution feeder and therefore, changes the voltage balance be-
tween the three-phase voltages [30]. This condition has the tendency of
exacerbating the voltage unbalance in the distribution network, even with
voltage values within the limits of ANSI C84.1-2006 [30], [33]. These inte-
gration issues have led to the adoption of standards such as ANSI C84.1
[30], IEC 61727 [112], IEEE-1547 [30] and UL 1741 [113] by utility compa-
nies as recommended practices to regulate the interconnection of PV-DG
with electric power systems.

A number of studies on the impact of a single-phase PV-inverter sys-
tem on the distribution have been carried out. Parmar et al. [114] inves-
tigated the impact of a single-phase grid connected photovoltaic installa-
tions with single-phase inverters on a low voltage network with hourly
solar irradiance. Analysis carried out on IEEE 34 bus system showed that
PV generators can be used to enhance voltage profile and unbalance along
the feeder. Also, Shahnia et al. [56] presented a sensitivity analysis of volt-
age imbalance at various points on a distribution feeder with rooftop PV
systems. Results presented confirmed that voltage unbalance increase or
decrease is a function of the load on the phase where the PV system was
installed, location and rating of the PV.

Awadallah et al. [115] demonstrated with a laboratory setup which em-
ployed a PV single-phase inverter and three-phase transformer in order to
test the system performance under phase unbalance and harmonics. The
experimental setup showed that voltage and current total harmonic dis-
tortion were within permissible limits, while losses and efficiency of the
transformer increased with loading. El-Naggar et al. [116] proposed the
use of a three-phase PV inverter to mitigate the voltage unbalance caused
by single-phase PV systems in a low voltage network using a 10-minute
solar irradiance normalised on its maximum peak. A total of 62 grid-tied
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PV plants were connected, out of which 21 were three-phase units and the
rest single-phase systems. Results showed that maximum voltage unbal-
anced is reached during PV peak generation.

However, for interconnecting DG with the distribution network it is
pivotal to take into consideration the type of generator models appro-
priate for power flow analysis in the unbalanced active distribution net-
work. Based on control strategy, DG can be modelled as a P|V| (voltage-
controlled, grid-forming or constant power factor) node [117], [118] and a
constant PQ (power-controlled) node [119], [120].

PQ nodes are modelled as negative load (fixed power injection) with
current injection into the node and P|V| bus treated also, as a fixed com-
plex power element with a regulation scheme for maintaining the speci-
fied terminal voltage value within the reactive power limits [121], [122]. In
addition, P|V| node voltage magnitude is compensated for by obtaining
the reactive current value for each P|V| node which ensures this voltage
value is the same as the scheduled value [123]. Also, for a DG operat-
ing in PQ mode, its positive-sequence representation is a constant power
source and for P|V|mode, it is assumed that the DG is equipped with volt-
age regulator and active power controller [124]. Further, for PQ buses, the
complex power injected into the node is imposed and independent on the
bus voltage [125].

Khushalani et al. [126] presented a three-phase unbalanced power
analysis using P|V| and PQ models for DG and the associated impacts of
these models. Results presented showed that system losses are higher in
PQ model than P|V| model. Also, a P|V| node reverts to a PQ node once
the reactive power limit is exceeded which is defined by the power factor
limits set between 0.8 and 1, leading or lagging. Hashemi et al. [127] also
compared both models and confirmed that operating DG as P|V| node de-
creased the voltage unbalance and total power losses. The result presented
in [128] showed that P|V| node enhanced the voltage profile and reduced
active losses more than PQ node model. Maya et al. [129] confirmed in
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their study on the impact of distributed generation models that the P|V|
node model perform better than the PQ model in terms of voltage profile
improvement and losses reduction.

The extant literature has generalised the operations of DG models for
all types of DER in the distribution system. This study investigates the
impact of these DG models for single-phase PV system integration with
the grid. The contributions of this chapter are two folds:

• To analyse the impact of spatially distributed single-phase PV sys-
tems on the primary distribution network using a typical school load
profile and solar irradiance data with a five-minute resolution to cap-
ture the effects of demand and solar PV variability.

• To compare the performance of PQ and P|V| generator models in
terms of the load buses voltage profiles and unbalance, feeder equip-
ment loading, components of power losses and the computational
cost required for a converged power flow solution.

4.2 Load and solar PV modelling

4.2.1 Load modelling

The distribution system loads are represented by the complex power con-
sumed specified as the peak diversified demand [122]. The demand of the
system considered in this study follows a typical normalized school load
pattern with a peak demand during the mid-day. A five-minute resolution
data provided in [130], which represents daily electrical energy usage in
Wellington, New Zealand has been used for a typical school load profile.
The load factor (LF ) is defined as the ratio of the area under the load de-
mand curve in p.u. to the total period [131]. The LF for this scenario is
0.748.
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LF =
24∑
t=1

p.u.load demand (t)
24

(4.1)

Also, the time-varying and voltage dependent load model as given in [41],
[132] is expressed as:

Pk(t) = Plk(t) ∗ V xp
k (t) (4.2)

Qk(t) = Qlk(t) ∗ V xq
k (t) (4.3)

where Pk andQk represent the active and reactive power injections respec-
tively at bus k, Plk and Qlk are the active and reactive load at bus k with
reference to the nominal voltage, Vk is the bus k voltage, xp and xq are the
active and reactive load voltage exponents respectively . The values of xp
and xq are given in Table 4.1 [132], [41].

Table 4.1: Load types and corresponding voltage exponents

Load types xp xq

Constant 0 0
Industrial 0.18 6.00

Residential 0.92 4.04
Commercial 1.51 3.40

4.2.2 Solar PV renewable resource modelling

Solar irradiance modelling

The inherent variability of solar PV is modelled using the Beta distribu-
tion probability density function (PDF) [41], [133], [134]. The irradiance
data within the same hour over a number of days usually forms a bimodal
probability density function bounded within finite limits. The PDF of solar
irradiance, g, over a specified period is given as [41], [133], [134]:
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fb(g) =


Γ(α + β)

Γ(α)Γ(β)
gα−1(1− g)β−1 0 ≤ g ≤ 1, α, β ≥ 0

0 otherwise
(4.4)

where fb(g) is the Beta distribution function of g, g is the random variable
of solar irradiance (kW/m2), α and β are shape parameters of the Beta dis-
tribution function which can be expressed in terms of the mean (µ) and
standard deviation (σ2) of g as follows:

β = (1− µ) ∗

[
µ(1 + µ)

σ2
− 1

]
; α =

µ ∗ β
1− µ

The PV module output power, PPV (g), at a given irradiance value is eval-
uated as [133]:

PPV (g) = V (g)I(g) (4.5)

Therefore, the total power output of the PV (PPV,total) is given as:

PPV,total =

∫ 1

0

P (g)fb(g)dg (4.6)

Alternatively, PPV (g) can be expressed as [41], [135], [136]:

PPV (g) = Nmodules ∗ FF ∗ Vpv ∗ Ipv (4.7)

where:

FF =
Vmpp ∗ Impp
Voc ∗ Isc

; Vpv = Voc − Tv ∗ Tcell

Ipv = g[Isc + Ti ∗ (Tcell − 25)] ; Tcell = Tamb + g

[
NOT − 20

0.8

]
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FF = fill factor

Impp = current at maximum power point (A)

Isc = short-circuit current (A)

N = Number of PV modules

Tamb = ambient temperature (0C)

Tcell = cell temperature (0C)

Ti = current temperature coefficient (A/0C)

Tv = voltage temperature coefficient (V/0C)

Vmpp = voltage at maximum power point (V)

Voc = open-circuit voltage (V)

The expected PV output with respect to the irradiance data depicted in
Figure 4.1 is calculated using (4.7) and shown in Figure 4.2. As expected,
the maximum power output is 4.6 kW at noon time.

Figure 4.1: A typical daily solar irradiance with five-minute resolution
during autumn in Wellington

4.3 Distributed generation models

In power flow studies, PV-DG can be modelled as PQ and P|V| nodes de-
pending on the type and utility interface used in connecting to the grid
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Figure 4.2: Expected daily PV array output

[129]. The PV-DG connection to the grid can be wye or delta with different
bus voltages.

4.3.1 Constant PQ node model

For this type of node, the PQ injections from the PV-DG are represented as
negative loads and the current injections for wye and delta connection are
given by [122]:

IphLk =

(
Sph−nk

V ph−n
k

)∗
(4.8)

where IphLk is the line currents for wye-connected load at node k.

IphLk =

(
Sph−phk

V ph−ph
k

)∗
(4.9)

where IphLk is the current magnitude for delta-connected load at node k.
The positive-sequence representation of a PQ node represents a constant
power source with a reactive power equal to one-third of the total three-
phase reactive power supplied to the grid by the PV-DG [124].
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4.3.2 P|V| bus model

DG operating as a P|V| node injects constant active power at a specified
terminal voltage [123], [137]. However, an iterative procedure is required
to maintain the specified voltage magnitude and monitor the DG’s reactive
power capability. The steps are outlined as follows [123], [126]:

1. At iteration τ and reactive power set to zero, the positive sequence
voltage magnitude mismatch for all P|V| nodes is given as:

∆V τ
k = |V sc

k |−|V τ
k | 6 ξ ∀k ∈ S: = {1, ..., n} (4.10)

where |V sc
k | is the scheduled or specified voltage magnitude for bus

k. For possible mismatches exceeding the threshold, ξ, the next step
is carried out.

2. Calculate the reactive current injection for P|V| node by the following
expression:

ZkS ∗ IτkQ = ∆V τ
k (4.11)

where ZkS is a positive sequence constant real impedance matrix
known as the P|V| node sensitivity matrix, with dimension same as
the number of P|V| nodes. IτkQ is the positive sequence reactive cur-
rent injection which gives a linear approximation necessary to elimi-
nate the voltage magnitude mismatch. The reactive current injection
at bus k is therefore given as:

IτkQa = |IkQ|τ∗ej(900+δvka)

IτkQb = |IkQ|τ∗ej(900+δvkb)

IτkQc = |IkQ|τ∗ej(900+δvkc)

(4.12)

where δvka, δvkb, and δvkc are voltage angles of the converged three
phases of the P|V| bus at node k.
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3. Since a constraint is applied to the amount of reactive power supply
from the DG, it is important to calculate this amount using the P|V|
node voltage and the new current injection using this equation:

Q
′τ
kG = imaginary(VkaI

′ ∗
ka)

τ+imaginary(VkbI
′ ∗
kb )

τ+imaginary(VkcI
′ ∗
kc )

τ

(4.13)
At the P|V| bus k, the new current injection is the addition of the
required reactive current and load current injections given as:

I ′ka
τ

= IτkQa + Iτka

I ′kb
τ

= IτkQb + Iτkb

I ′kc
τ

= IτkQc + Iτkc

(4.14)

For each phase, the total reactive current the DG can inject into the
grid before exceeding its limit is calculated by:

IkQ =
QkG/3

|Vk|
(4.15)

where QkG is the total three-phase reactive power injected by the DG
unit at node k.

4. The amount of QkG is then compared with limits specified using
this expression: Qmin

kG <Qτ
kG<Q

max
kG

Within the given constraint, the DG is not permitted to exceed the maxi-
mum reactive power specified, and outside these limits the DG reverts to
a PQ node. The above steps are repeated until the voltage magnitude of
all the P|V| nodes is less than the tolerance value.
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4.4 Problem formulation

The penetration of a distributed single-phase PV systems in the distribu-
tion network has varied impacts depending on the interconnection model,
size and location of the PV-DG on the network. A very common adverse
effect of large numbers of such PV-DG is increase in unbalance in the net-
work, with random deployments over the three phases [33], [30]. The
probability that N units of these systems are all in the same phase is given
as [33]:

Pr(N) = 3(1−N) (4.16)

Therefore, it as apparent from (4.16), that as the number of units in-
creases, the probability of being on the same phase also decreases. For
instance, if N is set to values of 4, 8 and 12, the probability that these units
will be on the same phase equals to 3.7%, 0.046% and 0.00056% respec-
tively. Generally, this leads to an unequal distribution of these single-
phase units over the three phases and therefore, the system unbalance
remains. However, with small sized PV-DG, overload and power losses
(such as active load, reactive load and line losses) decrease, due to load
current reductions. Also, the penetration of PV-DG within the hosting
capacity of the feeder will offset active power flow, which invariably en-
hances the voltage stability [33].

4.4.1 PV-DG impacts on the distribution network

Equipment overloading and Power losses

Equipment overload and power losses on the distribution network de-
pend on the rms value of the current [33]. The proliferation of PV-DG
now brings generation closer to the end-use points which reduces the risk
of high voltage levels and losses due to distance commonly experienced
in the traditional network.The PV-DG can be used to offset the magnitude
of the load current flow in a distribution grid as a current injection source,
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which eventually reduces the overall feeder loading [54].
The total power loss without PV-DG over all the feeder sections inte-

grated over time, Sloss,WOPV , assuming a constant value of resistance per
unit length across the entire feeder, can be expressed as [33]:

Sloss,WOPV =
N∑
j=1

∫ T

0

[Ij(t)]
2dt (4.17)

However, with PV-DG present, total power loss, Sloss,WPV , becomes:

Sloss,WPV =
N∑
j=1

∫ T

0

[Ij(t)− Ij,PV (t)]2dt (4.18)

Subtracting (4.18) from (4.17) leads to power losses reduction, given as:

∆Sloss =
N∑
j=1

∫ T

0

Ij,PV (t)[2Ij(t)− Ij,PV (t)]dt (4.19)

whereN , Ij , Ij,PV and ∆Sloss respectively represent the number of branches,
branch “j” current magnitude, PV-DG current injection at branch “j” and
power loss reduction.

Therefore, due to current reductions at penetration levels within the
hosting capacity of the feeder, PV-DG can be used to relieve the capacity
of the power deliver system (equipment) and reduce power losses through
current injections.

In addition, total system losses can be calculated as follows [138], [139]:

PL + jQL =
N∑
k=1

VkI
∗
k (4.20)

The power loss of a line section connecting buses j and j + 1 without PV-
DG is expressed as:

PL(j, j + 1) =

[
P 2
j +Q2

j

|Vj|2

]
∗Rj (4.21)
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The total active power loss without PV-DG, PT,L, of the entire line sections
of the feeder is expressed as:

PT,L =
N∑
j=1

[
P 2
j +Q2

j

|Vj|2

]
∗Rj (4.22)

However, with PV-DG connected at bus j+1 (represented asm), the active
and reactive power flow from the source to this bus reduces as a result of
the active and reactive power injections at the bus, while the power flows
in other sections remains the same. Therefore, the basecase active power
loss equation (4.22) with PV-DG installation is now rewritten as [41], [53]:

PPV,L =
m∑
j=1

[
(Pj − Ppv,m)2

|Vj|2

]
∗Rj +

N∑
j=m+1

[
P 2
j

|Vj|2

]
∗Rj +

m∑
j=1

[
(Qj −Qpv,m)2

|Vj|2

]

∗Rj +
N∑

j=m+1

[
Q2
j

|Vj|2

]
∗Rj

(4.23)

Substituting (2.10) and (4.22) into (4.23), PPV,L becomes:

PPV,L =
m∑
j=1

[
P 2
pv,m − 2PjPpv,m

|Vj|2

]
∗Rj +

m∑
j=1

[
α2
mP

2
pv,m − 2QjαmPpv,m

|Vj|2

]
∗Rj

+
N∑
j=1

[
P 2
j +Q2

j

|Vj|2

]
∗Rj

(4.24)

PPV,L =
m∑
j=1

[
P 2
pv,m − 2PjPpv,m

|Vj|2

]
∗Rj+

m∑
j=1

[
α2
mP

2
pv,m − 2QjαmPpv,m

|Vj|2

]
∗Rj+PT,L

(4.25)
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The net real power loss reduction, ∆PL, is the power loss difference be-
tween pre- and post-PV-DG installation.

∆PL =
m∑
j=1

[
P 2
pv,m − 2PjPpv,m

|Vj|2

]
∗Rj +

m∑
j=1

[
α2
mP

2
pv,m − 2QjαmPpv,m

|Vj|2

]
∗Rj

(4.26)
For positive value of ∆PL, it indicates that the active power loss is reduced
with PV-DG integration, while negative ∆PL implies active power loss
increases with PV-DG. Also, the total basecase reactive power loss across
the all feeder sections is given as:

QT,L =
N∑
j=1

[
P 2
j +Q2

j

|Vj|2

]
∗Xj (4.27)

Similarly, with reference to (4.27), the total reactive power loss with with
PV-DG installation is expressed as:

QPV,L =
m∑
j=1

[
P 2
pv,m − 2PjPpv,m

|Vj|2

]
∗Xj+

m∑
j=1

[
α2
mP

2
pv,m − 2QjαmPpv,m

|Vj|2

]
∗Xj+QT,L

(4.28)
Also, the net reactive power loss reduction, ∆QL, is the reactive power loss
difference between pre- and post-PV-DG installation.

∆QL =
m∑
j=1

[
P 2
pv,m − 2PjPpv,m

|Vj|2

]
∗Xj +

m∑
j=1

[
α2
mP

2
pv,m − 2QjαmPpv,m

|Vj|2

]
∗Xj

(4.29)
where Pj and Qj represent active and reactive power injections at the jth
bus respectively, Ppv,m and Qpv,m are PV-DG active and reactive power in-
jections at the (j + 1)th bus respectively and |Vj| and N represent voltage
magnitude at the bus j and number of buses respectively. A positive value
of ∆QL, indicates that the reactive power loss is reduced with PV-DG in-
tegration, while negative ∆QL implies reactive power loss increases with
PV-DG.
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4.4.2 Voltage unbalance

The penetration of distributed single-phase PV-DG in the unbalanced ac-
tive distribution network can increase the existing unbalance by injecting
power only on one phase of the feeder [30]. IEEE Standard Test Proce-
dure for Polyphase Induction Motors and Generators defines Voltage un-
balance, Vunb, as [140]:

Vunb =
max. voltage deviation from the average voltage

average voltage
∗ 100 (4.30)

Moreover, even without possible violation of the ANSI C84.1-2006 lim-
its, high Vunb can still exist [30]. The random distribution of these units re-
sults in negative-sequence current, which increases the unbalanced negative-
sequence voltage [33]. At unacceptable high values (2.5 - 3 %), voltage un-
balance can cause three-phase equipments such as the large chiller com-
pressor to overheat and eventually stalls its operation [30]. Furthermore,
depending on the location and size of the integrated PV-DG, the Vunb can
either increase or decrease [56]. Also, Vunb tends to be more severe at the
end of the feeder than at the beginning, which posses a serious opera-
tional issue for three-phase motors and other multi-phase utilization de-
vices [30], [56], [59].

4.5 Case study

In this study, the IEEE-13 distribution test feeder is used to investigate
the impact of distributed single-phase PV systems as shown in Figure 4.3.
The test bus is a relatively highly loaded feeder with a peak demand of
3466 kW and 2120 kVAr [141], following the normalized load curve as
shown in Figure 4.4. Normalized five-minute irradiance data (shown in
Figure 4.5) and school load profile are incorporated into the 13-bus model
to investigate the associated impacts. The operating voltage constraint is
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between 0.95 and 1.05 p.u [30]. 10 kWp solar PV systems (modelled as
negative loads) are connected to 14 single-phase load nodes of the base-
case network model through single-phase power converters operating at
0.985 power factor. The converters are oversized by 10% to ensure maxi-
mum real power from the PV array while supplying reactive power [57].
Also, the load buses connecting the PV systems are modelled as PQ and
P|V| buses. The values of the active power for each load bus are given in
Table 4.2.
The penetration level, PL, of the PV systems within the distribution net-
work is defined as [54], [142]:

PL =

∑n
k=1 Pk,PV
Pfdr,peak

(4.31)

where n is the total number of PV units on the feeder, Pk,PV represents the
power rating (DC) of kth PV unit connected to the feeder and Pfdr,peak is
the peak active load on the feeder.

Figure 4.3: The modified IEEE-13 bus test network with single-phase PV
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Figure 4.4: Normalized load profile of a school

Figure 4.5: Normalized daily irradiance with five-minute resolution

Table 4.2: Single-phase load buses of IEEE-13 test network

Bus Load (kW) Connection Bus Load (kW) Connection
634a 160 Wye 675a 485 Wye
634b 120 Wye 675b 68 Wye
634c 120 Wye 675c 290 Wye
645 170 Wye 611 170 Wye
646 230 Delta 652 128 Wye
692 170 Delta 670a 17 Wye
670c 117 Wye 670b 66 Wye

4.6 Simulation results and discussion

A 24-hour time series power flow is performed in Open-source distribu-
tion system simulator (OpenDSS) with varying demands and distributed
single-phase PV-DG systems on the IEEE-13 bus test network.
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4.6.1 Solar generation

The resulting generation from the PV-DG installed at the single-phase load
buses listed in Table 4.2 are shown in Figure 4.6. The profiles (for buses
645 and 670) show solar PV generation as negative load, which represent
a typical generation profile at the listed load buses.

(a) PQ injections at bus 645 (b) PQ injections at bus 670

Figure 4.6: A typical active and reactive power injections at all single-
phase load buses

4.6.2 The impact of distributed single-phase PV systems

The impacts of solar generation profiles spatially distributed in the distri-
bution network are presented as follows:

Voltage impact

The PV-DG has a more direct impact on the voltage under different load-
ing conditions of the distribution feeder phases. Figure 4.7 shows the volt-
age profile across the entire feeder with the blue and black phases being
the heavily phases, and the red phase is the lightly loaded phase.

The branches in the profile represent power flow from one bus to an-
other as depicted by the green line on the black phase. As expected of a
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Figure 4.7: Voltage profile along the feeder

radial feeder, there is a voltage drop along the feeder as the distance from
the substation increases.

The voltage profile for buses on the heavily loaded black phase is shown
in Figure 4.8. These profiles show an interesting characteristics of the PQ
and P|V|models. At peak period when most loads are turned on (7 - 10:30
am), the PQ model drops the voltage, while there is a consistent increase
in voltage profile in the case of the P|V| model (this model assumes that
DG to be equipped with a voltage regulator and active power controller
[117], [118]) during hours of insolation.

Also, for the lightly loaded red phase, the voltage profiles of the buses
on this phase are shown in Figure 4.9. In this case, the PQ model enhanced
the profile slightly while P|V| model increased the voltage profile signifi-
cantly during the hours of insolation.

Voltage unbalance

Voltage unbalance impact is one of the limiting factors in the deployment
of single-phase PV-DG in the unbalanced active distribution network. Single-
phase PV-DG can either increase or decrease voltage unbalance depending
on its size and location. A striking feature of the models during peak de-
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(a) Voltage profile at bus 611 (b) Voltage profile at bus 634

Figure 4.8: Voltage profiles of buses on the heavily loaded black phase

(a) Voltage profile at bus 670 (b) Voltage profile at bus 646

(c) Voltage profile at bus 645 (d) Voltage profile at bus 634

Figure 4.9: Voltage profiles of buses on the red phase
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mand between 7 to 10:30 am is shown in Figure 4.10. At this time, the PQ
model increases the unbalance and then decreases gradually, while P|V|
model reduced the unbalance during this period and then maintained a
constant value above the basecase. Generally, high value of voltage unbal-

(a) Voltage unbalance at bus 634 (b) Voltage unbalance at bus 675

(c) Voltage unbalance at bus 670

Figure 4.10: Voltage unbalance at 634, 675 and 670 buses

ance occurs during the peak demand period and peak sun hours which
happens during the mid-day.

Equipment loading and power losses

The distribution system loadability is also improved with the PV-DG. As
a result of the current reduction by (4.21), the equipment loading capacity
has been relieved and the loading margin improved with the PV-DG. This
is a pivotal value attribute of the PV-DG because a severe voltage drop
occurs at load nodes where the peak loading point is reached [143]. How-
ever, in this case, the performance of the P|V| model is better than that of
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the PQ model. During the peak period from the school’s profile, the P|V|
model produced a greater loading margin for the entire feeder than the PQ
model as shown in Figure 4.11.

Figure 4.11: PV-DG impact on the equipment overloading

Power losses

The contribution of distribution system to power losses is about 70% [144],
which makes loss reduction critical in order to improve the utility’s energy
efficiency. In addition, electrical losses result in high energy demand and
increase in load current across system components which can eventually
cause a rise in the cost of electricity generation [139]. Moreover, from the
load current offset by (4.21), the power losses in the distribution grid due
to power flow through the loads, lines and transformers are reduced. The
P|V| model produced lower active, reactive load and line losses than the
PQ model as shown in Figures 4.12.

Computational cost

The total number of iterations for a converged power flow solution us-
ing the P|V| generator model was two iterations while the PQ model con-
verged after four iterations. Also, the number of iteration for control oper-
ations was one iteration for the P|V| model and two iterations for the PQ



The impact of single-phase grid-connected PV 87

(a) Active load losses (b) Reactive load losses

(c) Line losses

Figure 4.12: Feeder power losses
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model. This is because the P|V| bus has a regulation scheme for maintain-
ing the specified voltage magnitude within the reactive power limits.

4.7 Chapter summary

In this chapter, impacts of single-phase PV-DG models distributed in the
unbalanced active IEEE-13 distribution test network are investigated. A
five-minute demand profile and solar irradiance data are incorporated in
order to show the effects of the time-varying nature of load and solar in-
termittency.

Results obtained show that the P|V| generator model performs better
than the traditional PQ model for PV-DG integration with the distribution
network in terms of equipment loading, feeder current, voltage profile
and power losses offset. Although single-phase PV-DG would normally
lead to increase in voltage unbalance, this also is a function of size, loca-
tion, generator model and load situation. From the results obtained, P|V|
model performs better during the early morning hours when the school’s
demand surges and maintains a value above the basecase, while the PQ
model increased the unbalance over the time period with a significant
spike during early morning hours. Also, the P|V|model converges quickly
than the traditional PQ model with reduced number of iterations lower-
ing the computational cost of analysing the evolving active distribution
network for power system planners.

In addition, it is observed that since the school’s demand and solar
generation peaks match, the power produced from the solar PV can be
used to offset the local and system-wide demand especially during peak
hours and therefore, helps to reduce the burden on the power system and
enhance its reliability while creating an energy self-sufficient society.
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4.8 Next chapter

The capacity value of PV system is a function of the coincidence of its out-
put and load demand. The next chapter presents a proposed method for
the computation of the incremental capacity additions and measurement
of the period of upgrade deferral provided by PV systems to the distribu-
tion system. These analysis are carried out using the IEEE-13 and 34 bus
networks representing typical heavily and lightly loaded systems.



90 Chapter 4



Chapter 5

Grid capacity released analysis
and incremental addition
computation for planning

This chapter presents a network released capacity analysis for the power
delivery system of the distribution grid, and the computation of the incre-
mental capacity addition provided by an optimally deployed photovoltaic
(PV) system in the IEEE 13 and 34 test feeders. Also, in this chapter a
method capable of measuring risk and upgrade deferral in the evolving
active distribution system planning (ADSP) using two energy quantities,
Energy Exceeding Normal (EEN) and Unserved Energy (UE), is presented.
The results in this study have been have been peer-reviewed and pub-
lished in [21], [22]

5.1 Introduction

The intrinsic strong correlation that exists between network capacity and
reliability gives the inclusion of renewable distribution generation (DG)
and the evaluation of their additional load serving capacity a prime place
in the emerging ADSP [15], [145].

91
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The evolution of conventional planning practices is pivotal in order
to accelerate the graceful adoption of this new technology in the electric
power system (EPS). This is a very fundamental step with the most strate-
gic impact in distributed generation (DG) uptake. Furthermore, to allow
full integration of these intermittent power sources, their inclusion at early
stages during the planning process and demand growth forecast is very
important [146].

However, with the growth and increasing presence of PV-DG within
the area EPS, utilities are still not clear as to how DG are to be treated in
the planning process, and the computation of their incremental capacity
additions remains a critical issue [15]. Three major factors in distribution
system planning include peak load serving capacity, cost and reliability of
service [147]. Also, having sufficient capacity to provide peak load relief
remains an age-long problem in distribution planning [148]. Although
the planning value of renewable DG is a function of time and location,
however, the major challenge is the computation of the additional load
serving capacity provided by these power sources [16], [145].

The existing literature proposes different metrics for determining the
capacity contributions of variable power sources such as the equivalent
conventional power (ECP), peak load carrying capability (PLCC), effec-
tive load carrying capability (ELCC), equivalent firm power (EFP), load
duration capacity (LDC) and demand time matching (DTIM) [149], [150],
[151], [152], [153]. Garver [154] estimated the ELCC of generating units
by introducing a new parameter which is used to characterize the loss-of-
load probability as a function of reserve megawatts. Once the parameter
is determined, the ELCC of the new generating system can be related to
its rating and forced outage rate. Abudullah et al. [147] presented the ca-
pacity deferral credit computation of renewable DG systems using a mod-
ified load adjustment method to determine their ELCC. Also, in another
study, Abudullah et al. [149] proposed a noniterative analytical method
to determine the PLCC and ELCC of conventional and renewable power
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sources. The result showed that the higher the correlation between load
demand and renewable generation units, the higher the ELCC, and vice
versa. Dragoon et al. [155] presented a simplified analytical probabilistic
method which maintains the network resource adequacy and evaluates
the peak load carry capability of the incremental generating systems.

D'Annunzio et al. [156] proposed a non-iterative approach used to
evaluate the ELCC of a wind farm and Hasche et al. [157] presented a
methodology to identify the minimum amount of data needed to com-
pute the capacity value of wind power. Madaeni et al. [152], [158], [159]
presented a comparison of methods such as the computationally inten-
sive statistical and approximation approaches used to compute the capac-
ity value of solar PV systems. Analysis presented showed that some ap-
proximation methods produced similar ELCC when compared with the
reliability-based methods.

Other related studies in [17], [160], [161] have also computed the ca-
pacity value of renewable DG such as wind and solar PV using the ELCC
metric which demands substantial system reliability modelling and esti-
mation of detailed reliability-based indices.

Further, the extant literature presents capacity value computation in
terms of ELCC without considering the impact of integrating renewable
DG systems on the loading (ratings) of the power delivery system. Violat-
ing capacity constraints of the power deliver elements (PDE) such as lines,
loads, transformers and switches can degrade network reliability. This is
due to the strong correlation that exists between capacity and network re-
liability, especially if the PDE loading is close to system constraints [15].
Also, utility distribution planners may not be too comfortable with abso-
lute probabilistic planning or approximation approaches but would rather
prefer to subscribe to concrete limits [162].

This study proposes a method capable of computing the incremental
capacity additions, measuring risks and upgrade deferral provided by PV
systems deployments. This method includes surrogate metrics, energy
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exceeding normal rating and unserved energy, for evaluating system reli-
ability and capacity usage. The contributions of this chapter is as follows:

• Sensitivity analysis for optimal deployment of a PV-DG plant on
IEEE 13 and 34 test feeders.

• Risk and upgrade deferral measurements for both networks using
energy quantities - EEN and UE.

• Evaluation of the additional load serving capacity provided by the
PV-DG for network planning.

5.2 Energy quantities for incremental capacity mea-

surement

The two fundamental energy metrics used in measuring risk and the im-
pact on system capacity are [15], [148], [16], [145], [162], [163]:

• Energy Exceeding Normal (EEN): This is the energy served above
the “Normal” limits or ratings of the PDE over a certain period of
time as shown in Figure 5.1. As an index value used to trigger plan-

Figure 5.1: Energy Exceeding Normal (EEN) and Unserved Energy (UE)
concepts

ning studies, it is a key metric for assessing the potential value of
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a renewable DG integrated with the area EPS. Also, it is referred to
as the energy at the risk of being unserved when the “Normal” firm
limit is violated. In addition, EEN plots show how much of the sys-
tem capacity is being utilized. Furthermore, it is important to note
that the EEN index does not provide a direct assessment of system
reliability, however, it is referred to as a surrogate for evaluating reli-
ability of the design utilized by distribution planners. The “Normal”
limit is used in comprehensive planning studies to evaluate the risk
of reliability issues with the PDE.

• Unserved Energy (UE): This is the energy estimated to exceed the
“Emergency” or “Maximum” rating or limits of the power delivery
system as shown in Figure 5.1. The maximum rating, with little en-
gineering tolerance, once violated leads to load shedding and UE,
which has to be curtailed immediately to reduce power to a con-
venient level. Moreover, from the EEN and UE plots, distribution
planners can visualize the nature and degree of the capacity prob-
lem being faced.

The energy meter connected at the feeder head sweeps along its zone
and queries the PDEs for power values above the normal and maximum
limits. Further, the EEN and UE are calculated by computing the amount
of power exceeding the PDE ratings in comparison with the normal and
emergency ratings. The power obtained is then integrated to get energy
values [15], [162].

5.3 System released capacity and loss analysis

Power delivery system overload and losses depend largely on the RMS
value of the current flow through the PDE. An overload condition is more
likely to occur with the peak values of the current while all values of cur-
rent contribute to the total system losses [33]. However, a good PV-DG
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application within the traditional electricity grid can result in system ca-
pacity relief (or release) in terms of overload and power loss reduction
through current offset. This has been shown in the previous chapter from
equation (4.17) to (4.19).

Also, the current reduction ensures that the maximum power flow af-
ter PV-DG integration is less than the basecase and therefore, avoiding
the violation of the overload limits of the PDE. This makes PDE capac-
ity release and loss reduction possible with an optimal PV-DG application
through current injections at different penetration levels. Furthermore, for
a branch j on a radial feeder with an active power flow only, the total real
power flow before PV-DG integration is [33]:

Pj(t) = P dem
j (t)− P gen

j (t) (5.1)

In order to prevent an overload of the power delivery system after PV-DG
connection the following criterion must be satisfied:

P pvmax
j (t) < P dem

j (t) (5.2)

This implies that the maximum active power flow with PV-DG present
should be less than the basecase demand to prevent an overload of the
power delivery element.
where Pj(t) is the total real power flow through branch j, P dem

j (t) repre-
sents the total downstream real power demand at branch j, P gen

j (t) is the
total downstream real power produced at branch j and P pvmax

j (t) indicates
the PV total downstream real power injection at branch j.

In addition, considering a scenario of both real and reactive power flow
for a section of the distribution network, the permissible (apparent) power
without PV-DG is given as:

Sk,WOPV = Pk + jQk =
√
P 2
k +Q2

k (5.3)

With PV-DG present, the apparent power becomes:



Grid capacity released analysis 97

Sk,WPV =
√

(Pk − PPV )2 + (Qk −QPV )2 (5.4)

The risk of power delivery system overload is reduced with the penetra-
tion of PV-DG as long as the following expression is satisfied:

Sk,WPV < Sk,WOPV (5.5)

Also, equation (5.4) shows that the condition in (5.5) can be easily satisfied
if power injections are optimized , i.e., values of (Pk − PPV,k) and (Qk −
QPV,k) are minimum.

5.4 Optimal sizing and placement of PV-DG

5.4.1 Optimal sizing

In order to obtain the optimal size of the PV-DG which ensures that power
losses are minimized at any bus k on the distribution network, the partial
derivative of the apparent power loss with respect to the active power in-
jections from the PV-DG at the specified bus is calculated as follows [138],
[164]:

Ploss =
N∑
k=1

N∑
m=1

{αkm[PkPm +QkQm] + βkm[QkPm − PkQm]} (5.6)

Equation (5.6) is commonly referred to as the “exact loss” formula. The
reactive power injections from the PV-DG can be expressed in terms of the
active power injections as given in (5.7)

QPV,k = µPPV,k (5.7)

where:
µ = ±tan [cos−1(PFpv,k)], positive µ implies the PV-DG is injecting reactive
power and negative for absorbing reactive power, and PFpv,k is the PV-DG
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operating power factor at bus k.
The real (Pk) and reactive power (Qk) injections at bus k are given as fol-
lows:

Pk = PPV,k − Pload,k (5.8)

Qk = QPV,k −Qload,k = µPPV,k −Qload,k (5.9)

where Pload,k and Qload,k are the load active and reactive power at bus k
respectively. Substituting Eqs. (5.8) and (5.9) in (5.6), it becomes:

(5.10)Ploss =
N∑
k=1

N∑
m=1

{αpkm[(PPV,k − Pload,k)Pm + (µPPV,k −Qload,k)Qm]

+ βpkm[(µPPV,k −Qload,k)Pm − (PPV,k − Pload,k)Qm]}

The injection of power from the PV-DG is expected to reduce power
flow and system losses. However, if the power supply from the PV unit is
greater than the optimal size, a reverse power flow condition occurs which
could affect the operation of the network protecting and voltage regulating
devices [30].

PV-DG size is varied in MATLAB and OpenDSS environment to deter-
mine its optimal size subject to voltage and basecase loss constraints. At
each bus location, the variation of the DG size produces a power loss vari-
ation pattern. As depicted in Figure 5.2, remote buses produced greater
loss reduction than buses close to the feeder source as DG sizes are varied.
This shows that PV-DG siting on the feeder determines system loss mini-
mization. Optimal DG sizes at various buses are obtained at the point of
minimal losses in the curves.

Also, as depicted in the plot, the optimal DG sizes varied with each
bus and thus, showing that DG deployments have locational impact on
the variation of power loss.
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Figure 5.2: Power loss variation curves for all buses on the test feeder

5.4.2 Optimal placement

The problem of determining the most suitable site for DG placement can
be formulated as a minimization of power losses [165], [166]. This is de-
fined as:

minimize Σ(PL + jQL) (5.11)

Subject to the following constraints:

PGk − PLk = Pk active power balance at bus k

QGk −QLk = Qk reactive power balance at bus k

Vk,min ≤ Vk ≤ Vk,max voltage level at bus k∑
km

Ploss,G ≤
∑
km

Ploss real loss limit in the line from bus k to m∑
km

Qloss,G ≤
∑
km

Qloss reactive loss limit in the line from bus k to m

ikm ≤ ikm,max line current limits from bus k to m

Skm ≤ Skm,max branch power flow limits from bus k to m

where PGk andQGk represent active and reactive power generation respec-
tively at bus k. PLk and PLk are active and reactive loads respectively at
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bus k. Ploss,G and Qloss,G are active and reactive power losses respectively
with DG. Ploss and Qloss are active and reactive power losses respectively
without DG.

Further, two sensitivity indices have been used to optimally site the
PV-DG on the distribution test systems. They are the voltage sensitivity
index (VSI) and loss sensitivity index (LSI). The sensitivity data, used for
network conceptualization of the impact of system modifications, can be
obtained from the Newton-Raphson load-flow and perturb-and-observe
algorithms [167], [168], [169]. The former is an iterative load-flow tech-
nique which provides sensitivity data from the inverse of the standard
Jacobian matrix used to estimate the network bus voltages, given as:

[
∆δ

∆V

]
=

[
∂P
∂δ

δP
∂V

∂Q
∂δ

δQ
∂V

]−1 [
∆P

∆Q

]
(5.12)

where ∆δ and ∆V are the absolute changes in phase and voltage respec-
tively. ∆P and ∆Q are the active and reactive power injections.

However, the classical Newton-Raphson approach is computationally
complex [169], does not allow the calculation of sensitivities against posi-
tions of transformer tap-changers [168] and with sensitivity data seldom
accessible in modern power system planning software [167]. On the other
hand, although the perturb-and-observe algorithm takes time due to the
need to re-compute the system state for every modification at each bus,
it uses existing models and simulators while allowing more application-
specific and time-saving simulation approaches to be chosen [167]. There-
fore, in this study, the perturb-and-observe network algorithm, as docu-
mented in Algorithm 1 [167], is used to generate the voltage (∂|V |/∂Pk
and ∂|V |/∂Qk) and loss (∂PL/∂Pk and ∂QL/∂Qk) sensitivities.
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Algorithm 1 Perturb-and-Observe Algorithm to Generate Sensitivity

1: Assuming there are no angle related issues, obtain basecase voltage
magnitudes, |V0|, for the feeder.

2: for each bus k on the feeder, do
3: Add a DG with a predetermined value, ∆P , to the target bus
4: Re-run power flow simulation to obtain the new set of voltage

magnitudes |V1|
5: Find ∆|V |= |V1|−|V0|
6: Obtain ∆|V |/∆P for approximated values of ∂|V |/∂Pk
7: Repeat for DG with a predetermined value, ∆Q, to the target bus
8: end for

5.5 Annual load and irradiance characteristics

5.5.1 Yearly load characteristics

Annual simulations are carried out using a commercial demand profile
(obtained from the Electric Power Research Institute (EPRI) [162]) as shown
in Figure 5.3, representing daily energy usage in p.u. for each month of the
year. Also, there are significant peaks in the load curve at the beginning
and middle of the year. These occur mostly during the middle of the day,
signifying that the entire system would benefit from a DG (such as the so-
lar PV-DG) capable of offsetting peak demand during the middle of the
day.

5.5.2 Solar generation characteristic

Figure 5.4 shows an annual irradiance characteristic (obtained from [170])
with consistently significant peaks during the middle of the day. The load
and irradiance profiles coincides approximately well, signifying that the
PV-DG output can provide significant capacity relief for power delivery
systems in the distribution network.
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Figure 5.3: Annual energy demand profile

Figure 5.4: Annual irradiance profile
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5.6 Case study and simulation results

5.6.1 IEEE 13-bus test feeder

The buses in the test network (depicted in Figure 5.5) are ranked using the
loss and voltage sensitivity indices in order to optimally site the PV-DG
system on the network as shown in Figure 5.6.

Figure 5.5: Modified IEEE 13-bus test feeder. The modification refers to
the presence of PV-DG

(a) Loss sensitivity (b) Voltage sensitivity

Figure 5.6: Loss and voltage sensitivities

Bus 671 is selected, although not the highest ranked node, because it
is a 3-phase delta connected spot load on the network, and a three-phase



104 Chapter 5

centralized PV unit is installed at this bus.

5.6.2 IEEE 34-bus test feeder

Also, simulations are carried out on the IEEE-34 distribution test feeder
as shown in Figure 5.7 with a total load of 1769 kW and 1044 kVAr [171]
and following the load profile as shown in Figure 5.3. This test feeder,
with spot and distributed loads, is a long lightly loaded system located
in Arizona. In addition, it has two different operating voltages of 24.9
kV and 4.16 kV [171]. With loss and voltage sensitivity indices, bus 890

Figure 5.7: Modified IEEE 34-bus test feeder. The modification refers to
the presence of PV-DG

located towards the end of the feeder emerged as the highest ranked node
and would be referred to as the “sweet or helpful spot”on the test system
as depicted in Figure 5.8.

5.7 Simulation results and discussion

In order to evaluate capacity contributions of the PV-DG to the distribu-
tion network at different penetration levels, a multiyear simulation study
considering a yearly load growth is carried out on the IEEE 13 and 34 test
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(a) Loss sensitivity (b) Voltage sensitivity

Figure 5.8: Loss and voltage sensitivities

systems. For a typical year, an annual 8760-hour simulation over the com-
plete load curve is performed using the open-source distribution system
simulator (OpenDSS).

5.7.1 Basecase EEN

The basecase EEN 3-D plots as shown in Figure 5.9 capture all the peak
load demand hours over several months and seasons of the year. Also,
they indicate periods when the systems are most constrained, which are
during the mid day and occurring at the beginning-, mid- and slightly at
the end of year.

These plots indicate how much capacity of the power delivery system
in the distribution network is being utilized. For IEEE 13-bus as a heavily
loaded feeder, Figure 5.9 shows that a greater portion of the system capac-
ity is being used when compared with the IEEE 34 having the same load
profile. This makes capacity issues critical for distribution planners in a
more heavily loaded distributed system.

The sharpness of these peaks which occurs mostly during the mid-day
period suggests that a good PV-DG application has the capacity to offset
the demand and provide peak load relief with incremental capacity ad-
dition to the network. However, the dynamic nature of the distribution
systems with an almost inevitable load growth each year makes a single-
year result insufficient to characterize the network. Figures 5.10 and 5.11
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(a) IEEE 13-bus EEN at peak load (b) IEEE 34-bus EEN at peak load

Figure 5.9: Basecase EEN at peak load for both systems

depict the outcome of a multiyear planning study of the expected increase
of the EEN with a load growth over a 5-year period. Moreover, if dis-
tribution planners refuse to take any precautionary step with respect to
capacity, the possibility of the EEN being off the scale increases with load
growth. These plots are meant to be to be used as visualization tool to help
planners for possible system upgrade. In the conventional practice, engi-
neers would plan for infrastructure upgrade to serve the increase in load
over the entire period. However, the proliferation of DG such as PV could
be deployed to offset demand increase at the levels and periods indicated
in these plots. These basecase plots will be used to compare and measure
capacity, and system relief benefits of the proposed PV-DG at various pen-
etration levels.

5.7.2 EEN offset (capacity release) by PV-DG penetration

This section investigates the impact of the PV-DG integration on the EEN
values at various penetration levels for both test systems.
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(a) EEN at peak load (b) EEN at 1.025 load growth

(c) EEN at 1.05 load growth (d) EEN at 1.075 load growth

(e) EEN at 1.1 load growth

Figure 5.10: A 5-year period growth of EEN for IEEE 13-bus
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(a) EEN at peak load (b) EEN at 1.025 load growth

(c) EEN at 1.05 load growth (d) EEN at 1.075 load growth

(e) EEN at 1.1 load growth

Figure 5.11: A 5-year period growth of EEN for IEEE 34-bus
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15% PV-DG penetration

For both systems, the EEN characteristics reduced significantly as shown
in Figures 5.12 and 5.13 at 15% penetration level. These figures show to
what extent this penetration releases capacity (i.e., decreases EEN) in the
power deliver system. In comparison with the basecase for the IEEE 13-
bus, the EEN reduction ranges from 47.3% to 29.8% at peak load and 1.1
load growth respectively. Also, for the IEEE 34-bus, the EEN value reduc-

(a) 15% PV-DG at peak load (b) 15% PV-DG at 1.1 load growth

Figure 5.12: IEEE 13-bus capacity release with 15% PV-DG

tion ranges from 32.8% to 42.2% at peak load and 1.1 load growth respec-
tively.

Optimal size PV-DG

There is a strong correlation between power losses and system capacity.
This implies that deploying PV-DG with optimal size and location to min-
imize power losses is often near-optimal for system capacity relief issues
as well [16]. For both test systems, the EEN values almost flattened out (as
depicted in Figures 5.14 and 5.15) during the peak sun hours which occurs
mostly between April and September as shown in the irradiance profile in
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(a) 15% PV-DG at peak load (b) 15% PV-DG at 1.1 load growth

Figure 5.13: IEEE 34-bus capacity release with 15% PV-DG

Figure 5.4. The EEN reduction ranges from 90% to 81.1% at peak load and
1.1 load growth respectively for IEEE 13-bus system. Also, for IEEE 34-bus

(a) Capacity release at peak load (b) Capacity release at 1.1 load growth

Figure 5.14: IEEE 13-bus capacity release with optimal size PV-DG

system, the EEN value reduction ranges from 34.9% to 47.1% at peak load
and 1.1 load growth respectively.
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(a) Capacity release at peak load (b) Capacity release at 1.1 load growth

Figure 5.15: IEEE 34-bus capacity release with optimal size PV-DG

Moreover, an interesting observation common to all penetration and
load levels considered is that the distribution test systems experienced
load reduction and capacity release more during the mid-year period with
the greatest amount of solar irradiance as depicted in Figure 5.4. This fur-
ther confirms the fact that, in order to maximize the potential value of a
DG solution in terms of incremental capacity addition and peak load re-
lief, it is pivotal that the proposed DG generate power at proper times and
levels.

However, five instances of demand increase (e.g. within 5 years) may
not be sufficient to characterize the trend for EEN percentage reduction
with load growth. Figures 5.16 and 5.17 represent an extrapolation of
a possible load growth scenario to characterize EEN reduction with the
proposed PV-DG incremental solution over 20 years. Figure 5.16 vividly
shows that the optimal size frees up most of the capacity of the IEEE 13-
bus feeder, and therefore, contributes to the enhancement of the system
reliability.

Also, as shown in Figure 5.17, a 15% penetration can no longer sup-
port further load growth without increasing the EEN above the basecase
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Figure 5.16: IEEE 13-bus EEN reduction with load growth for all PV-DG
cases

value after the 14th year (with 2.385 growth rate) on the IEEE 34-bus sys-
tem. However, 30% and optimal size application can support load growth
beyond the 15% constraint.

Furthermore, as the demand increases, the rating of the PDE rises above
the “Normal” and tends towards the “Emergency” rating as shown in Fig-
ure 5.1.

Results from the multiyear simulation shows this trend as depicted in
Figure 5.18. For IEEE 13, as a heavily loaded feeder, the overload emer-
gency limit rises above zero from 3.5875 MW (i.e., 1.025 growth rate) load-
ing and significantly increases as the load grows. This implies that some
loads will be curtailed or unserved to reduce the power to a manageable
level. However, with an optimal size PV-DG, the emergency limits are not
violated until the load reaches 3.9375 MW (i.e., 1.125 growth rate). In the
case of IEEE 34, the maximum PDE rating is not immediately violated un-
til 2.295 MW loading (i.e., 1.275 growth rate) being a lightly loaded feeder.
Also, the optimal size extended this limit till 2.52 MW load (i.e., 1.4 growth
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Figure 5.17: IEEE 34-bus EEN reduction with load growth for all PV-DG
cases

rate). In general, the violation of the maximum limit is deferred with re-
spect to the PV-DG penetration level.

(a) Overload emergency (b) Overload emergency

Figure 5.18: Basecase annual energy losses at peak load for both systems
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5.7.3 Incremental capacity evaluation

EEN values are used to quantify the capacity gain for each of the proposed
PV-DG application in both distribution systems considered. For any DG
application to add a tangible capacity to the EPS, then it must be capable of
generating power during periods when the EEN characteristic is highest
[145]. The incremental capacity is obtained by computing the distance be-
tween the basecase and PV-DG curves along the horizontal axis as shown
in Figures 5.19 and 5.20. This curve is used by distribution system plan-
ners to determine how much load growth can be allowed in the area EPS
until the EEN equals the basecase value.

Figure 5.19: IEEE 13-bus incremental capacity computation based on EEN

For IEEE 13-bus, the incremental capacity curves show an initial in-
creasing trend and then declines as the load grows from 3.5 MW to 5.1625
MW. In the case of optimal size application, the additional load serving
capacity grows from 598 kW to 650 kW and then decreases to 481 kW as
the demand grows.

Furthermore, the 15% penetration in the IEEE 34-bus shows a very in-
teresting result. As the demand grows from 2.43 MW, no capacity gain
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can be attributed to this penetration level because power produced can
no longer support load growth beyond this loading. However, this par-
ticular application may still enhance loss reduction, energy efficiency and
demand decrease at the point of interconnection with the area EPS.

Figure 5.20: IEEE 34-bus incremental capacity computation based on EEN

In addition, as shown in Figures 5.19 and 5.20, the incremental capacity
curves for both systems increase to a particular value and then decrease as
load increases and constraints in other parts of the network becomes crit-
ical and start to dominate EEN computations. Also, the increasing trend
shows that a large amount of capacity has been freed up in the PDE.

5.7.4 Energy Losses

Basecase Losses

A very pivotal plot from the initial annual simulations is the basecase en-
ergy losses for the two test systems as shown in Figure 5.21. This plot is
very important because it identifies period within the year when the dis-
tribution network will most likely benefit from peak demand relief caused
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by DG installation. From the plot, the period of greatest interest would be
from 10:30 am to 6 pm at the beginning, middle and close of the year.

(a) IEEE 13-bus annual energy losses (b) IEEE 34-bus annual energy losses

Figure 5.21: Basecase annual energy losses at peak load for both systems

Impact of PV-DG on losses

In order to enhance the utility’s energy efficiency, it is pivotal to ensure
the reduction of energy losses especially in the distribution segment which
contributes about 70% to system losses [144]. A good PV-DG application
would generally lead to reduction of losses through current injections at
the point of connection with the area EPS. For both feeders (as shown in
Figure 5.22), the optimal size PV-DG application results in greater loss re-
duction than other penetration levels as the load grows.

However, all the PV-DG applications contributed to loss reduction as
the demand increases indicating that the generation is not too large for the
PDE in the area EPS as depicted in Figure 5.22. In addition, this analysis
suggests that the PV-DG is well-located to reduce losses and serve future
growth in demand for both feeders.
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(a) IEEE 13 losses (b) IEEE 34 losses

Figure 5.22: Comparison of losses with load growth for all cases

5.7.5 UE offset by PV-DG penetration

The inevitable growth in peak demand increases the risk of some loads be-
ing unserved as a result of the violation of the PDE emergency limits. The
deployment of PV-DG can be used to free up the PDE capacity and offset
the UE with the possibility of deferring distribution investments. Figures
5.23 and 5.24 show the UE curves for all PV-DG cases in both systems.

Figure 5.23: IEEE 13-bus unserved energy for all PV-DG cases

In Figure 5.23, for IEEE 13-bus, the UE does not start to rise signifi-
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cantly until year 7 when the load is projected to exceed the emergency
limits and therefore, expected to be curtailed or shed to avoid equipment
damage. Also, in case of the IEEE 34-bus as shown in Figure 5.24, the UE
exceeds the basecase value significantly in year 6 at which time the maxi-
mum limits are violated.

Figure 5.24: IEEE 34-bus unserved energy for all PV-DG cases

Utility companies would plan for an upgrade of the PDE prior to peak
demand in year 7 (IEEE 13-bus) and 6 (IEEE 34-bus) to minimize the risk
of unserve energy and the impact on grid reliability. Therefore, the issue
being addressed here is how the proposed various PV-DG applications can
help defer the needed system upgrade. For instance, at the same risk of
basecase unserved energy of 0.2 p.u. in Figure 5.23, 15%, 30% and optimal
size PV-DG are capable of providing technical capability for 2, 4 and 6.5
years’ upgrade deferral respectively. Also, for the IEEE 34-bus, at the same
risk of basecase unserved energy of 0.4 p.u. in Figure 5.24, 15%, 30% and
optimal size PV-DG are capable of providing technical capability for 4, 5.5
and 6.5 years’ upgrade deferral respectively.

The benefit of deferral is obtained in terms of financial cost savings ac-
crued from a delayed feeder construction. Also, this is premised on the
condition that the inflationary increase in costs to construct a new feeder
in the future is less than the utility’s weighted average capital cost. In ad-
dition, this analysis becomes very critical in scenarios where the demand
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increase will outpace the construction of a new feeder, and where expan-
sion is expensive or difficult to achieve.

5.8 Chapter summary

Optimally deployed utility-interactive PV systems can be used to effec-
tively enhance the load serving capability of the power delivery system
while satisfying the reliability requirements of the electricity grid. The ad-
ditional load serving capacity provided by PV-DG now makes it necessary
to include this generating resource in the distribution system planning.
The intrinsic correlation between network capacity and reliability further
gives the computation of the PV-DG incremental capacity solution a prime
place in the re-engineering and design of the evolving active distribution
system planning.

Two energy metrics, energy at risk (EEN) and UE, have been used for
this computation and the measurement of the duration of upgrade deferral
as a result of the optimal deployment of the PV-DG in the network. These
energy metrics are proposed as surrogates for evaluating reliability, based
on concrete limits defined by the normal and emergency ratings of the
power delivery system. For a lightly loaded network such as the IEEE
34-bus, it is realised that capacity issues become critical with load growth
over time when the PDE constraints could be violated. This is why a single
year analysis may not be sufficient to characterize the system with the
inevitable load growth and the changing landscape of the network with
PV-DG penetration.

The IEEE 13 bus, as a heavily loaded network, requires the capacity of
the power delivery system to be relieved as soon as possible to reduce the
power to a manageable level with demand increase in the network. Apart
from optimal positioning and sizing, maximizing the value attributes of
PV-DG also, depends on its ability to produce power at proper times and
levels. Consequently, this PV-DG application will be most suitable for dis-
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tribution networks with predominantly commercial loads due to the coin-
cidence of demand and irradiance peaks.

5.9 Next chapter

The next chapter presents the impact of a grid-tied large scale plant vari-
ability on the IEEE-34 distribution network using the wavelet variability
model. The effect of various power factor control schemes in a time-series
power flow are investigated with a high-frequency irradiance data.
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Impacts of power factor control
schemes in time series power flow
analysis for centralized PV plants
using wavelet variability model

This chapter investigates the impact of three power factor control strate-
gies (fixed power factor, power factor schedule and function) on the power
output of a centralized utility-interactive photovoltaic (PV) plant deployed
close to the feeder end and source using the wavelet variability model
(WVM) at various penetration levels. The upscaling advantage from a sin-
gle module and point irradiance sensor to geographic smoothing over the
entire PV footprint in WVM is used to simulate effects of a grid-connected
large PV system on the IEEE-34 distribution feeder. Also, this study uses
a high-frequency solar irradiance data (1s) to show impacts of PV output
variability on voltage regulator tap changing operations, feeder voltage,
active and reactive power profiles at various penetration levels until the
voltage constraint is violated. The results in this chapter have been have
been peer-reviewed and published in [23]
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6.1 Introduction

The increasing presence of PV systems in the EPS with a global installed
capacity at 303 GW and about 75 GW of additional capacity in 2016, calls
for an interconnection study with high penetration scenarios [172]. How-
ever, the integration of PV plants as a low-carbon source of power has the
propensity to cause emergent behaviours in the traditional electric power
system (EPS) due to its inherent variability, location-specificity and un-
certainty [11]. Moreover, the intermittency of the solar PV system as a
result of factors such as cloud movements, variable constituents of the
atmosphere and balance-of-system components pose a critical challenge
in its integration with the EPS. Cloud-induced variations impact the grid
more because of the high propensity to cause unpredictable fluctuations
in power generations at short durations (<1 h) [173]. It is pivotal for grid
operators and system planners to understand the variability of the solar
resource and power produced in order to have a sufficient measure of the
actual impact of such fluctuations on the EPS and subsequently, provide
adequate mitigation measures. Also, geographic smoothing of solar irra-
diance over the PV power plant area is important in predicting PV sys-
tem inherent variability with its associated integration issues [173], [174].
The evolving EPS must have the capability to withstand and respond ade-
quately to the intrinsic fluctuations of utility-interactive PV systems with-
out compromising grid reliability [175]. Distribution system planners are
keen on knowing the effect of solar ramps on network devices to avoid
financial losses and other forms of penalties for service delivery violations
[175].

The extant literature presents integration study with irradiance data
from a single point sensor without considering the entire foot print of a
PV system and the impact of cloud-induced fluctuations. However, Lave
et al. [173], [174] developed and validated the wavelet variability model
(WVM) to be used for an accurate simulation of the variability of solar
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irradiance and the actual PV plant power output considering the entire
footprint with a single point sensor . This model quantifies the aggre-
gate variability reduction (VR) as a result of the upscale from a single PV
module and point sensor to the entire PV footprint. Also, the reduction in
variability is due to the decrease in instantaneous crossing of cloud edges
over a single PV module and the geographic diversity of units within a
PV plant [173], [174]. Importantly, utilities and authorities having jurisdic-
tion over grid (AHJs) can use this model to understand the effect of solar
power fluctuations and the advantages of geographic smoothing over the
entire PV plant footprint [176].

Ana et al. [175] used the WVM in modeling irradiance smoothing for
large PV power plants, and showed that the daily VR index is a function
of the daily location-dependent cloud speed scaling coefficient. In another
study, Lave et al. [18] presented the impact of solar variability on the num-
ber of tap operations of the voltage regulator. Results showed an increase
in tap operations over the basecase for all PV deployment scenarios con-
sidered.

However, very few studies have been able to use high-frequency data
(< 30 s) and geographic smoothing to model the distribution feeder im-
pacts considering increasing PV penetration in the evolving EPS. Parava-
los et al. [177] presented an optimal design of PV plants with a 1-min-
average irradiance data used to estimate a PV system performance. Mokryani
et al. [178] used an average hourly solar irradiance to model uncertainties
of loads and PV systems in the distribution network. Hung et al. [41] used
an hourly historical data to determine PV penetration for distribution net-
works with time-varying load demand models. A high resolution data is
critical for a thorough impact study in order to fully characterize for exam-
ple, the tap changer operations which has very short time constants (e.g.,
1 s, 10 s, etc.) [18].

Therefore, in order to develop realistic projections of the impact of PV
output variability, there is a critical need to model with a high-frequency
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solar irradiance data on seconds time-scale and perform geographic smooth-
ing over the plant footprint. The use of historical average hourly data in
simulating the output of the PV plant has made it difficult for the utility
and AHJs to assess the true impact and provide the necessary mitigation
alternatives.

Also, the review of relevant extant literature on PV integration study
shows that the impact of PV plant layout and cloud speed on the output
power of the PV system have not been considered, which are pivotal be-
cause the output of such systems determines their actual impacts on the
operations of the EPS. The WVM takes into account all these factors to de-
termine the actual PV output and therefore, provide true analysis of the
effects of PV output intermittency on the operations of the grid.

The contribution of this chapter is to model impacts of variability and
locational value of centralized PV systems in a distribution network with
a high-frequency solar irradiance data (1 s) and geographic smoothing us-
ing the WVM. Here, a duty cycle dispatch simulation is used to study the
true effects of solar intermittency at various penetration levels, which is an
important step in incorporating such a variable resource in the EPS oper-
ations. Further, this study uses the WVM to estimate the output of a cen-
tral PV plant operating with three power factor control strategies (power
factor function, power factor schedule and fixed power factor) at various
penetration levels until the voltage constraint is violated.

Analysis of two centralized PV deployment scenarios such as a single
PV system close to the end and source of the IEEE-34 bus feeder are pre-
sented at different penetration levels. Impacts on the feeder active and
reactive power profiles, voltage regulator tap changing operations, max-
imum and minimum feeder voltages are presented. Also, two types of
customers (i.e., commercial and residential) with different time-varying
load patterns for an entire year (8760 hours) are incorporated in the test
feeder.
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6.2 Centralized solar PV system

The availability of incentives in the form cheap capital and competitive
tenders (less than 50USD/MWh) are currently driving the deployment
of centralized PV plants at a higher rate over small-scale rooftop integra-
tion. In 2015, these utility-scale plants represented over 60% of the market
which was majorly driven by China, United States of America and grow-
ing PV markets around the world [179]. Solar PV systems deployed as
centralized power generations are large-scale installations (> 1 MW) sited
at locations of prime resource availability and usually in remote locations.
Such systems enable a robust DG planning technique due to its flexibility
in allowing diverse integration locations and utility load peak reduction
[180].

Also, centralized photovoltaic systems are large three phase units which
could be connected on existing electricity infrastructure as shown in Fig-
ure 6.1 [10].

Figure 6.1: Distribution-interactive utility-scale PV system

As shown above, PV distribution transformers are step-up transform-
ers (liquid immersed or cast resin) used to increase the voltage level of the
PV output power to a point suitable for grid interconnection [10]. How-
ever, drawbacks of centralized PV plants interconnection include the need
for large land areas (approximately 1-10’s of sq. km) without shading and
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to construct new transmission lines especially when located far away from
the current transmission network [180]. The increasing number of requests
to interconnect such systems with the conventional EPS coupled with the
variability of the resource places an enormous pressure on the utility to
provide screening methodology and to differentiate deployment scenar-
ios with minimal or adverse impacts on the grid.

6.3 Solar PV modeling

The WVM is used to simulate the output power of the PV system with
the given solar irradiance data obtained from [162]. The model takes into
consideration the PV system footprint and density, irradiance data (1 s res-
olution) from a single point sensor and a cloud speed scaling coefficient to
model the smoothed irradiance over the entire plant area [5], [174], [175].

The WVM procedure is outlined as follows [173], [174], [175]:

• A wavelet transform is used to decompose the given irradiance time-
series from a single point sensor into wavelet modeswt̄(t) at different
times scales t̄.

• For centralized PV plant considered in this study, distances, Dj,k, be-
tween every pair of PV units in a small container (or sites) is esti-
mated, where j and k represent sites varying from 1 to N .

• The correlations between sites is calculated as:

ρ(Dj,k,t̄) = exp{− 1

A

Dj,k

t̄
} (6.1)

where A represents the cloud-speed scaling coefficient.

• Variability reduction (V R) at each timescale t̄ is calculated as:

V R(t̄) =
N2∑N

j=1

∑N
k=1 ρ(Dj,k,t̄)

(6.2)
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• The simulated wavelet modes of the entire PV power plant, wt̄,sim(t),
is given as:

wt̄,sim(t) =
wt̄(t)√
V R(t̄)

(6.3)

• An inverse wavelet transform is applied in order to form the simu-
lated clear-sky index of area-averaged solar irradiance over the en-
tire power plant footprint, GG,sim(t), calculated as:

GG,sim(t) =
12∑
m=1

wt̄=2m,sim(t) (6.4)

• The power output is then obtained by multiplying GG,sim(t) by a
clear-sky power output model, which considers the plant’s capac-
ity, a derating factor (e.g., due to temperature) and plane of array
irradiance clear-sky model.

For the location-dependent coefficient, A value of 10 m/s is assumed
for an inland area such as Arizona [174] where the IEEE-34 bus feeder is
located. The WVM is applied on the input irradiance data to obtain the
WVM smoothed irradiance as shown in Figure 6.2.

Figure 6.2: WVM smoothed irradiance for the input irradiance

This represents the average irradiance over the entire PV plant foot-
print and also, maintains the time stamps of the input irradiance.
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The VR is estimated for 15%, 30% and 45% penetration levels of the
peak active power demand in the IEEE-34 bus feeder as shown in Figure
6.3. A high value of V R at a particular timescale shows a decrease in the
total variability.

Figure 6.3: Variability reduction at different timescales

Also, from Figure 6.3, the greater the PV plant size, the greater the
V R, which invariably indicates a decrease in variability with increasing
size or penetration level. In addition, with longer time scales (>60 s) the
variability reduces significantly to about 1 and the smoothing becomes
very small. Therefore, at longer time scales such as the hourly duration,
the correlation between PV units (or sites) becomes higher which often
leads to significant changes in the aggregate output power over an hour
[173], [181].

6.4 Power factor control strategies

For high levels of PV deployments on the distribution system, it is impor-
tant to maintain the feeder voltage profile within the range of 0.95 - 1.05
p.u. recommended by IEEE Std 1547 [30]. The impedance between the
closest voltage regulating device and the PV system can cause a voltage
rise at the point of common coupling (PCC) as PV power output increases
[182]. Therefore, the PV output power factor can be adjusted to avoid the
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possibility of voltage violations. In this study, three control strategies for
adjusting the PV output power factor are considered. They include the
power factor schedule, power factor function and fixed (unity) power fac-
tor.

Power factor schedule

This strategy controls the power factor (PF) during day time as shown
in Figure 6.4. This helps the distribution system engineers to adjust the
impact on voltage levels at particular times of the day by modifying the
PV inverter PF to output Vars for voltage support [5], [182].

Figure 6.4: A typical power factor schedule

The schedule in Figure 6.4 shows a typical decrease in PF during peri-
ods of peak solar generation, which happens usually in the middle of the
day.

Power factor function

This strategy controls the PF as a function of power output from PV as
depicted in Figure 6.5, which can be used to maintain the system voltage
[5], [182].

Also, Figure 6.5 shows that for lower PV output, the PF is closer to
unity to provide voltage support and gradually decreases as the output
increases.
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Figure 6.5: A typical power factor as a function of PV output

For example, using the WVM, the real and reactive output power pro-
duced from the PV plant at different penetration levels, are depicted in
Figures 6.6 and 6.7.

Figure 6.6: Active power produced at various PL modeled using WVM

Figure 6.7: Reactive power produced at various PL modeled using WVM

Figure 6.6 depicts the maximum active power generation from the PV
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plant during peak sun hours (PSH) which is proportional to the pene-
tration level. Figure 6.7 further shows the capability of PF function and
schedule control schemes to generate reactive power especially during the
PSH for providing voltage support for the distribution system.

6.5 Case study

The modified IEEE-34 distribution test feeder is used as a test case with a
total load of 1769 kW and 1044 kVAr [171] and following the time-varying
load profiles as shown in Figure 6.8. The system’s load demands obtained
from [162] follow different normalized annual load patterns (i.e., commer-
cial and residential) with a peak of 1 p.u. The commercial and residential
load factors are 0.7 and 0.4 respectively. The IEEE 34-bus system as shown

Figure 6.8: Annual normalized demand profile for various customers

in Figure 6.9, with spot and distributed loads, is a long lightly loaded
feeder located in Arizona with two different operating voltages of 24.9
kV and 4.16 kV [141]. The operating voltage constraint is from 0.95 to 1.05
p.u.

The sensitivity analysis (presented in Algorithm 1) used for the opti-
mal siting showed that highest ranked buses are located towards the end
of the feeder which is prone to voltage drop. However, centralized PV
systems depend on solar resource availability and therefore, require the
consideration of diverse resource locations on the distribution feeder. Bus
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812 ranked higher within node clusters close to the feeder source with VSI
and LSI values of 0.00287 and 0.0755 respectively. Also, Bus 836 ranked
higher within node clusters close to the end of the feeder with VSI and LSI
values of 0.00489 and 0.2216 respectively.

Figure 6.9: Modified IEEE 34-bus test feeder. The modification refers to
the presence of PV-DG

Also, Figure 6.10 shows a satellite image of the test system with the
location of the substation, voltage regulator and fixed capacitor. This is
used to locate the PV system directly on the Google map and layout of
the feeder, which enables smoothing of the PV variability by applying the
WVM. This captures the locational value by siting the PV plant in its actual
location on the circuit.

The OpenDSS uses coordinates to link each bus to its respective X and
Y coordinates. The GridPV toolbox is then used to map the IEEE-34 bus
on the Google map (as shown in Figure 6.10) through a function that con-
verts bus coordinates to GPS coordinates. With these coordinates, the ge-
ographic information system (GIS) is used to provide visualization of the
circuit lines. The API for Google maps enables MATLAB to interact and
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download maps with data for a particular location and including elevation
[13], [183]. Using the OpenDSS, Matlab coupled with GridPV, a high res-
olution time-series power flow analysis is carried out. Also, in this study,
a single PV system sited close to the feeder source (FS) and end (FE) using
Algorithm 1 are the two scenarios considered.

Figure 6.10: Satellite image of IEEE-34 bus topology in Phoenix, Arizona
(black line is for three phase lines used in connecting centralized PV sys-
tems)

6.5.1 Feeder voltage impacts with PF control strategies

Maximum and minimum feeder voltages

This section presents the maximum and minimum voltages at any location
on the feeder, showing the range of voltages for the basecase and a PV
system deployed close to the feeder end (FE) and source (FS). This voltage
analysis helps the utility to identify spots on the network with the highest
and lowest voltages in order to determine if further interconnection study
is required.
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As shown in Figure 6.11, for a single PV system deployed close to the
feeder end, the maximum voltage occurred at hour 78.5667 on the simula-
tion hour during periods of solar irradiance for unity PF strategy. Figure

Figure 6.11: Maximum voltage with PV close to feeder end

6.12 shows that maximum voltage occurred at hour 77.83 on the simula-
tion hour for the PV system installed close to the feeder source operating
with PF schedule. Also, Figures 6.13 and 6.14 depict minimum feeder volt-

Figure 6.12: Maximum voltage with PV close to feeder source

ages for both cases of PV deployments. Figure 6.13 shows an improved
minimum voltage profile for the PV unit close to the feeder source when
compared with the system at far end of the feeder as depicted in Figure
6.14.

Also, at the feeder end, the unity PF strategy resulted in voltage spikes
over the other strategies for majority of the simulation hour as shown in
Figure 6.14.
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Figure 6.13: Minimum voltage with PV close to feeder source

Figure 6.14: Minimum voltage with PV close to feeder end

Voltage profile impact with PF control strategies

In order to further demonstrate the impact of various PF control strate-
gies, Figure 6.15 shows the basecase voltage profile which depicts a volt-
age drop as the distance from the substation increases. However, with
the interconnection of PV close to the FE and FS, the voltage profile is en-
hanced as the penetration level increases for all PF control mechanisms.

The result reveals that the PV system deployed close to the FE caused
the most voltage profile enhancement when compared to the one near the
FS as shown in Figures 6.16 and 6.17. This is because for most distribution
feeders, the system is electrically weaker at the far end and it takes less PV
power injection to increase the voltage than it would for PV installed close
the substation [55].

Furthermore, PF function and schedule strategies provided more head-
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Figure 6.15: Feeder voltage profile with no PV system

Figure 6.16: Feeder voltage profile with PV at unity PF close to the FS

Figure 6.17: Feeder voltage profile with PV at unity PF close to the FE
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room than the unity PF as shown in Figure 6.18. Headroom refers to the
difference between the feeder voltage and maximum allowable voltage
[55].

Figure 6.18: Feeder voltage profile with PF schedule PV close to the FS

6.5.2 Impacts of variability on the voltage regulator/OLTC

For grid operators, it is important to know the interaction between the in-
verter operation, on-load tap changer (OLTC), PV penetration and various
deployment scenarios [13]. Importantly, a significant increase in OLTC op-
erations could lead to increase in degradation rate and maintenance rou-
tine on voltage control devices [182]. The impact on the two LTC on the
test systems deployed close to the FS (R1) and FE (R2) as shown in Figures
6.9 and 6.10 are presented.

Tap operations during the sample week

Figure 6.19 depicts the cumulative tap change operations in the sample
week for R1 and R2 LTC at the FS and FE respectively with no PV system
installed in the distribution network.

Results show an increase in tap changer operations as the PV penetra-
tion level increases, which is comparable to the result in [18]. An increase
in tap operations for a PV system operating at unity PF with 45% penetra-
tion level close to the feeder end is shown in Figure 6.20.
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(a) R1 LTC operations (b) R2 LTC operations

Figure 6.19: R1 and R2 LTC operations in the sample week (Basecase)

(a) R1 LTC operations for a PV at FE (b) R2 LTC operations for a PV at FE

Figure 6.20: R1 and R2 LTC operations in the sample week with PV plant
at FE
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However, a summary of the cumulative tap operations for various PF
control strategies and PV systems deployed close to the feeder source and
end is presented in Figures 6.21 and 6.22.

Figure 6.21: Total tap operations in the sample week for the basecase and
PV deployed at FS with various PF control strategy

Figure 6.22: Total tap operations in the sample week for the basecase and
PV deployed at FE with various PF control strategy

The unity PF control strategy resulted in more tap changes for all PV



140 Chapter 6

deployment scenarios at the feeder source and end. In particular, PV plant
operating at unity PF with 45% penetration caused the most tap change
operations. For the PV system close to the FS, the percentage increase in
tap operation for R1 and R2 are 16% and 22% respectively. On the other
hand, For the PV system close to the FE, the percentage increase for R1
and R2 are 72% and 350% respectively over the basecase. Therefore, the
PV system at the FE caused more tap change operations in comparison
with FS case.

This large difference is as a result of the mismatch between the tim-
ing of the solar irradiance variation and that of the demand profile for the
residential loads deployed at the end of the feeder as shown in Figure 6.9.
The fluctuations occurred during minimum load conditions and therefore,
resulted in more tap change operations. Also, large PV plants installed at
the feeder end known to be electrically weaker than other feeder sections,
generate voltage swings which lead to increased LTC operations to main-
tain the feeder voltage within the ANSI C84.1 range.

6.5.3 Impacts on kW and kVAR profiles

It is pivotal for system operators to be able to visualize the impact of PV
output variability on the feeder profile for kW and kVAR power flows on
the lines especially in high penetration scenarios. This is because exces-
sive kW and kVAR flows can use up feeder capacity leading to equipment
overload, high voltage drop and power losses. Figure 6.23 shows the base-
case plots for the 3-phase kW and kVAR profiles on the distribution lines.

Feeder kW profiles

As depicted by Figure 6.24, there is a significant reduction of kW power
flow due to PV deployment at 45% penetration level close to FS and FE.
These reductions have the ability to cause a peak load relief for the power
delivery system, power loss reduction, increased capacity and reliability of
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(a) Basecase kW power flow (b) Basecase kVAR power flow

Figure 6.23: Basecase kW and kVAR power flows on the feeder lines

(a) kW power flow with PV at FE (b) kW power flow with PV at FS

Figure 6.24: kW power flows offset with PV systems
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the distribution network. However, at the feeder end close to the point of
PV deployment, there is a reverse power flow which usually occurs during
times of minimum load and high PV production. The obvious questions
is, is this large enough to violate any system constraints such as voltage?
The previous voltage analysis confirms that there is no possible violation
with this amount of reverser power flow.

In addition, wires and fixed-ratio transformers have the capacity to
handle bidirectional power flows before being overloaded. However, large
reverse power flow can cause control and protection issues if device set-
tings are not accurately configured [184].
For the PV deployed close to the substation, although active power re-
duced at the point of PV integration, it is higher at other feeder sections.
This implies that this site close to the substation is a less optimal location
than buses close to the feeder end.

Feeder kvar profiles

Figure 6.25 shows the impact of PV with different PF control strategies on
the feeder kVar profile. Almost all the reactive power supply from the grid
are used up in the case of unity PF control strategy. On the other hand, for
PF schedule there is a reactive power supply on the black phase (within
30km from substation) which is needed for voltage support.

Also, about 100 kVar and 150 kVar are being absorbed from the grid
on the red and blue phases respectively for Unity PF while approximately
50 kVar and 100 kVar on the same phases for PF schedule. The figure for
PF function is omitted because it is quite similar with PF schedule. Also,
similar pattern of impact occurred close to the substation except that there
is higher kvar power flow offset at the feeder end than source.
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(a) kVar profile with unity PF (b) kVar profile with PF schedule

Figure 6.25: Comparison of kVar power flows with different PF strategies

6.6 Chapter summary

In this chapter, impacts of three power factor (PF) control schemes (PF
schedule, PF function and fixed PF) on the power output of a centralized
utility interactive PV plant deployed close to the feeder source and end
using WVM at various penetration levels have been presented.

Since PV output determines its impacts, this research has analysed im-
pacts of PV output variability on voltage profile, voltage regulator OLTC
operations and power flows by taken advantage of the upscale from a sin-
gle module and point irradiance sensor to the geographic smoothing in
the WVM.

Results showed that, although variability increases with PV system de-
ployed near the feeder source and end, it is higher at the feeder end than
source. Also, unity PF strategy resulted in higher maximum and mini-
mum feeder voltage with less headroom than other control strategies.

In addition, the PV plant close to the feeder end caused the most volt-
age profile enhancement than the one near the source. Furthermore, the
PV plant at the rear caused the highest tap change operations than the one
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close to the source. The large difference is as a result of the mismatch be-
tween the timing of the solar irradiance variation and that of the demand
profile for residential loads deployed close to the feeder end. Also, large
PV plants installed at the feeder end known to be electrically weaker than
other feeder sections, generate voltage swings which lead to increased LTC
operations to maintain the feeder voltage within the ANSI C84.1 range.

6.7 Next chapter

The next chapter concludes this thesis with the major contributions and
future works.
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Conclusions and future research

7.1 Conclusions

The overall goal of this thesis is to conduct an interconnection impact
analysis of solar PV systems at increasing penetration levels subject to
the feeder constraints within the distribution network. This is carried out
with a time series power flow analysis method to capture the time-varying
nature of solar PV and load, with their interactions with the distribution
network device operations.

In order to enable a graceful uptake of the PV technology into the
evolving active distribution system, accurate modelling is pivotal for true
impact assessment and the provision of smart grid mitigation alternatives.
Therefore, this thesis analyses multiple PV systems scenarios resulting in
a wide range of possible impacts to enable distribution system planners
and operators to understand and characterize grid operation with the in-
tegration of PV systems.

The Solar PV technology is currently the most common DG integrated
with the electric power system and therefore, has become a vital renewable
energy resource for the evolving smart grid. The initial motivation behind
this thesis arose from the investigation of the performance of a grid-tied
PV system in a school setting that has a close matching peak demand with

145
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the solar generation, which helps to offset peak demand during the mid-
day. Moreover, such utility interactive systems are monitored to evaluate
the final energy yield, identify operational problems and increase their
penetration into the existing electric power infrastructure.

The proliferation of spatially distributed single-phase grid-tied PV sys-
tems coupled with their high tendency to cause emergent behaviours calls
for an impact assessment study such as the school one described earlier.
An interconnection study for this PV system scenario with a typical school
load profile and solar irradiance data at 5-minute resolution has been car-
ried out on the IEEE 13-bus feeder. The performance of generator models,
PQ and P |V |, for connecting PV-DG with the distribution feeder are com-
pared with their respective computational costs for a converged power
flow solution. Moreover, this thesis uses standard IEEE bus systems be-
cause validated and accurate basecase models are required for performing
model-based interconnection studies.

A method capable of computing the incremental capacity additions,
measuring risks and upgrade deferral provided by PV systems deploy-
ments is proposed in this thesis. This research proposes surrogate met-
rics, energy exceeding normal rating and unserved energy, for evaluating
system reliability and capacity usage. These two measures can be a very
useful visualization tool for distribution network planners and operators.
The intrinsic strong correlation that exists between distribution network
capacity and system reliability gives the inclusion of renewable DG and
the evaluation of their additional load serving capacity a prime place in
the emerging active distribution system planning. Sensitivity analysis is
performed for optimal location of the PV system on the distribution net-
work. This is critical due to the strong relationship that exists between
power losses and system capacity. The optimal integration of PV systems
is often near-optimal for network capacity relief or release issues as well.
In addition, our analysis carried out shows that apart from optimal sit-
ing and sizing, maximizing the value of PV-DG depends on its ability to
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generate power at proper times and levels.
The recent rapid adoption of centralized PV plants over distributed

units due to governmental interventions with the provision of cheap capi-
tal and competitive tenders now creates an urgent modelling need of such
centralized PV plants with high penetration scenarios. This thesis mod-
els the impact of centralized PV variability on the electric grid using the
WVM which considers the key factors that affect PV variability such as
PV footprint, density and cloud movement over the entire PV plant. The
upscaling advantage from a single module and point irradiance sensor to
geographic smoothing over the entire PV footprint in WVM is used to sim-
ulate effects of a grid-connected large PV system on the distribution feeder.
In addition, this thesis proposes the use of advanced inverter functional-
ities such as power factor function and schedule control strategies over
the fixed power factor technique. This is because the former provides the
flexibility required by utilities to adjust the PV output without assuming a
particular amount of plant output each day.

Importantly, the PV interconnection scenarios presented in this thesis
have been modelled with different time scales ranging from seconds to
hours in order to accurately capture and represent various impacts. For
instance, effects with short time constants such as the impact of PV out-
put variability on the on-load tap changing operations has been modelled
with a high frequency irradiance data in seconds time scale. However,
hourly and sub-hourly operational impact analysis are used to provide a
wide overview of the PV generation impact on system performance, for
example plant energy production and additional load serving capacity
provided by PV systems.

Contributions

The major contributions of this thesis are as follows:

1. This research shows how to evaluate the operational and reliability
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performance of a grid-connected PV system based on the IEC stan-
dards (61836 and 61724), IEA PVPS and industry guides. The per-
formance analysis metrics in thesis allow cross-comparison between
PV systems operating under different climatic conditions and identi-
fication of operational issues. Results showed the significant impact
of temperature on the overall performance of the PV system. Periods
with low temperatures experienced higher performance ratio values,
reduced array captured and system losses, while the reverse is true
for higher temperature seasons. These results have been have been
peer-reviewed and published in [19]:

M. Emmanuel, D. Akinyele, and R. Rayudu, Techno-economic anal-
ysis of a 10 kWp utility interactive photovoltaic system at Maun-
garaki school, Wellington, New Zealand, Elsevier Energy, vol. 120,
no. Supplement C, pp. 573-583, 2017.

2. In this thesis, the impact of spatially distributed single-phase PV sys-
tems on the distribution network with a five-minute resolution data
of load and solar generation profiles is presented. Further, this thesis
compares the performance of DG models, constant PQ and P |V |, in
terms of local impacts such as bus voltage profiles and unbalance,
and system-wide impacts which include feeder equipment loading,
power losses and computational costs for a converged power flow
solution. This research proposes the use of P |V | over PQ model
for integrating PV-DG with distribution network because it mini-
mizes both local and system-wide impacts with reduced computa-
tional cost. These results have been have been peer-reviewed and
published in [20]:

M. Emmanuel and R. Rayudu, The impact of single-phase grid-
connected distributed photovoltaic systems on the distribution net-
work using P-Q and P |V |models, Elsevier International Journal of
Electrical Power & Energy Systems, vol. 91, pp. 20-33, 2017.
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3. The conventional reliability indices (CAIDI, SAIFI, etc.) use average
values, which makes it difficult to notice a change if a small num-
ber of consumers experience enhancement in reliability as a result
of DG integration. This thesis proposes surrogate metrics, energy
exceeding normal rating and unserved energy, for evaluating sys-
tem reliability which can be used as a visualization tool for distri-
bution network planners and operators. This research shows how
these metrics can be used to compute PV-DG incremental capacity
additions and measurement of the period of upgrade deferral of the
distribution system. In addition, the evaluation of these metrics can
be used to assess system capacity usage and as a planning tool to
measure the effectiveness of the applied DG incremental solution.
Also, since a single year analysis may not be sufficient to charac-
terize the dynamic distribution network due to the inevitable load
growth, this study presents multi-year analysis considering a yearly
demand growth on both lightly and heavily loaded networks. The
analysis shown in this thesis is very useful in situations where the
rate of demand increase is uncertain and the expansion of the net-
work is very difficult and expensive. These results have been have
been peer-reviewed and published in [21], [22]:

M. Emmanuel, R. K. Rayudu, and I. Welch, Grid capacity released
analysis and incremental addition computation for distribution sys-
tem planning, Elsevier Electric Power Systems Research, vol. 152,
pp. 105-121, 2017.
M. Emmanuel, R. Rayudu and I. Welch, ”Grid incremental capac-
ity evaluation with an optimally deployed photovoltaic system in
distribution network,” 2017 IEEE Power & Energy Society General
Meeting, Chicago, IL, USA, 2017, pp. 1-5.

4. This thesis models the impact of variability and locational value of
centralized PV plants in a distribution system with a high resolu-
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tion solar irradiance data (1 s) and geographic smoothing using the
WVM. Here, a duty cycle dispatch simulation is used to investigate
the true impacts of solar variability at various penetration levels,
which is an important step in incorporating such a variable resource
in the EPS operations. Further, the WVM is used to estimate the
output of a centralized PV plants operating with three power factor
control strategies (power factor function, power factor schedule and
fixed power factor) at various penetration levels. Analysis of three
scenarios, namely, PV-DG close to the feeder source and end for cen-
tralized PV deployments on the IEEE-34 bus feeder are presented.
Impacts on the feeder active and reactive power profiles, voltage
regulator tap changing operations, maximum and minimum feeder
voltages are investigated. Also, two types of customers (i.e., com-
mercial and residential) with different time-varying load patterns for
an entire year (8760 hours) are incorporated in the distribution test
feeder. These results have been have been peer-reviewed and pub-
lished in [23]:

M. Emmanuel, R. Rayudu, and I. Welch, Impacts of power factor
control schemes in time series power flow analysis for centralized
PV plant using wavelet variability model, vol. 13, no. 6, pp. 3185-
3194, 2017.

7.2 Future work

There is an obvious need for an effective modelling methodology to ro-
bustly meet the active distribution network transition challenge. It is very
important to develop smart distribution and DG models needed to assess
the impacts of high penetration of DER technologies and also, provide
smart grid mitigation alternatives to address the adverse effects caused by
DER integration. Possible future research areas are as follows:
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• Modelling and comparing variability impacts of distributed and cen-
tralized PV systems using the WVM. This will involve geographic
smoothing across the entire PV plant, the use of high resolution time-
series and quasi-static time-series models to accurately assess the im-
pacts of PV integration. Although quasi-static time-series analysis
involves complex data requirements such as load and PV data at one
second time resolution. Obtaining a high-resolution load data in the
order of seconds remains a major challenge for this type of analysis.

• Modelling of centralized and distributed PV advanced inverter func-
tionalities such as power factor control techniques, power curtail-
ment, reactive power control and Volt/var.

• Coordination of the operation of advanced PV inverter functions
with each other and existing network equipment.

• Computation of the incremental capacity additions of centralized
and distributed DER technologies using surrogate reliability met-
rics, energy exceeding normal and unserved energy, based on the
power delivery elements loading constraints within the distribution
network.

For grid reliable operations, it is important to maintain a diverse gen-
eration portfolio, however, identifying the best RE resources from both
engineering and economic perspectives is pivotal in ensuring cost effec-
tiveness, reliability improvement and increased resource diversity. The
engineering screening should entail capacity and reliability analysis cou-
pled with highlights on timing, severity and location of constraints on the
power system. Depending on the technical analysis, the economic anal-
ysis should determine the baseline avoided cost and cost-effectiveness of
the DER sources. The developed model can be used to provide a real-
istic projection of the economic effects of the deployment of various DER
technologies scenarios. Further, uncertainty analysis can be helpful in pro-
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viding the required refinement for the entire analysis to give a robust rec-
ommendation of the DER choice 1.

1(This is part of a commentary submitted by author, peer-reviewed and published in
[185])
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