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Abstract

Novel methods to synthesize and modify the structure, composition, magnetic behavior

and electrical conductivity of thin �lms are of tremendous importance for fabrication of

nano-devices. This research focuses on the application of ion beam methods to produce

diamond-like carbon thin �lms and incorporate magnetic nanostructures within them for

potential spintronic applications. Diamond-like carbon �lms were synthesized by ion beam

deposition and were implanted with magnetic ions at low energy to induce magnetic order

in near-surface region of the thin �lm. This research work focuses on the exotic ion-solid

interactions that occur between the energetic ions and the base matrix and their subsequent

e�ects on the structure, atomic distribution and magnetic behavior of the implanted �lms.

The results are of signi�cant interest to both, ion beam community and spintronics industry.

Diamond-like carbon (DLC) is an amorphous carbon material that contains signi�cant

fraction of its carbon bonded in sp3 hybridization. DLC �lms were produced by high energy

ion beam deposition, speci�cally by both, direct ion beam deposition and mass selective ion

beam deposition. Raman spectroscopy revealed that DLC �lms deposited by molecular ion

beams
(
C3H

+
6

)
with 5 keV deposition energy has 30 - 50 % of its carbon bonded in sp3

hybridization. The sp3 content was observed to decrease with increase in deposition energy.

The hydrogen content in the deposited �lms was measured to be 25 - 30 at.% by resonant

nuclear reaction analysis. The selection of deposition energy and ion species was observed

to have strong in�uence on the thin �lm properties.

Cobalt was chosen as the preferred magnetic ion for doping diamond-like carbon thin

�lms. Co was implanted at low energy (30 keV) and at room temperature. The implan-

tation �uence (incident ions per unit area) was varied from 0.8 − 20 × 1016 atoms.cm−2.

The implantation current density was limited to 5 µA.cm−2 to prevent any bulk heating

e�ects. Monte-Carlo simulations suggest the implantation pro�le to be single Gaussian

with a projected range of ∼37 nm. High resolution Rutherford backscattering spectrometry

(HR-RBS) however showed that the Co distribution varied from a unimodal distribution

at low �uences (< 1.5 × 1016 atoms.cm−2) to an asymmetric bimodal distribution at high

�uence (7× 1016 atoms.cm−2). Furthermore, a steady state condition was reached at an

implantation �uence of (12× 1016 atoms.cm−2) which is not expected from the simulations.

Cross-sectional TEM imaging and corresponding fast Fourier transform analysis reveals that

the implanted Co atoms precipitate into cobalt carbide nanoparticles. At high �uences, the

nanoparticles accumulate at two regions : (i) in the immediate near-surface region (nanopar-

ticles as large as 5 nm) (ii) at the projected range of implanted ions (large density of ∼ 2

nm nanoparticles) in agreement with the measured Co distribution.

The bimodal distribution along with the nanoparticle formation can only be explained
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by the occurrence of non-ballistic processes such as precipitation and localized di�usion

during Co implantation. These processes are enhanced by energy deposited during collision

cascades, relaxation of thermal spikes, and defects formed during ion implantation. A key

factor responsible for the manifestation of these e�ects, is the presence of hydrogen in the

base matrix.

Cobalt implantation was carried out on amorphous carbon �lms (lacking hydrogen) at the

same implantation conditions. HR-RBS and TEM measurements on these �lms show that

Co assumes a unimodal distribution when hydrogen is absent in the base matrix. Resonant

nuclear reaction analysis shows that ion implantation leads to massive redistribution of hy-

drogen atoms in the DLC �lms. Raman spectroscopy further indicate that ion implantation

causes graphitization of DLC �lms. These results show that the energetic ion interactions in

DLC matrix are unique and lead to interesting elemental distribution and structural e�ects.

Cobalt containing nanoparticles in the DLC �lms lead to room-temperature magnetic

order. Magnetic measurements were carried out using a magnetic property measurement

system employing a superconducting quantum interference device. The temperature de-

pendence of saturated moment observed from the magnetic measurements of low �uence

samples resembles the behavior of a spin glass material. This is explained by the structural

disorder present in the magnetic nanoparticles. Increasing the implantation �uence, reduces

the spin glass contribution and leads to formation of ordered magnetic phases within the

nanoparticles. This is con�rmed by both the TEM data and observation of ferromagnetic

contribution in addition to spin glass behavior in the temperature dependent magnetization

measurements of high �uence sample. Low �eld magnetic measurements further reveal that

the nanoparticles exhibit superparamagnetic behavior. Interestingly, the measurements also

indicate presence of dipole-dipole interaction between the nanoparticles.

As deposited DLC �lms were observed to be electrically insulating. Co implantation

resulted in the formation of metallic nanoparticles which is measured to have increased the

conductivity of DLC by nearly six order of magnitude. Measurement of electrical conductiv-

ity as a function of temperature indicates the dominant conduction mechanism to arise from

the tunneling between the large disordered metallic nanoparticles found in the near surface

region. Since the particles are randomly oriented, the electrons can tunnel through di�erent

pathways and the overall behavior is observed to have a power law dependence over the

measurement temperature. At higher temperature, an additional contribution is observed to

arise from the smaller nanoparticles positioned deeper inside the implanted DLC �lms. This

contribution can be semiconducting or metallic in nature and is dependent on the implanted

Co concentration. The overall conduction behavior of Cobalt implanted DLC is modeled as

a network of two parallel resistors with each resistor arm, representing the contribution from
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the larger and smaller nanoparticles respectively.

This research overall shows that ion implantation into DLC can harness the e�ects of

collision cascades, thermal spikes and defect formation for producing magnetic nanoparticles

with unique elemental distributions. The implanted DLC �lms exhibit novel magnetic and

transport properties which can ultimately lead to the development of spintronic devices.

Key results from this research are published in physics journals such as Applied Physics

Letters, Journal of Physics: Applied Physics D, Nuclear Instruments and Methods:B which

are the relevant journals for this research work.
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Chapter 1

Introduction

This research is motivated by the unique e�ects and potential applications associated with

magnetic ion implantation into diamond-like carbon. The thesis is aimed towards answering

the question �What happens when Co ions are implanted into diamond-like carbon?�. This

question is answered in terms of the changes induced in the structure, composition, magnetic

behavior and electrical conductivity of DLC during ion implantation. Studying these changes

provides a deep insight on the exotic ion-solid interactions happening between the energetic

Co ions and the insulating DLC matrix. It further enables analyzing their subsequent e�ects

on various properties of DLC. This study can lead to interesting ways to synthesize novel

magnetic nanomaterials.

Diamond-like carbon is an allotrope of carbon with signi�cant fraction of its carbon

bonded in sp3 hybridization [8]. The sp3 bonded carbon imparts it with high mechanical

hardness and wear resistance [8]. It is a common practice to incorporate hydrogen within

the diamond-like carbon matrix to enhance its sp3 content [8]. This material is widely

used in the coating industry for its excellent mechanical properties and chemical stability.

In this research hydrogenated diamond-like carbon (DLC) is used as the base material for

implantation work. Ion implantation is a process in which energetic ions are bombarded into

a target surface to modify its surface properties. It is a precise technique widely used in the

semiconducting industry to dope Si wafers with n or p type impurities [11]. The dopant

concentration and distribution can be precisely controlled by selecting the implantation

energy and dose [12]. In this work, low energy ion implantation1 (30 keV) was used to

incorporate Co ions into DLC matrix.

There are two major objectives of this research work. The �rst objective is to

investigate the structural changes induced by low energy ion implantation in DLC. A chief

1Low energy implantation in general refer to any implantation work carried out in the range of few keV
to few 10's of keV

1
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outcome of this investigation would be an improved understanding of ion-solid interactions in

low energy implantation of transition metal ions into a thermally insulating target composed

of light atomic elements. It is hypothesized that implantation into light elements under

thermal insulation can lead to manifestation of non-ballistic e�ects resulting from collision

cascades and thermal spikes [13, 14]. There have been very few reports on experimental

investigations of such e�ects in low energy conditions [15, 14, 16, 17]. Utilization of these

e�ects can not only improve the accuracy of the process but can also lead to novel ways

of fabricating nanomaterials for a wide range of applications. Diamond-like carbon is an

excellent host material satisfying the above criteria for study on the non-ballistic e�ects of

low energy ion implantation.

The second objective is motivated by the intense search for novel magnetic nanos-

tructures and semiconductors for realizing active spintronic devices [18, 19]. `Spin' is a

fundamental property of all particles. It refers to a particle's intrinsic angular momentum.

There is a signi�cant interest in synthesizing nanomaterials that can control the spin degree

of freedom of its charge carriers [18, 19]. Current technologies are based on transport of

charges within the device architecture. Incorporation of nanomaterials that can exhibit spin

polarization and control spin transport in a device architecture will lead to fast, powerful

and energy e�cient technologies [18, 19]. This �eld of technology based on the property of

spin of is known as spintronics.

Electrons (and holes) are the mobile carriers of charge and spin in materials. Thus

transport of charges from a spin polarized material would ultimately result in transport of

spins. A magnet is a material that can exhibit a signi�cant net spin polarization in its

mobile charge carriers. However, a material needs be semiconducting in nature to establish

control over transport of charges. Thus the requirement is a magnetic semiconductor (MS)

which is a material that can integrate magnetic order with semiconducting properties. There

are two types of magnetic semiconductors: (a) condensed magnetic semiconductors (CMS)

where the magnetic ions are concentrated as nanoparticles embedded in a semiconducting

matrix and (b) dilute magnetic semiconductors (DMS) where the magnetic ions are uniformly

distributed throughout the matrix [20]. CMS are interesting as they can show high linear

magnetoresistance which is useful for sensing and data storage applications [21]. Realization

of DMS can lead to an e�cient spin injector for operation of spin transistors and is hence

pursued with great interest [20].

The most widely used approach to fabricate MS is to synthesize compound semiconduc-

tors with a small fraction of its cations replaced by magnetic ions. These magnetic impurities

are theorized to contribute spin polarized electrons in the conduction band thereby resulting

in charge carrier mediated ferromagnetic order [22]. Some popular examples are (Mn,Ga)As



CHAPTER 1. INTRODUCTION 3

[23], (Co,Ti)O2 [24] and (Fe,Sn)O2 [25]. Of the given examples, (Mn,Ga)As is the most

studied material that is known to incorporate intrinsic magnetic order in the semiconduct-

ing matrix. However, (Mn,Ga)As does not exhibit magnetic order at room temperature

[23]. Of those materials that exhibit room temperature magnetic order, the origin of mag-

netic order is unclear [23]. Some studies suggest the magnetic order to arise from magnetic

nanoparticles [26, 27]. For application as DMS, it is necessary for the magnetism to arise

intrinsically from the doped material.

Currently di�erent methods such as atomic layer deposition [28], chemical vapor deposi-

tion [29], and molecular beam epitaxy [30] are employed to achieve magnetic semiconductors

operable at room temperature. However, fabrication of such compound semiconductors re-

quires complex processing steps and accurate control over the dopant concentration, charge

carrier concentration and crystalline structure. Scaling these technologies to industrial scale

can itself limit the application of these materials. This research can lead to synthesis of

novel magnetic materials and may even establish a fabrication protocol that can help in

realizing spintronic applications worldwide. The method and base material of our choice are

ion implantation and diamond-like carbon respectively. The justi�cation for their use is as

follows,

Method: Ion implantation is an already well established technique in the IC manufactur-

ing industry [11, 12]. Apart from the precise control o�ered by ion implantation,

the process involves interactions between energetic ions with the base matrix at non-

thermal equilibrium conditions. This can potentially overcome the solubility limits of

the dopant ions imposed by the base matrix and can lead to synthesis of DMS [31]. On

the other hand, several recent reports indicate that incorporation of high concentra-

tion of magnetic dopants into a dielectric medium by the process of ion implantation

results in formation of nanoparticles with core-shell structures . These nanostructures

exhibit several interesting properties such as spin polarization with high magnetore-

sistance [32], magneto-electric coupling [33] and superparamagnetism [34]. Thus ion

implantation can also be a useful tool for synthesizing CMS.

Material: Diamond-like carbon is used in several industrial applications as protective sur-

face coatings. One prominent example is in the fabrication of magnetic hard disks

where a thin layer of DLC is coated on top of the magnetic layer to protect it from

scratches and wear [35]. Unlike compound semiconductors DLC fabrication can be

relatively simple and inexpensive [3, 36, 37]. Hence it is a suitable industrial candidate

for MS fabrication. Moreover it o�ers great compatibility with ion implantation. Ion

implantation generally su�ers from the drawback of destroying the crystal lattice of
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base matrix upon high dose implantation. However, in the case of DLC, ion implan-

tation increases their electrical conductivity by enhancing their sp2 character which

makes them more compatible with electronics device fabrication [38]. Lastly, there

is a great interest to use amorphous oxide materials as host for magnetic doping for

MS applications [39]. There has been less than 5 papers exploring magnetic doping of

DLC and no paper so far on magnetic ion implantation into DLC to the best of our

knowledge. DLC can thus be an interesting host for magnetic ion implantation.

The choice of Co ions for implantation is based on the studies that have incorporated Co in

a semiconducting matrix, and especially in diamond lattice to fabricate magnetic semicon-

ductors [40, 41, 42, 27]. This research work records the investigation of the magnetic and

transport properties of Co implanted DLC for the �rst time in literature.

In order to understand and explain the measured magnetic and transport properties

it is important to know about the distribution, con�guration and the overall e�ect of the

implanted ions in the DLC matrix. This again leads back to the primary objective of this

research which is to explore the structural e�ects of low energy ion implantation in diamond-

like carbon. Diamond-like carbon is an excellent thermal insulator [43]. There have been

few early reports measuring unique implantation pro�les upon ion implantation in thermal

insulators. These pro�les were bimodal in nature and did not match the predictions based

on the ballistics of ion implantation. They were explained by the e�ects of di�usion due

to thermal spikes [14], charging e�ects observed due to use of high current density [16]

and stress incorporated during ion implantation [17]. However, a thorough study on the

evolution of such distribution is lacking and no conditions are established so far regarding

the onset of such e�ects. The earlier studies were focused on eliminating such e�ects observed

during implantation since they compromised with the precision o�ered by the implantation

technique.

But these e�ects can be interesting for a number of applications. For example, ion

implantation by its very nature imparts a non-homogeneous dopant distribution within the

base matrix. In order to uniformly distribute Co within DLC it would be ideal if the

unimodal distribution can be broadened by e�ects of di�usion. Annealing which is commonly

used to cause such di�usion requires an additional processing step and leads to exposure

of the material to high temperature which may not be advantageous in all cases. Thus

exploration of e�ects not predicted by ballistics of the implantation may lead to new methods

of dopant distribution and is thus of interest to the ion beam community. This research

work experimentally investigates these e�ects for the �rst time at low energy implantation

conditions and provides a model explaining the evolution of bimodal distribution in thermal

insulators.
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The thesis is structured in 8 chapters. The motivation and key objectives of the research

work are covered so far.

Chapter 2 explains the basic concepts and theory underlying the di�erent components

of the research. The chapter covers in detail the basic concepts of ion-solid interactions.

Once the key factors are discussed, their application in the form of ion beam deposition,

implantation and ion beam analysis are explained. This is followed by an overview of the

theoretical layout encompassing some basic magnetic properties of materials. These concepts

are relevant in explaining the magnetic behavior of ion implanted DLC.

Chapter 3 covers the experimental methods and methodology employed in this re-

search. Some of the key techniques used for synthesis of DLC is direct ion beam deposition

and mass-selective ion beam deposition. Both the systems are explained in detail in this

chapter. A system similar to the one used for mass-selective ion beam deposition is used

for ion implantation. The working of the system is described in detail in this section. The

next part of the chapter deals with the characterization techniques used in this research.

The techniques used are high-resolution Rutherford backscattering, transmission electron

microscopy, resonant nuclear reaction analysis, Raman spectroscopy, magnetic and physical

property measurements. The basic principle of working along with the associated experi-

mental uncertainties are provided in this chapter.

Chapter 4 deals with synthesis of DLC �lms by ion beam deposition. The properties of

DLC �lms synthesized by the techniques: direct ion beam deposition and mass-selective ion

beam deposition are discussed with respect to the deposition parameters. The DLC �lms

are primarily analyzed by Raman spectroscopy and Resonant Nuclear Reaction Analysis.

Transmission Electron Microscopy and Rutherford backscattering adds further insight to

the properties of the �lm.

Chapter 5 presents the most signi�cant results of the structural investigations carried

out on Co implanted DLC �lms. The chapter begins with an overview of the results predicted

from considering the ballistics of the implantation process. For this purpose a simulation

software code called DTRIM is utilized. This is followed by presenting the results obtained

from high resolution Rutherford backscattering. The measured ion distribution were evalu-

ated as a function of implantation dose and was observed to evolve to bimodal distribution at

higher doses. These �lms were further analyzed with the help of images from cross-sectional

transmission electron microscopy. The information gathered together from these techniques

were used to construct a model explaining the measured results.

A key prediction based on the model constructed in chapter 5 is tested out in Chap-

ter 6. This chapter basically deals with the in�uence of hydrogen on the implanted Co

distribution and vice versa. DLC �lms synthesized with and without hydrogen in the base
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matrix are implanted with Co at same conditions to same implantation �uence. The ion

distribution and composition measured from these �lms are compared against each other

and the model presented in the previous chapter is veri�ed. The chapter further continues

on the structural investigation of ion implanted DLC �lms by measuring the redistribution

of hydrogen upon ion implantation by resonant nuclear reaction analysis. The last part of

this chapter focuses on the e�ect of ion implantation on the overall DLC structure making

use of Raman spectroscopy to analyze the disorder, clustering and re-hybridization induced

in DLC during ion implantation.

Chapter 7 covers the magnetic and transport properties of ion implanted DLC. Results

from the measurements of Co implanted DLC �lms by magnetic property measurement sys-

tem and physical property measurement system forms the crux of this chapter. Co implanted

DLC exhibits room temperature magnetic order and strong dependence on implantation �u-

ence and measurement temperature. The conductivity of the implanted �lms were measured

against changing temperature. The magnetic behavior and transport properties of ion im-

planted DLC are explained from the perspective enabled by the structural investigation of

DLC. The chapter also leads to areas for future research on ion implanted DLC.

Chapter 8 concludes the research work by summarizing the results obtained so far and

putting them in an overall perspective. Chapter 8 also covers the outlook of the research on

ion implantation in DLC �lms.



Chapter 2

Background And Theory

This chapter provides the theoretical background for the research carried out in this thesis.

The chapter is divided into two sections. Since this thesis primarily focuses on ion beam

techniques, the �rst section explains the di�erent concepts associated with ion-solid interac-

tions and their implications on ion beam deposition, ion implantation and ion beam analysis.

The second section deals with the magnetic properties of materials. The concepts covered

in this section are later used to explain and compare the results obtained from the magnetic

and electrical measurements on Co implanted DLC �lms.

2.1 Ion-solid Interactions

The primary aim of this research is to investigate the e�ects of ion beam process on DLC.

DLC is synthesized by high energy ion beam deposition. The term �high energy� has to be

interpreted in the context of deposition process. In this work, molecular ion beams with

energy as high as 10000 eV were used to synthesis DLC �lms. Deposition of thin �lms at

this energy range is not possible for most of the materials. DLC is a special case where such

deposition is possible due to preferential sputtering of silicon (substrate) and low sputter yield

of carbon. Utilization of this process requires an understanding of the sputtering process.

One of the biggest advantage o�ered by ion implantation is its precise control over the

range and distribution of impurities in a material. These parameters are governed and hence

can be evaluated by considering the ballistics of ion solid interactions. This research ventures

into an area where non ballistic e�ects can play a signi�cant role. Analyzing these e�ects

requires quantitative interpretation of the ion implantation process. Moreover, e�cient in-

terpretation of data obtained from HR-RBS and RNRA requires a �rm understanding and

quantitative evaluation of the cross section of collisions and ion stopping in the target mate-

rial. Hence, various concepts of ion solid interactions required to e�ciently utilize the above

7
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processes are discussed in su�cient detail in this section.

An ion is de�ned as an atom or a molecule that has a net electric charge due to loss or

gain of one or more electrons. The presence of an electric charge allows it to be controlled

by an electric �eld. For example, an ion can be accelerated, decelerated, focused, steered

or scanned over an area merely by application of appropriate electric �eld. In an ion beam

equipment, ions are produced in an ion source and are accelerated onto a target surface.

The energy of the ion depends entirely on its mass and velocity. These ions based on their

energy, atomic number and mass can be used to sputter, deposit, sub-plant, implant, radiate

or characterize a material. The function it performs is dependent on the nature of interaction

between the ion and the target material.

Figure 2.1: Schematic of ion interactions with matter. An energetic ion bombarding on a
material surface reaches an average distance Rp by loss of energy due to atomic collisions
and electronics excitations. Redrawn from [1]

Figure 2.1 shows a schematic of the interaction of an energetic ion with matter. The

di�erent concepts required to explain the above process are

1. Interatomic potentials - It denotes to the forces governing the interaction of an energetic

ion with atoms of a solid

2. Dynamics of binary elastic collisions - Essential to understand the scattering process

and loss of energy of an ion undergoing an elastic collision with a target atom

3. Cross-section - Explains the likelihood for an ion-solid interaction to occur for di�erent

ion and target masses, scattering geometry and ion energies.

4. Ion stopping - Refers to the fundamental process of slowing down of ions in matter
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5. Ion range and distribution - It is generally the most useful parameter in ion beam

techniques which determines the extent an ion interacts with matter in terms of depth

from its surface.

6. Atomic displacements and sputtering - The energy incorporated by the ion into the solid

matrix results in atomic displacements and damage which can also lead to sputtering

e�ects

Each of these concepts are described brie�y in this section. A detailed explanation can be

found in [1].

2.1.1 Interatomic potentials

The nature and manner in which an energetic ion interacts with the atoms of a solid can best

be described in terms of interatomic forces governing the solid. In a solid, these forces can

either be attractive or repulsive depending on the distance separating the neighboring atoms

of a solid. The attractive forces originate either from the weak Van der Waals forces or from

the forces involved in formation of chemical bonds. The attractive forces are responsible

for keeping the atoms in condensed state of matter. The repulsive forces on the other hand

originate predominantly from the Coulombic forces between the positively charged nuclei of

the neighboring atoms.

These forces are usually expressed in terms of interatomic potential, V (r), which is given

by,

F (r) = − d

dr
[V (r)] (2.1)

where F (r) represents the net interatomic force acting on the particles, and r refers to

the distance of separation between the particles. A simple numerical model describing the

interatomic potential in condensed forms of matter constituting the repulsive and attractive

forces is Lennard-Jones potential [44].

V (r) = ε

[(
Γ0

r

)m
−
(

Γ0

r

)n]
(2.2)

where ε represents the minimum energy (negative potential energy) possessed by the atom

at its equilibrium interatomic distance, Γ0 represents the interatomic distance at which the

interatomic potential is 0, m is a power factor describing the strength of the Pauli's repulsion

and n is a power factor describing the strength of long range attraction. m and n typically

have a value of 12 and 6 respectively [44]. Such a potential form is represented in �gure 2.2.
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Figure 2.2 also shows a simple schematic showing the e�ect of interatomic forces between

two neighboring atoms. The equilibrium distance at which atoms assume their lowest energy

state is denoted by r0. It can be seen that, if an atom has to be displaced from its equilibrium

distance it requires excess energy as de�ned by the potential. Thus the curvature of the

potential describes how easy (or di�cult) it is to shift an atom from its equilibrium distance

which is commonly referred to as its elasticity and the depth of the curve denotes the energy

required to remove the atom from the solid which de�nes its binding energy. The binding

energy is an important term for evaluating the damage and sputtering induced by the ion

beam process.

Figure 2.2: Schematic of Interatomic forces and interatomic potential as a function of in-
teratomic distance. As an atom moves away from its equilibrium position it experiences a
repulsive or an attractive force to reinstate its equilibrium position and its strength depends
on the interatomic potential between its neighboring atoms. Redrawn from [1]

At room temperature, thermal energy is not su�cient to cause signi�cant displacement

of the atom from its equilibrium state. However, in the case of collision with energetic ions,
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the ion can approach very close to the nucleus of the atom. At such close distances, the

repulsive force experienced by the ion can be given by

V (r) =
Z1Z2e

2

r
x (r) (2.3)

where x(r) is the screening function that describes the shielding of the Coulomb interac-

tion by the electron cloud surrounding the nucleus, Z1 and Z2 represents the atomic number

of the ion and the target atom respectively and e2 = 1.44 eV.nm (cgs units). The screen-

ing function is de�ned as the ratio of the actual atomic potential, at some radius r, to the

Coulomb potential [1]. In ideal condition x(r) can be used to describe the interaction be-

tween the ion and the atom at all interatomic distances. For example, when r << a0, where

a0 denotes the Bohr radius of the hydrogen atom, x(r) should tend to unity thus describing

the interaction purely by Coulomb potential between the two nuclei. When r >> r0, x(r)

should tend to 0 re�ecting complete shielding of the nuclei by electron giving rise to charge

neutrality.

J. F. Ziegler, J. P. Biersack and U. Littmark [45] has arrived at a universal expression

for the screening function based on solid state numerical equations of 261 di�erent pairs of

atoms. In this model, the total interatomic potential was taken as,

V = Vnm + Ven + Vee + Vk + Va (2.4)

where V refers to total interatomic potential, Vnm refers to the electrostatic potential

energy between the nuclei, Ven refers to the interaction energy between each nucleus and the

other electron distribution, Vee refers to the pure electrostatic interaction energy between

the two electron distributions, Vk refers to the increase in kinetic energy of the electrons in

the overlap region due to Pauli excitation and Va refers to the increase in exchange of these

electrons. The Coulomb interaction Vc, which is of interest for our application is given by,

Vc (r) = Vnm + Ven + Vee (2.5)

Based on the numerical calculations an expression for a universal screening function χU
was obtained to be,

χU = 0.1818 exp (−3.2x)+0.5099 exp (−0.9423x)+0.2802 exp (−0.4028x)+0.02817 exp (−0.2016)

(2.6)

where x is the reduced distance given by
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x =
r

aU
(2.7)

and aU is the universal screening length which is de�ned as

aU =
0.8854a0

(Z0.23
1 + Z0.23

2 )
(2.8)

The expression is considered to be universal as it can be applied to any set of atoms by

considering just their atomic number to obtain a reasonable approximation of the screening

function.

The Coulombic repulsion of the bombarding ion by the target atom can be interpreted as

an elastic collision between the ion with the target atom de�ned by the interatomic potential.

This forms the basis for development of expressions for ion range and damage in solids. The

next subsection covers the dynamics of this elastic collision between ions and atoms which

play a crucial part in any ion beam technique.

2.1.2 Dynamics of binary elastic collisions

As an energetic ion enters a target material, it undergoes collisions with the stationary atoms

which de�ects it from its original path. These collisions result in loss of its energy in discrete

steps by transferring energy and momentum partially to the recoiling atoms. In order to

quantify this process, the collision between the ions and the atoms are treated classically as

two-body collisions, considering only the asymptotic values of momentum at great distances

from the collision. The principle of conservation of energy and momentum are all that is

required to obtain recoil energy as a function of the scattering angle.

There are few assumptions underlying this scattering process. These assumptions as laid

out in [46] are,

(a) two-atoms collisions are only considered

(b) classical dynamics is applied

(c) excitation or ionization of electrons only enters as a source of energy loss, but does

not in�uence the collision dynamics

(d) one of two colliding atoms is initially at rest

Now based on these assumptions, consider a collision of an ion with a target atom as

seen in the laboratory frame of reference shown in �gure 2.3.
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Figure 2.3: Schematic representing binary elastic collision in laboratory frame of reference.
An projectile atom of mass M1 with initial energy E0 and initial velocity v0 collides with
a stationary atom of mass M1 resulting in transfer of energy and momentum. Immediately
after collision the projectile atom and the recoiled atom are noted to move in di�erent
directions with energy E1 and E2 and velocity v1 and v2 respectively. Redrawn from [1]

Consider the collision process in laboratory frame of reference. Application of conserva-

tion of momentum and energy results in the following expression [1],

v1
v0

=
M1

M1 +M2

cosθ ±

[(
M1

M1 +M2

)2

cos2θ +
M2 −M1

M1 +M2

]1/2
(2.9)

where v1 is the velocity of the scattered projectile in laboratory coordinates, v0 is the

velocity of the incident projectile in laboratory coordinates, M1 is the mass of the projectile

and M2 is the mass of the target atom, θ is the scattering angle.

The equation above de�nes the ratio of the projectile velocity after collision to before

collision as a function of scattering angle. Consider the two possible scenario, M1 > M2 and

M1 < M2. In the �rst case, the term in the brackets of the equation,
(

M1

M1+M2

)2
cos2θ+M2−M1

M1+M2
,

will equate to zero when,

cos2θm = 1− M2
2

M2
1

, 0 6 θm 6
π

2
(2.10)

where θ = θm denote the maximum scattering angle possible during the collision. For

values of θ > θm, the ratio of v1
v0

is either imaginary or negative. Such a value do not have

any physical meaning since v1 and v0 both refers to the magnitude of the velocity vector.

Thus the expression de�nes the maximum scattering angle possible during the collision of an

ion with a target atom, when the ion mass is greater than the target atom. When M1 = M2,

the maximum scattering angle increases to π
2
. Application of this maximum scattering angle
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also allows calculation of the �nal velocity and thus energy of the ion after collision provided

there is knowledge about its initial energy before collision.

The above expressions are signi�cant in ion beam analysis. Consider for example, the

RBS analysis of DLC �lms. The beam incident on the sample is composed of He+ ions. The

maximum angle by which the helium ion can scatter after collision with hydrogen atom is

14.47o.

The general scattering angles for RBS is usually greater than 90o [47]. In this work for

HR-RBS, the detector is placed at an angle of 65o. Thus in both cases, hydrogen from the

sample cannot be probed. This is one of the main reason for opting resonant nuclear reaction

analysis in addition to HR-RBS. RNRA provides an accurate depth pro�le of hydrogen in

samples while HR-RBS provides elemental depth pro�les for all atoms with mass greater

than hydrogen.

For conditionM1 < M2 all values of θ from 0 to π are possible. Since only positive values

of the v1
v0

are possible, the expression condenses to,

E1

E0

=

[
(M2

2 −M2
1 sin

2θ)
1/2

+M1cosθ

M2 +M1

]2
(2.11)

where E1 refers to energy of the ion after collision, E0 refers to its energy before collision.

The ratio of �nal energy to the initial energy of collision is known as the kinematic

factor. For example, consider the above expression for application in HR-RBS to analyze

the elemental distribution of Co. The kinematic factor for Co for a 65o scattering angle is

0.925. This implies that when a 500 keV beam hits the sample surface, if Co is present in the

surface a signal should be seen arising from 462.3 keV (500 * 0.925). The kinematic factor

thus plays a key role in analyzing RBS spectrum. In depth analysis of the as-deposited and

implanted DLC �lms are presented in chapter 4, 5 and 6.
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Figure 2.4: Schematic representation of binary elastic collision in laboratory frame of refer-
ence and center-of-mass frame of reference. Redrawn from [1]

Figure 2.4 represents the collision process in both laboratory and center-of-mass frame

of reference. Application of CM coordinates simpli�es calculating the di�erent parameters

during the collision process. The angular range and energy transfer process for di�erent

target combinations are represented in table 2.1 and 2.2.

Table 2.1: Angular range for collisions

Heavy target M1 �M2; 0 6 |θc| < π
Equal masses M1 = M2; 0 6 |θc| < π

2

Light target M1 �M2; 0 6 |θc| 6 tan−1 (M1/M2) <
π
2

Table 2.2: Energy transfer during collisions

Heavy target T
E0

∼= 2
π

(1− cosθc)
Equal masses T

E0

∼= sin2θc
Light target T

E0

∼= M1

M2
θ2c

An additional parameter that is useful in calculation of various factors of collisional

process is the impact parameter. Impact parameter is de�ned as the perpendicular distance

between the path of the projectile and center of the potential �eld of the stationary atom of

the solid as is illustrated in �gure 2.5 [1].
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Figure 2.5: Schematic representing collision trajectory and impact parameter. The impact
parameter b as represented in the �gure is the perpendicular o�set between the collision
trajectory of the projectile atom and a parallel line passing through the center of mass of the
target atom. It can be seen that the impact parameter and minimum distance of separation
during collisional process are inter-related. Redrawn from [1]

The interaction of the target atom with the energetic ion can be taken to arise from a

central force originating from the position of the target atom. A central force possess circular

symmetry. The interaction would thus depend purely on the distance separating the ion and

the target atom. The impact parameter, separation distance and energy of the ion (in CM

frame) can be related to each other as [1],

b = rmin

[
1− V (rmin)

Ec

]1/2
(2.12)

The main advantage of use of CM coordinate lies in obtaining an expression for the

scattering angle as a function of impact parameter.

The scattering angle of the collision in the CM frame is determined by the following

expression,

θc = π − 2b

∫ ∞
rmin

dr

r2
[
1− V (r)

Ec
−
(
b
r

)2]1/2 (2.13)

where θc and Ec refers to the scattering angle and energy in the CM frame. The scattering

angle is obtained by the integrating the expression within the bounds of r approaching in�nity

and r approaching rmin (application of limits). Detailed explanation can be found at [1].

It can be clearly seen that the scattering angle is dependent on the impact parameter,

incident energy and the interatomic potential.

For a head-on collision, impact parameter b = 0. Thus the closest distance an ion can

approach an atom is [1],



CHAPTER 2. BACKGROUND AND THEORY 17

dc ≡ (rmin) b=0 =
M1 +M2

M2E0

Z1Z2e
2 =

Z1Z2e
2

Ec
(2.14)

where dc is the collision diameter.

To put this distance in perspective, it is informative to express dc relative to screening

distance, aTF (given by Thomas Fermi model [48]),

ε ≡ aTF
dc

=
aTFEc
Z1Z2e2

=
E

Z1Z2e2
aTFM2

M1 +M2

(2.15)

where ε is referred to as reduced energy parameter, aTF is Thomas-Fermi screening

distance and is given by [48]

aTF =
1

2

(
3π

4

)3/2
h2

mee2Z1/3
=

0.885a0
Z1/3

(2.16)

where me is the mass of an electron, h is the Planck constant.

The reduced energy, ε, is an important parameter. It is a direct measure of the energy and

impact of the collision. The advantage in using reduced energy parameter is that it simpli�es

the e�ect of di�erent variables involved in a collisional process, such as Z1, Z2, M1, M2 and

E, into a single parameter ε. Reduced energy for the various ion beam processes used in this

research are tabulated below,

Table 2.3: Reduced energy of di�erent ion beam processes

S.No Process Description ε

1 Ion beam deposition 5 keV C on Si 0.40
2 Ion Implantation 30 keV Co on C 0.26
3 HR-RBS 500 keV He on Co 80.19
4 RNRA 6.5 MeV 15N on H 798.04

It can be seen how informative the reduced energy parameter is from the above table. The

table puts the di�erent ion beam processes of this research in perspective of how energetic

the collision is. It is surprising that ion implantation happens to be less energetic than

deposition but this clearly shows the e�ect of the masses of the incident ion and the target

atom in the collisional process. It can be seen that the distance of closest approach of the

energetic ion with the target atom reduces from 4.6×10−2 nm in the case of ion implantation

to 2.48× 10−5 nm in RNRA. Bohr radius of hydrogen atom is 5.3× 10−2 nm and the radius

of a nucleus is in the order of picometers . In the former case of Co implantation, the ion

penetrates inside the electronic shells while in the later case, the 15N ion reaches close to the

nucleus of the hydrogen atom thereby resulting in nuclear reactions.
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So far in this section the dynamics of binary elastic collisions were discussed. From this

discussion several useful parameters such as the maximum scattering angle, maximum energy

transfer, kinematic factor, distance of closest approach and reduced energy were presented.

The importance of some of the above parameters were brie�y discussed.

2.1.3 Cross-section

Ion beam techniques involves bombardment of a target surface with a large number of ions.

These ions interact with an even larger number of atoms. Thus the overall process can be

described well by statistics and probability. In the last subsection, the dynamics of ion-atom

collisions were covered. An important relation presented in table 2.2 shows that the energy

transferred to the recoil atom is directly related to the scattering angle. The scattering angle

can assume a wide range of values based on the mass of the ion and the target atom. In

this subsection, expressions for the probability for an ion to scatter in speci�c window of

scattering angle or the probability that a collision will result in a speci�c amount of energy

transfer to a recoiling atom will be presented. An important parameter called di�erential

cross-section will be utilized to explain the probability of these events. These expressions

are important in determining the detection limits in ion beam analysis.

Cross-section in general expresses the likelihood for an interaction to occur. The scatter-

ing cross-section, σ, represents the e�ective collision area for an atom. Figure 2.6 represents

the physical signi�cance of cross-section in an ion-collision event.

Figure 2.6: Schematic representing the e�ective cross-section for ion-atom collision in a thin
foil. An energetic ion beam impringing a thin foil of unit area and traversing a thickness dx
experiences collisions whose number is proportional to the atomic density of the thin foil,
the thickness traversed by the ion in the process and the cross-section of the target atoms
for collision. Redrawn from [1]
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Consider �gure 2.6, where an ion beam traverses a thin target , of thickness dx and unit

area containing a total of N atoms per unit volume. The thin target in �gure 2.6 contain a

total of Ndx target nuclei per unit area. If each atom has an e�ective collision cross-section

of σ, then the probability that an ion collides with an atom is given by,

Probability = σNdx.

However, use of ion beam methods require a more speci�c value. Most often in ion beam

methods it is required to compute the cross-section for an ion-atom collision to result in the

scattering of the ion within a speci�c window of scattering angle. Placement of this condition

leads to a term called di�erential cross-section dσ (θc) which indicates the probability for an

ion to scatter into an angle between θc and θc + dθc. The di�erential cross-section can be

related to the impact parameter (�gure 2.7) and thus to the scattering angle which is given

by [1],

dσ (θc)

dθc
= 2π

(
Z1Z2e

2

2Ec

)2
cos (θc/2)

sin3 (θc/2)
(2.17)

Figure 2.7: Schematic representing dependence of scattering angle on impact parameter. For
a projectile atom to be scattered within a speci�c window of scattering angle it needs to be
colliding with the target atom within a speci�c window of impact parameter. As the impact
parameter increases the scattering angle decreases. Redrawn from [1]

This is again a crucial relation for ion beam analysis. The above expression helps in

determining the optimum angle at which the detector can be setup. For example, compare

placing the RBS detector at a scattering angle of 65o with 165o. The di�erential cross section

analysis suggests that the probability for He+ ion to scatter by 65o is 40 times greater than

scattering by 165o. Thus more signals can be collected by placing the detector at 65o.
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However, this comes at the price of reduced energy resolution during the measurement as

the kinematic factor is higher for higher scattering angles.

In ion beam characterization, for example in RBS, the backscattered particles are detected

by a detector which has a �xed solid angle, 4Ω. Consider a setup shown in �gure 2.8.

Figure 2.8: Schematic representing a typical ion beam analysis setup where the a detector
is placed at a speci�c position and angle to detect the signal from the ion-atom interac-
tion. The signal can the scattered incident ion beam, the recoiled target atoms or ioniz-
ing/electromagnetic radiation released from the collisional process. RBS assumes a similar
setup where the detector detects the scattered incident beam at a particular scattering angle
and a thus speci�c solid angle. Redrawn from [1]

The �gure shows a beam of ions scattering from a target. The scattered ions are detected

by a detector placed at distance R away from the target. The detector measures the ions

scattered between the polar angle θc and θc + ∆θc . The solid angle of the detector is given

by,

∆Ω =
∆a

R2
=

(R∆θc) (Rsinθc∆ϕ)

R2
= ∆θ∆ϕsinθc (2.18)

where ∆Ω is the solid angle of the detector, ∆a is the area of the detector, R is the

distance of the sample from the detector

For practical applications it is thus useful to calculate the di�erential cross-section as

a function of solid angle. Figure 2.9 shows the physical signi�cance of such a di�erential

cross-section.
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Figure 2.9: Schematic representing the dependence of di�erential cross-section of solid angle
on impact parameter. Similar to scattering angle for ion beam scattering to result in a
scattered beam within a window of solid angle, the incident beam must lie within a window
of impact parameter. Redrawn from [1]

It can be seen that the solid angle shows similar relationship to the impact parameter as

expressed for the scattering angle. The di�erential cross-section as a function of solid angle

is given by [1],

dσ (θc)

dΩ
=

(
Z1Z2e

2

4Ec

)2
1

sin4 (θc/2)
(2.19)

The above expression helps in determining the detection limit in ion beam analysis.

Another useful di�erential cross-section that is essential in calculation of the damage

induced by an ion is the probability that a collision of an ion with energy E onto a target

atom results in transferring an energy of T to the recoiling atom. The di�erential scattering

cross-section as a function of recoil energy can be given by [1],

dσ (E)

dT
=

4π

TM

dσ (θc)

dΩ
(2.20)

where TM is the maximum energy that can be transmitted to the recoil atom upon impact.

This expression allows calculation of di�erential energy transfer cross-section if the angular

di�erential cross-section is known or if the CM scattering angle and impact parameter is

known.

Thus in this section the concept of di�erential cross-section was introduced and their

application in ion beam techniques was presented.

2.1.4 Ion Stopping

An energetic ion upon impact onto a solid loses energy by collisions with target atoms and

electrons. In the previous few subsections, the focus was on the elastic collisions of the ion
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with the stationary atoms. However, that is just one of the two ways of energy loss. The

stopping of ions in matter can be described by,

dE

dx
=
dE

dx n
+
dE

dx e
(2.21)

where n denotes nuclear collisions and e denotes electronic collisions.

The equation describes the loss of energy, dE, as the ion travels a depth dx. This loss is

the sum of energy losses due to elastic collisions and inelastic interactions with the electrons

of the target atoms. A useful term to denote the stopping process is by de�ning a stopping

cross-section

S ≡ dE/dx

N
(2.22)

where S represents the stopping cross-section per scattering center and N represents the

atomic density. The typical units are eV.cm3/nm

A proper understanding of the mechanism of energy loss helps in calculating the range,

range distribution and lattice disorder in the ion beam impacted material.

2.1.4.1 Nuclear stopping

Consider �gure 2.6 again. As an ion traverses length dx in a target of unit area and atomic

density N the average energy lost by the ion can be obtained by integrating the di�erential

cross-section for energy transfer, dσ(E)
dT

, for all possible values of T as given in [1],

〈dE〉 = N

∫ TM

Tmin

T
dσ (E)

dT
dTdx (2.23)

Thus, the nuclear stopping and stopping cross-section is given by,

dE

dx
|n = N

∫ TM

Tmin

T
dσ (E)

dT
dT (2.24)

Sn (E) =
1

N

dE

dx
|n =

∫ TM

Tmin

T
dσ (E)

dT
dT (2.25)

Ziegler et al, has made several contributions in obtaining accurate expressions for nuclear

stopping power [49]. He has derived the nuclear stopping cross-section as a function of

reduced energy parameter, ε. The nuclear stopping cross-section in reduced notation is [49],

Sn (ε) =
ε

a2U

∫ ∞
0

sin2

(
θc
2

)
d
(
b2
)

(2.26)
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where the θc is CM scattering angle which depends on the interatomic potential, ion

energy and impact parameter. aU is the universal screening length.

The nuclear stopping cross-section thus obtained were �t with numerical methods and

the �t was described by two expressions each applicable at di�erent epsilon ranges. For

ε 6 30,

Sn (ε) =
0.5ln (1 + 1.1383ε)

(ε+ 0.01321ε0.21226 + 0.19593ε0.5)
(2.27)

and for ε > 30,

Sn (ε) =
ln (ε)

2ε
(2.28)

For practical calculations, the ZBL universal nuclear stopping for an ion with energy E0

in the laboratory frame of reference is

Sn (E0) =
8.462 ∗ 10−15Z1Z2M1Sn (ε)

(M1 +M2) (Z0.23
1 + Z0.23

2 )

eV cm2

atom
(2.29)

The above equation is the expression used for determining the stopping power in ion

beam applications using simulation codes and software.

2.1.4.2 Electronic stopping

Apart from collisions with the stationary atoms in a target, an ion loses energy by inelastic

interactions with the electrons of the target atoms. The electrons of target atoms gets excited

which can also lead to secondary electron emission from the material. The energy transferred

in this process is directly dependent on the charge state of the ions. The charge state or

ionization of the ion is dependent on the velocity with which it travels. Bohr suggested that

energetic ions will lose electrons whose orbital velocity is less than the ion velocity. The

e�ective charge of the ion is given by [50],

Z∗

Z
=

(
v1

v0Z
2/3
1

)
(2.30)

where Z is the total number of electrons surrounding the nucleus at ground state, Z∗ is the

charge on the ion, v is the velocity of the ion, v0 is the Bohr velocity i.e., v0 = 2.2× 106 m/s,

v1 is the velocity of the ion and Z1 is the atomic number of the ion.

There are two possible states for an energetic ion, v < v0Z
2
3
1 which implies that Z∗

Z
< 1

and that the ion is not fully stripped. This denotes the low energy regime.
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The other state is, v > v0Z
2
3
1 which implies that Z∗

Z
∼= 1 and that the ion is fully stripped

to a bare nucleus. This is the high energy regime.

Experimentally, the ionization of heavy ion follows more closely the following form,

Z∗

Z
= 1− exp

[
−0.92v1/

(
v0Z

2/3
1

)]
(2.31)

The electronic energy loss expression varies for the high energy and low energy regime. In

the high energy regime, the interaction between the ion and the electron is pure Coulombic

interaction without any shielding e�ect. An electron is considered in the place of a stationary

atom and the energy loss per unit length due to electronic stopping can be given by

T =
∆p2

2m
=

2Z2
1e

4

b2mev
(2.32)

where p is the momentum transferred during collision, m is mass of the ion, me is the

mass of the electron and T is the energy transferred to the electron and thus lost by the ion.

The equation can thus be extended in the terms of di�erential energy transfer cross-

section which gives,

−dE
dx
|e = ne

∫ TM

Tmin

T
dσ (E)

dT
dT (2.33)

where ne is the electronic density. This equation can in turn be written as a function of

impact parameter as shown in the below equation,

−dE
dx
|e = ne

∫ bmax

bmin

T2πbdb (2.34)

where bmax and bmin refers to the maximum and minimum impact parameter.

−dE
dx
|e =

4πZ2
1e

4ne
mev2

ln
bmax
bmin

(2.35)

where the maximum energy is lost when impact parameter assumes a value given by,

bmin =
Z1e

2

mev2
(2.36)

and the minimum energy lost is equivalent to the smallest energy that can be accepted by

an electron to excite to an allowed energy state. If I can be taken to express the minimum

amount of energy that can be accepted by an electron, then the high energy electronic

stopping turns out to be,
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−dE
dx
|e =

2πZ2
1e

4

E
NZ2

(
M1

me

)
ln

2mev
2

I
(2.37)

where ne = NZ2, with N given by the atomic density of the stopping medium. This

expression is referred to as the Bethe's theory of stopping[51, 52].

The average excitation energy I, in electron volts for most elements is roughly,

I ∼= 10Z2 (2.38)

In the case of low energy regime the Bethe's theory of stopping breaks down and a

di�erent model of energy transfer is required. Several models of electronic stopping has been

developed where the stopping cross-section is assigned to be directly proportional to the

velocity of the ions [53, 54, 55]. Widely used model to compute the electronic energy loss in

this energy regime was �rst proposed by Frisov [55]. In his model, he proposed that during

ion-atom collision the ion upon impact with the atom forms a quasi particle as shown in the

�gure below.

Figure 2.10: Schematic representing quasi particle formed during ion-atom collision with
impact parameter b and distance of separation r as proposed by Frisov. Projectile atom
with atomic number Z1 and velocity v forms the P-region of the quasiparticle and the target
atom with atomic number Z2 forms the T-region of the quasiparticles. Frisov de�ned a
plane bisecting the line joining the center of the two particles. Electrons passing through
this Frisov plane strongly interact with the force �eld of the corresponding atoms and results
in energy loss by electron exchange. Redrawn from [1]

Frisov de�ned a plane bisecting the line joining the center of the two particles. Electrons

passing through this Frisov plane strongly interact with the force �eld of the corresponding

atoms and results in the energy loss as described by,

−Se (E) = 2π

∫ ∞
0

Tebdb = KF2πe2a0 (Z1 + Z2)
v

v0
(2.39)

where a0 is the Bohr atomic radius of hydrogen atom, Te is given by
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Te =
0.35 (Z1 + Z2)

5/3h/a0
[1 + 0.16 (Z1 + Z2) 1/3b/a0] 5

v (2.40)

and KF = 1.08

The Frisov formula �ts the experimental data for those collisions where Z1/Z2 or Z2/Z1

does not exceed 4.

For wide scale application, electronic stopping expression credited to J. Lindhard and M.

Schar� is applied [56]. While the derivation of Lindhard-Schar� formula was never published,

Sugiyama has shown that the formula can be derived from the Frisov procedure [57, 58, 59].

The point of di�erence however was attributed to the choice of interatomic potential used

by them.

Frisov used the interatomic potential form given by,

V (r) =
(Z1 + Z2) e

2

r′
χTF

[
1.13 (Z1 + Z2)

1/3r′/a0
]

(2.41)

where r′ = r/2 is the distance between one of the colliding atoms and the Frisov plane,

a0 is the Bohr radius and χTF is the Thomas-Fermi screening function.

While Lindhard and Schar� provides an interatomic potential given by,

V (r) =
2 (Z1Z2)

1/2e2

r
χTF

[
1.13

(
Z

2/3
1 + Z

2/3
2

)
1/2 r

a0

]
(2.42)

The Lindhard-Schar� electronics energy loss equation widely used is given by,

dE

dx
|e = ξL8πe2a0N

Z1Z2(
Z

2/3
1 + Z

2/3
2

)
3/2

(
v

v0

)
(2.43)

where the correction factor ξL is given by

ξL ∼= Z
1/6
1 (2.44)

The Lindhard-Schar� stopping cross-section can be given as

Se (E) = 3.83
Z

7/6
1 Z2(

Z
2/3
1 + Z

2/3
2

)
3/2

(
E

M1

)1/2

= KLE
1/2 (2.45)

where KL is given by,

KL = 3.83
Z

7/6
1 Z2

M
1/2
1

(
Z

2/3
1 + Z

2/3
2

)
3/2

(2.46)
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It has to be noted that so far all the stopping power calculations have been based on the

Thomas-Fermi atomic model and does not take into account the electronic shell structure

of the atom. This leads to oscillation in the matching of data between the experiment and

prediction provided by LS regime. Further the stopping calculated in the high energy regime

has an error margin of about 20%.

So far in this section, expressions for nuclear and electronic stopping were developed. It

is possible to compare the two stopping power against each other which will show the regions

where one dominates the other. Figure 2.11 plots the nuclear and electronic stopping power

as function of logarithm of incident ion energy.

Figure 2.11: Plot of nuclear and electronic stopping with respect to log(E). It can be observed
that the nuclear stopping dominates the energy loss of the projectile at low energy region
and the electronic stopping dominates at high energy region. This implies that during ion
implantation and ion beam deposition the stopping cross-section that is of importance will
be nuclear stopping and in ion beam analysis such as RNRA and RBS electronic stopping
will be the key cross-section to be considered [1].

The plot shows that at low energy regimes where ion beam deposition and implantation

are carried out the major mode of energy loss is through nuclear collision. It can be further

seen that at low energy regime the stopping is proportional to the velocity of the ion as

described by the LS equation. As the velocity further increases and the ion approaches the

high energy regime nuclear stopping diminishes as 1/E0. The electronic stopping in this

region is expressed by Bethe's stopping theory.
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2.1.5 Ion Range and Straggling

One of the most important parameter in ion beam modi�cation is the range of the incident

ion beam. The range determines the extent to which an incident beam can interact with the

material. If the interaction distance is limited to near-surface region large changes in the

surface properties can be observed. For example, electrical properties are largely dependent

on the surface characteristics of the material. On the other hand, low �uence implantation

at high energies results in large penetration range of the ion which does not re�ect any

change in the surface. Before presenting an expression for range and range distribution it is

necessary to clarify the di�erent terminologies associated with the concept of ion range.

(a) 2-D representation of projected range of implanted ion

(b) 3-D representation of projected range of implanted ion

Figure 2.12: Schematic representing the di�erent range parameters of an ion implanted into
the target surface. Redrawn from [1]

Figure 2.12 shows the range of an implanted ion in the material. Figure 2.12 (a) shows

the implantation process in a 2-dimensional form. An incident ion upon entering the target
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undergoes a series of collisions with the electrons and stationary atoms resulting in loss of

ion energy. When the ion has lost most of its energy, it can no longer travel further within

the material thereby resting at a particular depth from the target surface. The same process

is represented schematically in 3-dimensional frame. The �nal position of the ion in the

3-dimensional frame is given by (xs, ys, zs). The various terms used to describe the ion

travel path are [1],

� Range is de�ned as the total distance traveled by the ion from its point of entrance

at the target surface to its �nal resting position. The range is directly proportional to

its incident energy and inversely proportional to the stopping power.

� Radial range is the vector joining the origin or the point of entrance of the incident

ion to its �nal resting position. If range is the distance covered by the incident ion,

radial range refers to the displacement vector of the incident ion. It is given by,

Rr =
(
x2s + y2s + z2s

)
1/2 (2.47)

� Projected range of an ion refers to the projection of the radial range of the ion onto

its incident trajectory vector. Statistical projected range (for a distribution of ions), is

the distance measured along the incident ion trajectory from the target surface to the

region where the maximum concentration of the implanted ion is found.

� Implant depth is projection of ion range onto a vector normal to the target surface.

As the name suggests it refers to the depth at which maximum ions are accumulated

into the target. When the incident angle of the ion is normal to the target surface,

implant depth and projected range are one and the same.

� Spreading range is the distance between the origin or the point of incidence of the

incoming ion at the target surface and the projection of radial range at the target

surface. It is given by,

Rs =
(
y2s + z2s

)
1/2 (2.48)

� Transverse projected range is the vector connecting radial range and the projected

range. It is given by,

Rt
p =

[
(xssinθ − yscosθ) 2 + z2s

]
1/2 (2.49)

Range de�nitions are provided in terms of a single ion. However, ion beam processes involve

collective e�ect of a large number of ions. All the ions will not undergo the same number
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of collisions and hence can travel longer or shorter distance compared to other ions. The

overall distribution of the ions is thus a statistical process based on the probability of the

number and nature of its collisions.

At low �uences and in the absence of channeling the implanted ion depth distribution is

roughly Gaussian in nature. The probability function for a Gaussian distribution (normal)

[45], is

f (x) =
1

σ (2π) 1/2
exp

[
−1

2

(
x− µ
σ

)2
]

(2.50)

The depth distribution N (x) of implanted ions, normalized for an ion implantation dose

φi, is given by the expression

N (x) =
φi

∆Rp (2π) 1/2
exp

[
−1

2

(
x−Rp

∆Rp

)2
]

(2.51)

where Rp denotes the projected range.

In this expression, the probability function is replaced by the depth distribution function

N (x), mean (µ) is replaced by Rp and standard deviation (σ) is replaced by ∆Rp. Assuming

all the implanted ions are retained the dose of the distribution can be obtained by integrating

the depth distribution for all depths. The peak concentration or the peak atomic density

(Np) of the implanted ion in the distribution is given by,

N (Rp) ≡ Np =
φi

∆Rp (2π) 1/2
∼=

0.4φi
∆Rp

(2.52)

The concentration is obtained by,

Cp =
Np

Np +N
(2.53)

where N is the atomic density.

Now that the distribution is de�ned by a mathematical description, it is necessary to

obtain an expression for (i) Range, (ii) Projected range and (iii) Projected range straggling.

The analytical approach to calculate the range quantities was given by J. Lindhard, M.

Schra� and H. E. Schiott in 1963 and is commonly referred to as LSS theory. The LSS

theory allows computation of range within 20% error margin. A more accurate calculation

is available using the PRAL (Projected range algorithm) developed by J. P. Biersack, U.

Littmark and J. F. Ziegler. The simulation program employed in this research work is a

re�ned version of the same.

Range is given by
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R =

∫ 0

E0

dE

dE/dx
=

∫ 0

E0

dE

NS (E)
(2.54)

where,

dE

dx
=
dE

dx n
+
dE

dx e
(2.55)

In the case of ion beam deposition and implantation, the energies involved are in the

range of few hundreds of an eV to ∼ 100 keV. At these ion energies the stopping due to

electronic contribution is insigni�cant and the range can be approximated to result purely

from the nuclear stopping. Such a range estimate obtained from approximation is given by

[1],

R (E0) =

(
1−m

2m

)
γm−1

NCm
E2m

0 (2.56)

where

γ ≡ 4M1M2

(M1 +M2) 2
=
TM
E

(2.57)

and

Cm =
π

2
λma

2
TF

(
2Z1Z2e

2

aTF

)2m(
M1

M2

)m
(2.58)

where m = 1/3 when ε< 0.2, m = 1/2 when 0.2 <ε< 2 and m = 1 for ε> 10 (RBS).

The projected range can be calculated from range (Lindhard, 1963)

Rp
∼=

R

1 + (M2/3M1)
(2.59)

The calculations so far were based on the assumption that the target is made of a single

element. In the case of poly-atomic target, accurate calculations require the use of PRAL

code. However an approximate value can be derived by,

Rp (AxBy) ∼= Nalloy

[
(Rp (A) /NA) (Rp (B) /NB)

(yRp (A) /NA) + (xRp (B) /NB)

]
(2.60)

A very important parameter accompanying calculation of range and projected range is

the calculation of straggling. Ion implantation is a random process and projected range

merely denotes the average depth at which maximum concentration of the implanted ions

comes to rest. Some ions can undergo lesser collisions and can thus travel greater distance

while some can experience greater number of collisions and thus comes to rest closer to
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surface. It is a natural process that cannot be eliminated or even controlled in ion beam

processes. It could hence be viewed as a disadvantage of ion beam technology.

However, the implanted ion distribution as mentioned earlier can be described in most

cases accurately by a Gaussian distribution. The full width half maximum of this distribution

is determined by the straggling of the implanted ions. In the discussed energy regime where

nuclear stopping dominates, straggling can be determined to fair level of accuracy based on

the mass of the ion and target atom alone. The range straggling was calculated based on

Lindhard theory and is given by,

2.5∆Rp
∼= 1.1Rp

[
2 (M1M2)

1/2

M1 +M2

]
(2.61)

or

∆Rp
∼= Rp/2.5 (2.62)

However the accuracy of the above expression holds good only when ε < 3 and when

M1 > M2. This is because when M1 < M2, the ion atom collisions involve large angle

scattering and hence would require simulation works such as PRAL to obtain a proper value

of the straggling value.

2.1.6 Atomic displacements and Sputtering

In the sections so far various phenomena of ion-solid interactions were discussed. It was

shown that an energetic ion loses energy by electronic excitations and nuclear collisions

leading to energy loss and eventual stopping of the ion within the solid. An expression was

arrived to determine the range of the ion and the straggling experienced by it in its path.

An important consideration of such interactions is the impact delivered by the ion onto the

material. The nuclear stopping especially causes signi�cant damage within the base material

by forming vacancies and interstitials. This e�ect is especially important when the base

materials are crystalline in nature. In the case of ion implantation each crystalline material

has an implantation threshold beyond which the material becomes completely disordered.

This threshold is referred to as amorphization threshold and Si for example has a typical

amorphization threshold in the range of few 1014 atoms.cm−2.

An ion upon collision with a target atom can result in displacement of the target atom

from its lattice position. Consider the energy transferred by an ion onto a target atom

(T ) during a collision process. If T is greater than a threshold value Ed, the collision will

result in a displacement of the target atom and results in formation of a Frenkel pair. This
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threshold value Ed is referred to as the displacement energy. The displacement energy is

directly proportional to the binding energy or the sublimation enthalpy. On the other hand,

if T < Ed then the collision just results in vibration of the target atom in its lattice position

which spreads to other atoms as phonons. If the incident energy is much greater than

the displacement energy then atoms displaced from their lattice position can cause further

displacements in the target lattice. These atoms are referred to as primary knock-on atoms

(PKA). The PKA can lead to secondary knock-ons, tertiary knock-ons etc., leading to a

cascade of atomic collisions, usually termed as collision cascade.

The number of displacements and total displacement damage resulting from an incident

ion with an energy E0 is given by [1],

Np (E0) =

∫ E0

0

σd

(
E
′
) dE

′

S (E ′)
(2.63)

where E
′
is ion energy as function of distance traveled by the ion. Another crucial

information that is particularly important for this work is the spatial distribution of damage

energy within the base matrix. This expression is given by [1],

FD (x) =
E0

2mR
(1− x/R)

1
2m
−1 (2.64)

Sputtering refers to the process of ejection or removal of atoms from the target upon

impact by an energetic ion beam. Sputtering occurs when the atoms present on the surface

of the target are displaced outward due to either direct collision with the incident ion or

by a chain of energy transfer from the incident ions through knock-on atoms. For an atom

present at the surface, the displacement energy is determined by its surface binding energy.

A useful parameter for evaluating the loss due to sputtering is the sputter yield. Sputter

yield denotes the number of atoms sputtered from the target surface due to impact by a

single ion [1].

Y ∼= 4.2αSn (E0) /U0 = 4.2α (dE/dx)n (NU0)
−1 (2.65)

where Y is the sputter yield, Sn is the nuclear energy loss, α is a function based on the

ratio of the masses of target atom to the incident ion, N is the atomic density in(nm)−3 and

U0 is the surface binding energy. Sputtering has two important e�ects in this research work.

The �rst e�ect is that, during implantation presence of signi�cant sputtering can result in

reduction in the thickness of the target. This leads to a shift in the implanted ion distribution

towards the surface. In such a scenario, the depth at which the maximum implanted ion

concentration is measured becomes closer to the surface with implantation �uence (when
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the implanted ion is heavier than the target). Prolonged implantation can further lead to

non-Gaussian distribution. The second e�ect of sputtering is the achievement of steady-state

condition. This is achieved when the sputter yield of the implanted ion reaches 1. In such

a scenario, no further increase in the implanted ion concentration can be achieved. Any

further implantation will cause equal number of implanted ions to be sputtered out.

2.1.7 Simulations

The concepts discussed so far cover the basic interaction between an energetic ion and the

target matrix. In many instances analytical solutions were sought to describe the slowing

down and scattering of ion in matter. Computer simulations can similarly be used to de-

scribe the same. Two such types of simulations generally exist: (a) Monte-Carlo simulations

(b) Molecular dynamics simulations. Monte-Carlo simulations applies binary collision ap-

proximation to evaluate the interactions. Molecular dynamics approach on the other hand

considers the interaction as a many-body problem of Newtonian mechanics for many inter-

acting particles. In this work, the simulation methods utilized are based on Monte-Carlo

approach.

Few underlying assumptions involved in general in an MC approach are,

1. The target is considered to be amorphous

2. Binary collision approximation is applied

3. The nuclear and electronic energy losses are considered to be independent of each other

4. Nuclear stopping is based on the interatomic potential given by Lindhard [56]

5. Electronic stopping at low velocities are based on the formalism of Lindhard and Schar�

and at high velocities are given by the Bethe formula

6. The contribution of each species of a poly-atomic target is proportional to their number

density.

The simulation in this work are based on computer code known as Dynamic Transport and

Range of Ion in Matter (D-TRIM) [60]. A major advantage of using it is that compared to

other simulation codes, this software considers the dynamic changes in composition during

the simulation work. The use of the code to compute the ion range, damage and elemental

distribution and sputtering e�ects are discussed in detail in the results chapter.
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2.2 Magnetic Properties

Magnetic properties of transition metal doped DLC has not been explored much and is

an important contribution made by this work. Few basic concepts regarding the magnetic

properties of materials are brie�y discussed below.

2.2.1 Origin of magnetism

Magnetism arises from moment of charged particles. In materials, electrons are the mobile

carriers of charge. Hence the distribution and interaction of electrons with other electrons

dominate the magnetic behavior of the material. The atomic nucleus also possesses a mag-

netic moment but the contribution from electron is about 103 times stronger than the nuclear

moment.

Electrons can contribute towards a magnetic moment in two di�erent ways. One contri-

bution arises from their orbital angular momentum and the other from their intrinsic angular

momentum also referred to as �Spin�. Figure 2.13 attempts to represent both these contribu-

tions in a classical picture. However, it is to be noted that the quantum mechanical nature

of electron does not have a classical analogue.

Figure 2.13: Schematic representing electron contribution to magnetic moment. Two contri-
butions as observed in the �gure are the magnetic moment due to orbital angular momentum
of the electron and magnetic moment arising from the intrinsic angular momentum of the
electron. Redrawn from [2]

Figure 2.13 shows the motion of electron in the �rst Bohr orbit around the nucleus. The

magnetic moment (µ) arising out of its orbital motion can be calculated to be

µ = (area of loop)× (current) (2.66)

Which leads to
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µ (orbit) =
eh

4πme

(2.67)

The �gure also denotes the spin of the electrons. The magnetic moment due to electron

spin calculated from theory and experiment turns out to be

µ (spin) =
eh

4πme

=
(1.60× 10−19C) (6.62× 10−34Js)

4π (9.11× 10−31kg)
= 9.27× 10−24A.m2 (2.68)

It can be seen that the magnetic moment due to spin and the orbital motion (1st Bohr

orbit) are both equal. The value of this magnetic moment is referred to as the Bohr magneton.

µB = Bohrmagneton = eh/4πm = 9.27× 10−24A.m2 (2.69)

2.2.2 Classi�cation of magnetic materials

When a magnetic �eld is applied to a free electron it tends to align its magnetic moment in

the direction of the applied �eld to reduce its overall energy. However, when the electrons

are distributed in a material they arrange themselves based on their interaction with the

atomic nucleus and the surrounding environment. In those materials where all the electron

shells are fully occupied each electron is paired with another electron of opposite spin and

hence there is no net magnetic moment exhibited by the material. When a magnetic �eld

is applied on such materials they develop a net magnetic moment opposing the applied �eld

and are hence termed diamagnetic.

Those materials which contain an unpaired electron in the outer most shells in presence

of external magnetic �elds develop a net magnetic moment in the direction of the applied

�eld. In the absence of an external �eld, the magnetic moment from the unpaired electrons

are randomly oriented and hence do not contribute towards a net magnetic moment. Such

materials are termed paramagnetic.

There are three further types of magnetic behavior observed in condensed stated of

matter. They are ferromagnetism, ferrimagnetism and anti-ferromagnetism. They arise due

to interactions of electrons with their neighbors.

Consider two atoms brought very close to each other. The electrons of these atoms have

to assume a di�erent distribution due to the e�ects of space localization. The interaction

between the electrons of the two atoms are governed by the Coulombic potential and ap-

plication of Pauli's exclusion principle. This forces the electrons to assume either a triplet

state where the electrons share the same spin but a di�erent spatial coordinate or a singlet
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state where they share the same spatial coordinate but their spins are aligned anti-parallel

to each other. This interaction can be represented by [2],

Eex = −2JexSiSj (2.70)

where Eex is the exchange energy, Jex is referred to as exchange integral and Si and Sj
represents the angular moments of two neighboring atoms.

If the exchange integral is positive, the system attains the lowest energy state when the

neighboring electrons are aligned parallel to each other. Such materials possess a spontaneous

net magnetic moment and are referred to as ferromagnetic materials.

When the exchange integral is negative, it denotes that the electrons are oriented anti-

parallel to each other. If the moments of the electrons are equal in value, the material

does not exhibit a net magnetic moment and are hence termed anti-ferromagnetic. If the

moments are unequal, then they exhibit a net magnetic moment equal to the magnitude of

their di�erences. Such materials are termed to be ferrimagnetic.

It has to be noted that while ferromagnetic and ferrimagentic material possess sponta-

neous magnetization, generally a small external �eld is required to achieve a maximum net

magnetic moment referred to as saturated magnetic moment. As per the theory of exchange

interactions this external �eld is unnecessary. Weiss explained this apparently contradic-

tory �ndings by projecting the domain picture of magnetic materials. He proposed that

a ferromagnetic material is divided in many domains (small regions within the material),

where each domain is spontaneously magnetized in a particular axis of magnetization. The

boundaries of each of these domains are referred to as domain walls. Since a ferromagnet

is composed of many such domains oriented in random directions, the net magnetization is

zero. When an external magnetic �eld is applied, all it does is �ip these domains in the

direction of the applied �eld. When two neighboring domains point towards the same axis of

magnetization the domain wall separating them vanishes and they become a single domain.

A material magnetized to its maximum value is pictured to be composed of a single domain.

2.2.3 Temperature and �eld dependence

A useful quantity to describe the magnetic order in these material is magnetization. Mag-

netization is de�ned as the net magnetic moment present in a unit volume of the material.

The magnetization is dependent on the applied magnetic �eld as given below,.

M = χH (2.71)

where, M is the magnetization, H is the magnetic �eld and χ refers to the susceptibility
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of the material.

Ferromagnetic and ferrimagnetic materials exhibit spontaneous magnetization, (i.e.) ap-

plication of even small amounts of magnetic �eld can led to large magnetization. This is

attributed to their exchange interactions, which act as an internal molecular �eld. This ef-

fect can be described e�ciently by plotting magnetic susceptibility as a function of magnetic

�eld. Figure 2.14 describes this relation for di�erent magnetic materials.

Figure 2.14: Magnetization and magnetic susceptibility of di�erent magnetic materials with
varying �eld and temperature. Redrawn from [2]

As mentioned before, external magnetic �eld has a tendency to increase the magnetic

ordering within a material. However at all temperatures above the absolute zero, thermal

energy plays a role opposite to that of the applied magnetic �eld. In other words, thermal

energy causes randomization of the electron spins within the material.

In the case of diamagnetic materials, there is no spin contribution to the magnetic be-

havior of the material. Hence the magnetic susceptibility of these materials do not vary with

temperature. Paramagnetic materials on the other hand shows continuous drop in magnetic

susceptibility with increase in temperatures. This relation is described by Curie's law [61].

χ =
C

T
(2.72)

where, C is the Curie constant and T is the temperature

In ferromagnetic materials, there is a positive shift in the magnetic susceptibility vs

temperature curve due to the presence of molecular �eld/ exchange interactions. Their

relation is described by Curie-Weiss law,
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χ =
C

T − θ
(2.73)

where θ is known as the Curie-Weiss temperature.

Another relation that is worth explaining is the dependence of saturated magnetization

of ferromagnetic materials with temperature. When all the electronic spins of a material are

aligned in the direction of the applied �eld, the magnetization of the material is said to have

saturated. The saturated magnetic moment at absolute zero is denoted by ms(0). At all

temperatures above 0 K, the randomization e�ect prevents the saturated moment to achieve

ms(0). The variation of the saturated magnetic moment with temperature can be described

by Bloch function, as shown below [22],

ms(T ) = ms(0) [1−B × T β] (2.74)

where ms represents the saturated moment, B is a constant inversely proportional to

spin sti�ness coe�cient and β = 3/2 for Bloch function. The Bloch function accounts for

the randomization e�ect induced on the magnetic order by thermal energy in the form of

quantized spin waves / magnons. The Bloch equation describes the magnon dispersion as a

function of temperature.

2.2.4 Magnetic nanoparticles

Con�nement of materials to nanoscale dimension leads to several interesting properties. In

the case of magnetic properties, ferromagnetic nanoparticles exhibit a behavior known as

superparamagnetism. As the name suggests, the material exhibits paramagnetic behavior

but with a large magnetic susceptibility.

A ferromagnet generally has an easy axis of magnetization and attains lowest energy

state when ordered in its easy axis. Changing its magnetization direction from its easy axis

requires it to pass through an energy barrier. This property is commonly referred to as

magnetocrystaline anisotropy. Ferromagnet exhibits coercivity and remanence due to the

presence of this property. The reduction in energy of the material by aligning in its easy

direction is referred to as the anisotropy energy of the material. The anisotropy energy is

proportional to the volume of the material and is given by [2],

MAE = kV (2.75)

where V is the volume of the material and k is the anisotropy coe�cient which is unique for

each material. Superparamagnetism is observed when the size of the magnetic nanoparticles
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go below the size of the magnetic domains. In such a scenario, the anisotropy energy of

the nanoparticles are comparable to their thermal energy i.e., kV is comparable to kBT . In

this case, the randomization e�ect caused by the thermal energy distorts the material from

its magnetically ordered state. The entire nanoparticle acts as a single spin with a super

moment. Such nanoparticles assumes the behavior of a paramagnetic material when kBT >

kV and a ferromagnetic material when kBT < kV . The temperature of transition is referred

to as blocking temperature and can be measured experimentally by Zero Field Cool - Field

Cool (ZFC-FC) measurements. In this measurement, the sample containing nanoparticles

are measured against increasing temperature starting from both their magnetically ordered

state and a random state. The point at which the ZFC-FC curve splits or joins indicate the

blocking temperature of the material. At temperature below the blocking temperature the

sample exhibits irreversible behavior which denotes the presence of coercivity. The utility of

ZFC-FC measurement along with their application in this work is discussed in chapter 7.

2.3 Conclusion

This chapter in total provides an introduction to ion-solid interactions and magnetic prop-

erties of materials. The various concepts involved in the interaction of energetic ions with

matter is discussed in light of the di�erent ion beam processes used in this work. In particu-

lar, the concepts of cross-section, ion stopping, range, damage and sputtering are discussed

in detail. A section was devoted to touch upon the basic concepts and classi�cation of mag-

netic material. A detailed use of the concepts mentioned above can be found in the results

chapter (chapter 4 - 7).



Chapter 3

Methods

This chapter covers the experimental setup and limits of various techniques used in this

research. The objective is to study the structural, magnetic and electrical properties of Co

implanted DLC �lms. For this purpose di�erent characterization techniques with varying

capabilities are used. Each characterization technique o�ers a unique perspective on the ma-

terial and using a set of complimentary techniques a complete understanding of the material

can be achieved.

The various steps in this research work are,

1. Growth of DLC �lms by ion beam deposition

2. Co implantation into as-deposited DLC �lms

3. Simulation of Co implantation pro�les in DLC

4. HR-RBS analysis of the Co distribution in the implanted �lms

5. TEM imaging of the implanted regions in the DLC �lms

6. Performance of resonant nuclear reaction analysis on implanted and as-deposited DLC

to measure hydrogen depth pro�le

7. Raman measurement on the as-deposited and implanted DLC �lms

8. Measurement of magnetic behavior as a function of magnetic �eld and temperature

using a magnetic property measurement system

9. Measurement of electrical conductivity as a function of measurement temperature using

physical property measurement system

Each of the above mentioned techniques are presented as individual sections of this chapter.

41
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3.1 Ion implantation

Ion implantation is a technique widely used in the electronic industry. The main application

of ion implantation is in the introduction of dopants into the semiconducting wafer used for IC

fabrication. Ion implantation was �rst recorded in literature in the form of four patents �led

in the year 1950 and 1954 by three originators Ohl, Moyer and Shockley [62, 63, 64, 65]. They

have discussed the use of ion implantation to generate defects and substitute atoms in the

base matrix that can lead to doping. From then on several technological developments and

industrial and research requirements led to wide spread use of ion implantation technology.

Ion implantation plays a crucial part in this research work. While DLC can be doped by

di�erent means, ion implantation can induce speci�c changes and unique properties in DLC

due to the energetic interactions involved in this process. Thus the method of doping plays

a crucial role in the properties exhibited by the DLC �lm. It is therefore necessary to

examine the technique in detail. The ion-solid interactions that happen during the process

are explained in detail in section 2.1. In this section, the experimental setup of the implanter

is discussed.

As per the methodology, the �rst step of this work is to deposit diamond-like carbon �lms

by ion beam deposition. However, it would be bene�cial to start the experimental chapter

with the explanation of the ion implanter. Understanding the various components making

up the implanter enables better understanding of the experimental setup making up the ion

beam deposition system.

The overall function of an ion implanter is to bombard a target surface with energetic

ions. The various components making up the implanter allows generation of ions, selecting

the energy and mass of the generated ions, focusing the ions onto the target and providing

control over the number of ions bombarded per second over the target area (current density).
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(a) Schematic of industrial ion implanter

(b) Industrial ion implanter

Figure 3.1: Industrial implanter at GNS Science

A schematic of the ion implanter used at GNS Science [66] along with its picture is shown
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in �gure 3.1. The key components making up this ion implanter are:

1. An ion source which generates the ions required for implantation.

2. Beam transport components and columns which transports and focuses the ion beam

onto the target.

3. An double focusing electromagnet to segregate the di�erent constituents of the ion

beam and select a particular mass and energy.

4. A sample chamber which houses the sample target and provides easy access for loading

and unloading samples.

5. Vacuum systems to evacuate the ion source, beam line, electromagnet and sample

chamber.

The working of these di�erent sections of the ion implanter will be discussed in the following

steps,

3.1.1 Ion source

The ion implanter at GNS science uses a Penning ion source to produce the necessary ion

beams [67]. A schematic of Penning ion source is shown in �gure in 3.2. The ion source

contains a hollow anode in between two cathodes as shown in the �gure 3.2. This entire setup

is enclosed within a solenoid magnet. The anode is connected to a high voltage feed-through

via a spark plug that can withstand upto 3000 V at 100 mA current. The anode is typically

operated at a potential of about 2 kV. The solenoid is connected to a power supply that

provides upto 3 A at 15 V. Under normal working conditions the solenoid current typically

ranges from 1 � 2.3 A (at 5 - 11.5 V and 5 ohm resistance).

The working principle of a Penning ion source is based on Penning discharge which pro-

duces a plasma by application of a cross product of electric and magnetic �elds. Cosmic rays

creates the �rst set of primary electrons in the ion source. These electrons upon hitting other

neutral atoms generate an avalanche of electrons. These electrons further get accelerated

towards the anode due to application of high voltage. A precursor gas is let into the system

via a gas feed in the outlet located at the back cathode. The aim is to generate a plasma by

ionizing the precursor gas by the energetic electrons. This process requires a large number

of collisions between the primary electrons and the gas molecules. This is achieved by apply-

ing a magnetic �eld through the solenoid. The magnetic �eld forces the electrons to travel

in a helical path thereby increasing the probability of collisions between electrons and the
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gas molecules. The electrons are expected to have undergone approximately, 200-300 turns

during their travel from the cathode to anode. The ionization leads to a plasma enclosed

within the anode and cathode geometry. The magnetic and electric �eld also con�nes the

electrons and ions inside the ion source. The positive ions are extracted from the ion source

through a hole in the front cathode of the ion source (shown in �gure 3.2).

Figure 3.2: Schematic representing Penning Ion source

In order to implant gas ions, the respective gas is sent as precursor gas to the ion source.

In this case the anode current generated is in the order of 1 - 4 mA. The gas pressure is

in the range of 10−6 hPa at the Einzellens. On the other hand if the aim is to implant the

target with ions from a solid material, the respective solid is loaded as a cathode material

within the ion source. The precursor gas in this case is generally a noble gas. The plasma

generated from the noble gas is used to sputter the cathodes to produce the required ions.

Neon is typically used a the precursor gas in the implanter as it has the optimum balance

between its ionization cross-section and sputtering capacity. The anode current in the case

of sputtered ions ranges from 10 - 40 mA and the gas pressure is in the range of 10−5 to

10−4 hPa. Use of noble gas ensures minimal chemical interaction between the gas ions and

the cathodes. It is also to be noted that the functioning of the ion source requires solid

conductive cathodes. If the cathode is an insulator, conducting metals are mixed with the

cathode material to increase their conductivity. Dedicated ion sources are available at GNS

science for each of the above cases.

3.1.2 Ion extraction

The next important step after the production of ions is the extraction of the ions from the

ion source. As can be seen in �gure 3.1, the entire ion source is supplied with a terminal

voltage which acts as the acceleration voltage for the produced ion beam. The industrial

ion implanter used at GNS Science for this project can provide a terminal voltage upto 40
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kV and can thus generate singly charged ions with energy upto 40 keV. Since the entire ion

source is supplied with the terminal voltage, the plasma and the ions generated within the

ion source remain una�ected by the terminal voltage inside the ion source. The ions exiting

the ion source however have the following parameter in�uencing their extraction,

� The anode voltage which drives the positive ions to exit the ion source

� The acceleration voltage (terminal voltage) which e�ects the ions immediately upon

exit due to the large potential gradient between the ion source and rest of the system

� The gap between the ion source exit and entrance to the Einzellens

� The space charge e�ect which can limit the extracted ion current

Figure 3.3: Schematic representing ion extraction from ion source to the injector system
starting with the Einzellens. The separation distance between them has to increased with
increasing terminal voltage to prevent arcing and improve the transmission e�ciency of the
ion beam generated from the ion source.

The e�ect of anode voltage and terminal voltage in the extraction process is straight

forward. Increase in both the parameters generally leads to higher ion currents. Space-

charge a�ect refers to the repulsion between the positive ions con�ned in the small space.

Limiting e�ects are signi�cant only for currents greater than several mA. The e�ect of the

gap between the nose cone of the ion source and the Einzellens is shown in �gure 3.3. It

can be seen that the ions exiting the ion source spread in a radial fashion exiting at all

possible angles. At low acceleration voltage, this gap is reduced to a minimum to ensure

e�ective capture of all ions exiting the ions source. However, at the energies utilized for

Co implantation (30 keV) the gap is maximized to prevent arcing between the ion source

and Einzellens. The acceleration voltage is strong enough to direct the ions towards the

Einzellens nose cone.
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3.1.3 Ion beam focusing

Figure 3.4: Schematic representing 2D cross-section of ion path in the Einzellens. The ions
entering the Einzellens are usually focused to the center of the double focusing electromagnet
used for mass-separation in the ion implanter.

The Einzellens refers to a set of three metallic hollow cylinders placed on the path of the ion

beam as shown in �gure 3.1 [68]. Of the three cylinders, the middle component is connected

to a high voltage potential and the other two components are grounded to earth. The electric

�eld lines acting between the middle cylinder and the outer cylinders provides a lensing e�ect

to the ion beam extracted from the ion source as shown in �gure 3.4. The Einzellens does

not alter the velocity and thus the energy of the ion beam. This is due to the symmetry of

the �eld lines between the middle cylinder and the outer cylinders. As seen before the ion

beam proceeds radially outward during extraction. The function of the Einzellens is to focus

the ion beam towards the center of beam line to produce a stable ion current. The Einzellens

at GNS Science is designed in such a way that it focuses the ion beam into the center of the

electromagnet. The focus point can be adjusted by varying the Einzellens voltage.



CHAPTER 3. METHODS 48

(a) 2D Cross section of
ion path Y focus

(b) 2D Cross section of ion path in Y steerer

Figure 3.5: Schematic representing ion focusing and steering in the ion implanter

The ion beam then passes through a set of X and Y lenses which further focuses the beam

towards the center. Figure 3.5 (a) shows the function of a Y focus. The component is made

of set of two metallic plates positioned at the top and bottom of the beam line. These plates

are connected to a power supply. Since the beam is composed of positive charges, a positive

bias is applied to both the plates to produce a focusing e�ect as schematically shown in the

�gure. The implanter also uses a set of steerers for steering the ion beam. The steerers are

similar to the lenses except that in this case one of the plates assume a positive bias and

the other a negative bias. They alter the path of the ion beam in the beam line as shown in

�gure 3.5 (b).

3.1.4 Mass separation

The ion beam focused by the Einzellens and X and Y lenses are mass separated by passing

them through an electromagnet. The implanter employs a 1.4 Tesla 90o double focusing

electromagnet controlled by a power supply providing a maximum current of 160 A at 30 V.

The electromagnet applies a magnetic �eld in the direction perpendicular to the path of the

ion beam. Application of magnetic �eld induces a Lorentz force which in turn results as a

centripetal force on the ion beam. Their relation is shown in equation 3.1 - 3.4.

FL = q (v ×B) (3.1)

mv2

r
= q (v ×B) (3.2)
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B =
mv

qR
(3.3)

r =
mv

qB
(3.4)

where FL denotes the Lorentz force, q is the charge of the ion, v its velocity, B the applied

magnetic �eld, m is the mass of the ion and r is the radius of the ion under the magnetic

�eld.

In this work, Co+ is the ion of interest. Co has a mass of 59 a.m.u. It has a 1+ charge

and is accelerated by 30 kV. The velocity of the ion calculated from its energy is 3.13× 105

m/s. The electromagnet has a bending radius of 400 mm, however in the above calculations

a bending radius of 420 mm is utilized to correct for the misalignment between the magnet

and the beam line. Inputting these values suggest the applied magnetic �eld to be 4564

Gauss (refer table 3.1). Figure 3.6 further shows a schematic of Co mass separation through

the electromagnet. The mass separation can further be enhanced by use of slits after the

electromagnet. For the current application, the slits are closed to allow an ion beam of 10

mm diameter.

Figure 3.6: Schematic representing mass separation in Industrial Implanter at GNS Science
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Table 3.1: Mass separation by electromagnet in Industrial implanter at GNS Science

Mass (m) Energy (E) Magnetic �eld (B) @ �xed r = 420 mm Radius @ �xed B = 4564 G
a.m.u keV Gauss mm
58 30 4526 416
59 30 4564 420
60 30 4603 424

3.1.5 Quadrupole focusing

This ion beam then passes through a Y steerer to ensure the beam remains in the center of

the beam line. This function is important before the beam passes through the quadrupoles.

Quadrupole refers to a set of four metallic plates with hyperbolical surfaces placed on the

path of the ion beam to correct for its shape and focus it towards the sample target. The

ion implanter at GNS uses two duplet quadrupole systems. For practical reasons, the plates

were machined to have circular metallic face instead of a hyperbola.

In general the �rst quadrupole (Q1) functions to correct the beam path and passes it onto

the second quadrupole(Q2) which focuses it towards the target. However, e�ective focusing

and maximization of ion beam current requires an advanced setup of the quadrupole system

where Q1 along with beam path correction must also focus the beam in such a way that

it creates a beam cross-over in between of the two quadrupoles. This mirrors the initial

cross-over observed in the extraction of ions from the source to the Einzellens. Maximum

current were recorded when the quadrupoles were setup in this manner.

Another notable feature is that use of quadrupole require only one tenth of the potential

required for operating the Einzellens. The voltage required reduces with increasing order

of focusing (slits to Einzellens to Quadrupoles). It needs to be mentioned however that

quadrupole can only be used for symmetrical input ion beams and has a low acceptance

angle. It is for this very same reason an Einzellens was used for ion extraction. As no

control over beam shape is possible upon immediate exit from the ion source Einzellens

which has a large acceptance angle was employed to ensure maximum beam extraction.
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Figure 3.7: Duplet quadrupole system at the Industrial Ion implanter

3.1.6 Scanning

The last component the ion beam passes before entering the sample chamber is the X and Y

scanners. The X and Y scanners have a setup similar to X and Y steerers. The key di�erence

however is that instead of a DC voltage an AC voltage is applied onto the metallic plates

which continuously steer the beam in positive and negative X and Y directions. The scanner

is connected to a 2000 V power supply and usually the Y scanner is operated at 80 Hz and

X scanner at 30 Hz. Scanning also reduces the ion beam current incident on the sample as

it steers the entire beam in all the four directions. Generally, half of the unscanned current

is lost in the scanning process as it is essential to obtain uniform implantation.

3.1.7 Sample Chamber

The ion beam thus passed on from Q2 is focused onto the sample target loaded in the sample

holder present within the sample chamber. The sample chamber is a cylindrical stainless

steel container placed with a circular aperture on the path of the ion beam. The top lid of

the chamber is �t with a sample exchange column to allow easy loading and unloading of the

samples. The chamber aperture and the sample holder are connected to a charge integrator

which accurately measures the current incident on them as ion beam. Measuring the ion
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beam current incident on the sample holder (where the targets are placed) allows calculation

of the ion �uence and measuring the current incident on the chamber aperture preceding

the sample holder helps in centering the ion beam and estimating the appropriate scanning

required for a particular ion beam setup. The sample chamber also houses an electron gun

which is connected to a 400 V power supply. The electron gun is used to continuously spray

the sample with electrons. This ensures the charge neutrality of the samples. Without an

electron gun, continuous bombardment of positive ion beam on the samples especially on

DLC can cause sample charging which can decelerate or even de�ect the ion beam.

Three turbo pumps along with a roughing pump are employed to ensure high vacuum

conditions during ion implantation. A high vacuum is a per-requisite for transport of ion

beam from the source to the sample chamber. Einzellens, Faraday cup and sample chamber

are each connected to a turbo pump. Di�erential pumping along with liquid nitrogen trap at

the sample chamber establishes a base vacuum of 10−8 hPa vacuum at the sample chamber.

These are the primary components making up the ion implanter system at GNS Science.

3.2 Direct Ion Beam Deposition

Ion beam deposition of DLC �lms were carried out by two techniques: Direction ion beam

deposition (DIBD) and mass-selective ion beam deposition (MSIBD). DIBD as the name

suggests refers to a process of thin �lm deposition in which a carbon or carbon rich ion beam

is bombarded onto a substrate to produce DLC �lms. A schematic of the DIBD system built

at GNS Science exclusively for deposition DLC �lms is shown in �gure 3.8 [3].
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Figure 3.8: Direct ion beam deposition system at GNS Science. Source [3]

The setup consists of the following components

1. Penning ion source: To produce the required ion beam

2. Electrostatic scanner: To ensure uniformity and increase surface coverage

3. Sample stage: For placement of sample and acceleration of the ion beam

4. Sample chamber: For containing the whole apparatus at vacuum

5. Vacuum system: To pump out the sample chamber and ion source so as to ensure high

vacuum within the system

The Penning ion source functioning is explained in detail in the previous section. The ions

extracted from the Penning ions source are directed towards the sample stage. DIBD system

does not contain an extraction system employing an acceleration voltage. Use of acceleration

voltage is essential to maintain a stable beam in an ion implanter however is not essential

in ion beam deposition system due to its simpli�ed setup. On the path of the ion beam

are the electrostatic scanners that are basically four metallic plates connected to an external

power supply. Each plate is placed perpendicular to each other covering the four possible

directions of the horizontal plane. Application of alternating voltage to these plates can

result in scanning of the ion beam onto the sample stage. The sample stage is a cylindrical

metallic stage placed on path of the ion beam. The stage is large enough to capture the

complete ion beam and the substrate for DLC deposition is placed on it. The metallic stage
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is connected to a negative power supply. By applying a negative bias to the sample stage,

the incoming ion beam can be accelerated towards the substrate. Silicon was chosen as the

substrate for DLC deposition as it is diamagnetic and does not contain oxygen or nitrogen

impurities.

One drawback present in the current system is that it lacks any means to reduce sample

charging e�ect produced during ion beam incidence. The ions are positively charged and

the stage is applied a negative bias voltage. If the substrate is highly resistive it can build

up a layer of positive charges on the top surface preventing any further ion bombardment.

Hence, the method restricts the use of high resistive substrate for DLC deposition. Since

DLC will act as the substrate for Co implantation the research work does not require a

speci�c substrate. All DIBD samples were prepared using low resistive Si substrate which

implies that they are heavily doped. The implication of this restriction is that �lms prepared

by the DIBD system cannot be used in magnetization studies as heavily doped Si substrate

gives o� noisy background signals during the magnetic measurements.

3.3 Mass-Selective Ion Beam Deposition

DIBD deposition of DLC is a relatively simple process that works without mass separation

of the ion beam. The important di�erence in mass-selective ion beam deposition is the use

of an electromagnet to separate the incoming ion beam into its various constituents [36].

In this technique a particular ion species from the di�erent constituents are selected for

depositions. The key impact of mass selection lies in the control of ion energy during the

deposition process. Selection of ion species also allows control over the C:H ratio in the DLC

�lm. The ability to select the ion energy and ion species has signi�cant impact on the overall

structure of the DLC �lm. The setup used for MSIBD is shown in �gure 3.9.
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Figure 3.9: Schematic representing mass selective ion beam deposition system at GNS Science

Figure 3.9 shows the schematic of the mass-selective ion beam deposition used to deposit

DLC �lms. The schematic is very much similar to the ion implanter. In fact the principle

di�erence between the two setup is the reduced energy of operation and lower mass resolution

due to use of a 45o bending magnet in place of a 90o bending magnet. The system consists of a

Penning ion source for ion generation followed by an Einzellens for focusing the extracted ion

beam onto the 45o electromagnet which splits the ion beam based on its charge and mass.

The mass separated ion beam is then focused onto the substrate held by a target holder

which is housed in the sample chamber. High vacuum is achieved by using a combination

of turbo-molecular pump and rotary pump. The system is evacuated by pumping system

connected at three di�erent regions: (i) at the Einzellens (ii) X and Y steerer (iii) Sample

chamber.

A Penning gas ion source similar to the one used at DIBD is used in this system. The ion

source is evacuated to a base pressure of 8×10−7 hPa before introducing butane as precursor

gas to an operating pressure of 2× 10−5 hPa. The anode voltage is maintained between 1.5

to 2 kV. The anode current is usually limited to 2 - 4 mA and solenoid current is limited to

1.5 A to create a cross over between the electric and magnetic �eld. This leads to ionization

of the precursor gas to create a carbon rich plasma. Carbon ions are extracted from the front

cathode of the ion source by the anode voltage. It can be seen in the schematic that the whole

ion source is placed at a terminal voltage supplied by an external power supply. Typically, a

terminal voltage of 3 kV is supplied to provide a total acceleration voltage of 5 kV (terminal

+ anode voltage). The extracted ion beam then passes onto the Einzellens which focuses
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the ion beam towards the center of the electromagnet. The Einzellens is usually applied a

voltage very close to the acceleration voltage ∼ 4.5− 4.8 kV.

The ions focused onto the electromagnet experience a transverse magnetic �eld which

causes bending of the ion beam due to Lorentz force. DLC �lms used for Co implantation

are deposited using C3H
+
6 ion species, which has a mass of 44 a.m.u and possess 5 keV

energy. A magnetic �eld of 2560 Gauss was applied to achieve the desired mass selection.

The selected ion species are then passed onto X and Y steerers which directs the ion beam

onto the target stage. Steerers are metallic plates which de�ects the ion beam based on

application of electric potential. The ion beam before bombarding the substrate is scanned

in the X and Y direction by a set of electrostatic scanners.

Unlike DIBD system the target holder does not hold any bias and the sample chamber

contains an electron gun similar to the ion implanter setup which neutralizes the substrate

and prevents it from charging up. The deposited ions are detected and measured by a charge

integrator which enables control over the implantation �uence. Accurate measurement of

the implantation �uence is possible with this setup. An implantation �uence of 5 × 1017

molecules.cm−2 gives rise to DLC �lms with thickness of about v 100 nm.

3.4 High resolution Rutherford backscattering

Rutherford backscattering spectrometry is used in this work to measure the depth pro�le of

implanted ions in DLC matrix [47]. The basic principle of this technique is covered in section

2.1. In this section, the instrument and the experimental setup used during the measurement

are presented.

In Rutherford backscattering, the composition and distribution of di�erent elements

within the target matrix is probed by use of a highly energetic ion beam. The collision

process between the energetic ions with the stationary target atom results in backscattering

of a small fraction of the incident beam. The scattering angle and the energy of the ions

reveals information about the mass and position (depth) of the target atom involved in the

scattering process.

Hence for this measurement, the key requirements are

i) An accelerator setup to provide a stable high energy ion beam

ii) A detector placed at a speci�c scattering angle to measure the energy of the scattered

ion

Apart from the above requirements, all RBS setup will use beam optics to focus and

�lter the incident ion beam, a sample chamber and holder sometimes �t with a goniometer

to position the target with respect to the incident ion beam and vacuum systems to evacuate
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the whole setup to satisfactory pressure levels.

The HR-RBS measurements were carried out at the Center for Ion Beam Applications

(CIBA) at the National University of Singapore [4]. At CIBA, there is a single-ended 3.5

MV Singletron TM accelerator from High Voltage Engineering Europa (HVEE) attached to

three beam lines as shown below in �gure 3.10 [69, 5]. The accelerator has a beam stability

of ±20 eV and a brightness of 20 pA/(µm2mrad2)MeV. High stability of the beam energy en-

sures minimum contribution from energy �uctuations towards broadening the system energy

resolution. In depth details about the accelerator can be found from [69].

Figure 3.10: Layout of the accelerator and beamlines at CIBA, NUS [4]

The beam from the accelerator is passed through a set of steerers and slits coupled with

a beam pro�le monitor and a Faraday cup to ensure proper steering and focusing of the

incident ion beam onto the switching magnet which in turn steers the beam to one of the

beam lines. The HR-RBS end station is connected to the 45o beam line from the accelerator.

The HR-RBS end station consists of
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1. Main chamber with a load lock chamber

2. Ultra high vacuum system (pumps, valves and interlocks)

3. 5-axis goniometer

4. Control cabinet

5. Spectrometer magnet and Multi channel place - focal plane detector chamber (HR-RBS

detector system)

The scattering chamber is maintained under a constant pressure of 5 × 10−6 hPa by use of

turbomolecular pumps. The load-lock chamber works similar to the setup at the GNS ion

implanter allowing easy loading and unloading of the sample to the scattering chamber. The

sample holder is connected to a computer controlled goniometer which allows translations

in all three dimensions and rotation about the vertical and horizontal axis. The ion beam

scattered from the target then passes onto the magnetic spectrometer via a 2 mm collimeter.
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(a) Actual HR-RBS detector system. The path of the ion beam scattered from the
sample and passing onto the detector through the electromagnet is highlighted
in the picture.

(b) Schematic layout of the HR-RBS detection system. Ions scattered from
the target within a �xed scattering angle window enters the spectrometer
magnet. Ions with higher momentum will be bent with a larger radii (red)
while lower momentum ions will have a smaller radii (green).

Figure 3.11: HR-RBS detector system. Source [5]

The HR-RBS detection system is shown in �gure 3.11. The detector system comprises

of a 90o double focusing electromagnet coupled to a multi-channel plate detector [5]. The

magnet has a bending radius of 175 mm with a maximum bending power of 2.1 MeV. The

function of the electromagnet is to bend the ion beam and spatially segregate the ion beam

based on its energy. The MCP detector is then placed on the path of the bent ion beam.

The detector is a 100 mm long and 15 mm high z-stack multi-channel plate placed in the

focal plane perpendicular to the ions (central ion trajectory) exiting the magnet. The MCP
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is connected to a resistive anode readout which measures the position of the ion hitting the

MCP which is directly related to its energy.

In the �gure trajectories of particles with energy parameter (ε = E/E0) of 0.88, 1 and

1.15 are shown. E0 is the energy of the ion passing through the central ion trajectory. It

can be seen that the position at which each ion beam strikes the MCP is dependent on its

energy. The MCP detector merely measures the position of the scattered ion beam after

passing through the electromagnet. This position can be related to the energy of the ion

beam by function f(E) described by the following relation,

f (E) = F (X (E/E0))
1

E0

dX

dε
|ε=E/E0 (3.5)

where X is the position of the ion. By sweeping the magnetic �eld to di�erent values

the entire energy range of the scattered ions can be covered. The energy is related to the

magnetic �eld as per the relation given in equation 3.5. The magnetic chamber is mounted

on rails and can thus be rotated around the scattering chamber to cover various scattering

angles. The di�erent possible scattering angles covered by this setup are: 30, 50, 65, 80, 95,

110 and 125.

In this work, HR-RBS measurements were carried out in the following setup,

Table 3.2: Experimental parameters for HR-RBS setup

Parameters Value
Energy 500 keV
Ion He+

Scattering Angle 65o

Detector resolution 1.7 keV

The e�ect of ion mass, ion energy and scattering angle are already discussed in detail

in section 2.1. The beam diameter was collimated to 1 mm and the detector resolution for

the given setup at the point of measurement was obtained to be 1.7 keV. This experimental

setup is designed to basically answer the question �At a given scattering angle, how many

scattered ions have a particular value of energy?�.

So far the instrumentation involved in the HR-RBS measurement are discussed. However,

the data obtained from the measurement cannot be directly used for analysis. There are

two basic steps that needs to be completed before analyzing the HR-RBS spectrum by a

simulation software. The steps are detailed below,
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3.4.1 Data Stitching

HR-RBS as mentioned earlier, o�ers a very high resolution in probing the composition on the

surface. This is possible by separating the ion beam scattered from the sample surface under

an electromagnet. The scattered ion beam after passing through the electromagnet follows

a di�erent path based on their energy. These particles are collected in the multi-channel

plate detector. At a particular magnetic �eld, considering the calibration and setup of the

detector, the scattered particles of only a certain energy range can be e�ectively measured.

The magnetic �eld has to be changed to shift this detection range higher or lower. This

requires performing multiple measurement runs of the same sample at di�erent magnetic

�elds to cover the entire region of interest.
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(a) HR-RBS Data of Co implanted DLC �lm obtained
at magnetic �eld B = 0.83 T
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(b) HR-RBS Data of Co implanted DLC �lm obtained
at magnetic �eld B = 0.9 T
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(c) HR-RBS Data of Co implanted DLC �lm obtained
at magnetic �eld B = 0.96 T
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(d) HR-RBS Data of Co implanted DLC �lm obtained
at magnetic �eld B = 1.01 T

Figure 3.12: Raw data of sample Co implanted DLC obtained from HR-RBS measurement
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In the above graphs (�gure 3.12), the abscissa denotes the channel number and the

ordinate shows the number of ions hitting a particular channel. Each graph above shows a

spectrum of Co implanted DLC measured at a particular magnetic �eld. The magnetic �eld

had to be changed from 0.83 T to 1.01 T in four steps to cover the entire region of interest.

The spectrum obtained at each magnetic �eld have to be combined in order to extract the

depth distribution of Co in the sample. For this purpose a software code was used to stitch

the data together to get a uni�ed spectrum which is shown below in �gure 3.13.
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Figure 3.13: Stitched raw HR-RBS data of Co implanted DLC �lm

3.4.2 Calibration

Any measuring device needs to be calibrated before use. Every time an ion beam is setup a

standard reference sample needs to be measured to calibrate the energy of the channels at

each magnetic �eld employed. In this case, a 5 nm tantalum nitride thin �lms is used as a

standard to calibrate the energy scale. Ta and N are present at their surface and the channels

at which the Ta and N signals appear in the RBS spectrum can be �t to the corresponding

energy which provides the calibration details.

From the kinematics, for a 500 keV beam Ta and N signal should appear at 487.6 keV

and 357.3 keV. In the calibration measurement, their corresponding signals were recorded at

channel number 483 and 183 respectively.

The energy of a particular channel is given by,
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Channel Energy = Calibration Offset + Channel Number× Energy per Channel

Solving the above as linear equation in two variable, the channel o�set and energy per

channel is determined to be 277.570 keV and 0.4344 keV/channel. The uncertainty in the

calibration is de�ned by the system resolution of 1.7 keV.

3.4.3 SIMNRA �tting

In order to extract the elemental distribution from the data spectrum, SIMNRA, a sim-

ulation software is utilized [70, 71]. The purpose of the software is to simulate an RBS

spectrum based on the input parameters. These input parameters consist of both the opera-

tional settings associated with the instrument and the compositional information about the

target sample. For example, one can construct a target with an assumed concentration and

depth pro�le which can then be simulated as an RBS spectrum based on the operational

conditions applied in the experiment. The simulated spectrum can then be compared with

the experimental data. The input parameters can iteratively be tuned to obtain a simulated

spectrum that aligns with the experimental data. Since the experimental parameters such

as ion energy, detection angle are known variables they are assigned a constant value in the

simulation. The target composition and depth pro�le are the unknown data which are con-

tinuously re�ned in the simulation input to obtain the best match between simulation and

experiment. The objective of this exercise is to determine the target composition and depth

pro�le that provides the best match between the simulation and experiment. This particular

composition and depth pro�le provides us the information about our sample material.

3.5 Cross-sectional Transmission Electron Microscopy

In the previous section the interaction of the target material with energetic ion beams were

used to probe their properties, namely elemental distribution and composition. In electron

microscopy similar interaction between the target material and energetic electrons are used

to probe the material's structure, topology, morphology and composition. The interaction of

energetic electrons with target atoms, is similar to ion-atom interactions detailed in section

2.1 and can thus be divided into elastic and inelastic interactions. Elastic interactions are

used for transmission electron microscopy and electron di�raction studies.

In TEM, a beam of energetic electrons are directed at a thin section of a target material.

The electrons transmitted through the material are collected to image the thin section of
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the target material. Most of the electrons are either not scattered or only scattered by small

angles on passage through the thin section. Scattering by high angles or backscattering

has a very small cross-section and hence has a low probability for occurrence. However,

this probability varies with the atomic number of the atoms composing the target. Those

elements with high Z contain a larger positive charge at its nucleus have greater interactions

with the electrons increasing the probability of large scattering events and can also result in

broadening of the electron beam. As a general e�ect, intensity of the direct beam is weakened

by de�ections of electrons in the forward direction. This leads to a contrast between regions

with high and low atomic number atoms. Similar e�ects are also observed when the density

of the material varies at di�erent regions of the target. These e�ects are exploited in imaging

the cross-section of the samples in TEM [72].

In this work, transmission electron microscopy investigations were carried out to locally

analyze as-deposited and Co implanted DLC �lms. TEM was performed using an image

Cs-corrected Titan 80-300 microscope (FEI) operated at an accelerating voltage of 300 kV

[73]. In particular, cross-sectional bright-�eld TEM (BF-TEM) micrographs were taken to

characterize morphology and microstructure of the DLC �lms. The electron microscope uses

an �eld emission electron source to generate a high density and highly coherent electron

beam. It contains a three condenser lens system to ensure that a nanometer sized parallel

beam is generated. The instrument o�ers a point to point resolution of 0.20 nm and the

information limit is 0.10 nm.

Prior to TEM analysis, the specimen mounted in a double-tilt analytical holder was

placed for 10 s into a Model 1020 Plasma Cleaner (Fischione) to remove organic contamina-

tion. TEM lamella preparation was done by in-situ lift-out using a Zeiss Crossbeam NVision

40 system. To protect the surface of the DLC �lm, a platinum cap layer was deposited be-

ginning with electron beam assisted deposition and subsequently followed by Ga focused ion

beam (FIB) assisted precursor decomposition. Afterwards, the TEM lamella was prepared

using a 30 keV Ga FIB with adapted currents. Its transfer to a 3-post copper lift-out grid

(Omniprobe) was done with a Kleindiek micromanipulator. To minimize sidewall damage,

Ga ions with only 5 keV energy were used for �nal thinning of the TEM lamella to electron

transparency. Figure 3.14 shows a typical cross-section prepared by this method.
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Figure 3.14: TEM lamella of Co implanted DLC �lm prepared by FIB milling

Presence of any ordered phase within the sample cross-section can be probed by looking

for di�raction pattern from the electron image. A coherent beam of electron upon interaction

with a material lacking order loses phase uniformity after scattering events. However, in

crystalline materials the constituent atoms which acts as scattering centers are distributed

in an ordered fashion. Since the electron beam is coherent and the crystalline order of the

scattering centers can be extracted from the scattered electron beam. It is easier to extract

this information by considering the wave nature of electrons.

Fast Fourier transformation of the imaged sample can represent the scattering centers

(atomic positions) in the reciprocal space. Amorphous material do not provide an ordered

pattern. While polycrystalline materials result in formation of ring like patterns in reciprocal

space due to presence of crystals at di�erent alignments. Single crystals lead to constructive
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interference at speci�c spots in reciprocal space. Details about the application of FFT

analysis can be found in chapter 5.

The information gathered from elastic interactions pertain to the structural information

of the sample. While contrast details di�erentiate regions of high atomic number from low

atomic number they do not provide information about the exact chemical composition of the

target. Inelastic interaction of the electrons with the target atoms can provide information

about the chemical make up of the target. An energetic electron can ionize a target atom and

reduce its energy leading to an inelastic interaction. Ionization leads to an electron vacancy

within the atom. If the vacancy lies in the inner electron shell, the atom is energetically

unstable. In such cases the outer shell electrons drops down to �ll the gap in the inner

electronic shell. The di�erence in energy is released as electromagnetic radiation.

Figure 3.15: Schematic representing transitions in electronic energy levels.

Figure 3.15 shows a schematic explaining this transition. The di�erence in energy levels

results in emission of radiation in the X-Ray regime. The di�erence in energy level is dif-

ferent for each element and hence the emitted X-Rays are characteristic for that particular
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element. By detecting the energy levels and intensity of the X-Ray emitted from the elec-

tron interaction with the target, the chemical composition of the target can be determined.

Electron microscopy allows scanning a particular region of the sample (by scanning a line or

an area of the sample) to obtain its chemical composition. This technique is referred to as

Scanning-TEM (STEM).

3.6 Resonant Nuclear Reaction Analysis

Resonant nuclear reaction analysis were carried out on the as-deposited and implanted DLC

�lms to measure the composition and depth pro�le of hydrogen within the DLC �lms [74, 75].

HR-RBS and TEM do not provide any direct information about the hydrogen present in

the �lms. Since hydrogen forms a major part of the DLC matrix it is essential to probe its

distribution. Of all the available techniques for hydrogen measurement, RNRA is particularly

useful as it can provide an accurate quantitative measurement of the hydrogen concentration

as function of depth in a non-destructive manner applicable for thin �lms and coatings with

a wide range of thickness [76, 77].

When calculating the distance of closest approach, it was mentioned that for nuclear

reactions to occur the projectile has to pass through the electron shielding and penetrate the

nucleus. Very high energies are needed for the projectile to approach such distances. Hence,

the �rst requirement for nuclear reaction analysis is an accelerator capable of producing ions

with energy in the order of several MeV. Measurement of hydrogen is based on the following

nuclear reaction [78],

15N +1 H →12 C +4 He+ γ (3.6)

At the resonance energy of 6.385 MeV, 15N isotopes react with hydrogen producing

alpha particles and gamma ray with characteristic energy of 4.43 MeV. The samples in

this work were measured using a doubly charged 15N ions produced by 4 MV Dynamitron

Tandem accelerator at RUBION, University of Bochum. The accelerator can produce 15N

beam with intensities upto 200 nA, however the beam current density is reduced to 5 nA to

minimize e�usion of hydrogen from ion beam exposure. The beam diameter is �xed to 2 mm

by passing it through a collimeter. The entire setup is evacuated by two vacuum pumps:

titanium sublimation pump and magnetic bearing turbo-molecular pump supported by oil-

free dry roughing pumps to minimize hydrocarbon in the residual gas. This is particularly

important for this measurement technique as any hydrogen present during beam exposure

can a�ect the detection limits and error margin of hydrogen in the sample. The sample is



CHAPTER 3. METHODS 68

placed in a UHV chamber in the end of the beamline which is evacuated to 2 − 3 × 10−9

hPa. A 12 in. Ö 12 in. NaI(Tl) bore hole detector was used to detect and record the gamma

rays, which are proportional to the hydrogen content in the material. The detection limit for

hydrogen is limited by the residual background in the detector and the applicable currents.

The current setup allows detection of hydrogen upto 100 ppm with measurement time up-to

few minutes.

Depth pro�les can be obtained by rising the incident 15N beam energy above the res-

onance energy so that the ion has to lose energy passing through the sample before the

resonance energy is reached. As the energy of the beam is increased, the resonant reaction

occurs in a deeper region in proportion with the increase in beam energy. The resonance

width is Γ = 1.8 keV. Since the resonance cross-section is narrow, hydrogen concentration

in a thin section of the target can be probed. The resolution of the measurement is however

limited by the experimental setting which results in an energy resolution of 16 keV. For DLC

�lms with an atomic density of 1× 1023 atoms.cm−3, the depth resolution corresponds to 10

nm. For a thin �lm of 150 nm this resolution increases to 15 nm at deeper regions due to

e�ects of energy straggling. The samples were measured in steps of 6 keV. At each step, data

was collected to a charge count of 100 nC. The data was collected in the energy range of

6.35 to 6.75 MeV. The standard used for the measurement is an amorphous silicon layer that

contains 12.5 at.% of hydrogen. The hydrogen concentration of the samples were calculated

in comparison with the standard.

The fraction of hydrogen atoms in each step can be calculated by the formula [75]

Hsample = Y ×K × εC/ (1 +K × Y × (εC − εH)) (3.7)

where Hsample corresponds to the hydrogen concentration of the sample, Y refers to the

gamma yield from the speci�c sample step after an appropriate background subtraction, K

is a constant factor of K = 7.1 ∗ 107µCeV −1cm−2. K includes the resonance properties as

well as the details of the experimental set up and εH and εC refer to the stopping cross

section of the 15N beam ions in hydrogen and carbon respectively.

3.7 Raman Spectroscopy

The characterization techniques discussed so far involved interactions between ions or elec-

trons with the target material. RBS was based on elastic interaction of ions with the target

while RNRA was based on inelastic nuclear interactions. Electron microscopy allowed use

of both elastic and inelastic interaction of electrons with the target material to probe its
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structure and composition. Raman spectroscopy is similarly based on inelastic interaction

of photons with the target material.

Light usually undergoes elastic interaction with matter. This is commonly referred to as

Rayleigh scattering. However, approximately one in a million photons can undergo inelastic

scattering with matter and this is referred to as Raman scattering [79]. Raman scattering

can provide information about structure, chemical composition, crystalline quality and ori-

entation of a material. In this work Raman spectroscopy is used to qualitatively probe the

sp2 : sp3 ratio of the as-deposited and implanted DLC �lms.

Figure 3.16: Schematic representing excitation of electrons on incidence of electromagnetic
radiation. Most electronic excitations result in release of the incident photon without change
in energy level. A minor fraction of the electrons after excitation do not relax back to their
initial energy level and the di�erence of energy between the initial energy level and the �nal
relaxed energy level is observed in the photon emitted during relaxation. These transitions
are referred to as Raman transitions and probing these transitions provides information
about the di�erent phonon states of the target material.

When electromagnetic waves interact with the electrons of a material it causes oscilla-

tion of its electric dipole moments to the same frequency as of the radiation. This causes

excitement of the atom to a virtual state de�ned by the frequency of the electromagnetic

wave. The excited atom usually relaxes back to its original state by releasing a photon equal

to the energy di�erence between its original state and the virtual excited state as shown in

�gure 3.16. However, sometimes the incident photon can fundamentally alter the vibrational
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energy level of the atom. This results in relaxing of the excited atom to a level di�erent

from its original vibrational energy level. This di�erence is re�ected as change in the energy

of the released photon when compared to the incident photon. When the released photon

has an energy lower than the incident photon, the atom is said to have undergone a Stokes

Raman scattering and when the energy of the released photon is higher than the original

photon the atom is said to have undergone an Anti-Stokes Raman scattering. Each of this

transition can be described in the following manner respectively,

hvi − hvf = hvw (3.8)

hvf − hvi = hvw (3.9)

The shift is measured in cm−1 and corresponds to the allowed modes of vibrations within

the material.

The implanted and as-deposited �lms were characterized by confocal Raman spectroscopy

at Victoria University of Wellington following the data interpretation as developed by Ferrari

et al. [10]. The setup uses an Ar ion laser (514.5 nm) as an excitation source. A 100 Ö

objective lens was used to focus the laser beam onto the sample. The laser power was limited

to 65 µW to prevent heating of the sample. The spectrum was collected for 30 s and each

measurement was repeated 5 times to obtain a high signal to noise ratio. The measurements

were calibrated with a silicon peak at 521 cm−1. The resolution was found to be less than

1 cm−1. The application of Raman spectroscopy in DLC �lms will be discussed in detail in

chapter 4.

3.8 Magnetic property measurement system

The techniques discussed so far utilized the interaction of energetic ions or electrons with the

target material to determine its structure and composition which forms the primary research

aim of this work. Another important objective of this research work is to determine the

magnetic behavior of Co implanted DLC. For this purpose, a magnetic property measurement

system is utilized.

The magnetic behavior of a material can be studied by measuring the magnetic moment

developed in the material under application of a magnetic �eld. In particular, the research

interest lies in measuring the variation in the magnetization of the material with respect to

1. Change in applied magnetic �eld (from -7 T to 7 T) at constant measurement temper-

ature.
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2. Change in temperature (2 K to 350 K) at constant applied magnetic �eld.

Both these relations are investigated in this research work. The instrument used for this

purpose is a magnetic property measurement system (MPMS) based on a superconducting

quantum interference device (SQUID) [7]. The instrument is capable of detecting the mag-

netic moment induced in a sample material. From the magnetic moment, the magnetization

and the magnetic susceptibility of the material can be determined.

Figure 3.17: Schematic of superconducting quantum interference device composed of a closed
superconducting loop with two Josephson junction (X and W). Source [6]

The magnetic moment is detected by the SQUID which is the key component of the

MPMS system. Figure 3.17 shows a schematic of the SQUID sensor. The SQUID sensor

is composed of a closed superconducting loop including one or two Josephson junctions (X

and W in �gure). A Josephson junction refers to a set of two superconducting electrodes

separated by a non-superconducting barrier. When a measuring current I is passed into the

loop, it splits symmetrically in both ends with half of the current through YXZ and other

half through YWZ. Any change induced in the SQUID environment (a change in magnetic

or electric �eld) causes �ow of a small current inside the SQUID. This current leads to a

changing voltage signal proportional to the changing magnetic �ux.
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Figure 3.18: Schematic of a SQUID gradiometer used to detect the magnetic moment of
the sample. The gradiometer design and operation allows capturing the induced magnetic
moment in the sample as an induced voltage in the pick-up coils without interference from
the surrounding magnetic �elds. Source [7]

The SQUID does not directly measure the induced magnetic �ux from the sample but

rather is inductively coupled to a 2nd order gradiometer which measures the magnetic �ux

generated by the sample. Figure 3.18 shows the schematic of the gradiometer setup employed

for measuring the sample dipole response. The gradiometer is a single piece of supercon-

ducting wire wound into a set of three coils as shown in the �gure. The top and bottom

coil consists of a single loop wound in anti-clockwise direction. The center coil consists of

two loops wound in the clockwise direction. The superconducting detection coil is extremely

sensitive to the surrounding magnetic �elds. The sample is loaded in side the gradiometer.

This whole setup is placed inside a superconducting solenoid magnet. As the sample is

moved inside the gradiometer, the magnetic �ux from the sample generates a signal on each

of the wire loop as it passes through them.

It is to be noted that the gradiometer by design do not uptake signals from the external

magnetic �eld. The e�ect of external magnetic �eld on the clockwise and anti-clockwise
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wound coils will be equal but opposite in magnitude. Thus any signals generated by the

external magnetic �eld get canceled out due to the equal number of clockwise and anti-

clockwise loops of the detection coil. On the other hand, the sample being small in dimensions

generates signal only in those regions of the gradiometer that are in immediate vicinity to

the sample. Thus as the sample moves through the gradiometer the speci�c dipole moment

induced in the sample can be measured.

The SQUID measures the moment induced by the sample by relating these signals gen-

erated by the sample into a corresponding change in the voltage given by [7],

V (z) = V0 + αz +Nvmz (2Ω0 − Ω+ − Ω_) (3.10)

In the above equation, V0 and αz compensate for constant and linear measurement o�set,

Nv is the SQUID voltage calibration, and mz is the z component of the dipole moment of

interest. The terms 0, +, and = represent the signal induced in the gradiometer coils at

zero, positive, and negative z o�sets respectively.

The current setup allows measuring a magnetic moment as small as 5 µemu. Detailed

information about the setup and the measurement system can be found in [7].

3.9 Four terminal transport measurement

Electrical conductivity of implanted DLC is expected to shed more light on the e�ect of Co

implantation onto DLC. For this purpose, a four terminal method is utilized for measuring

the electrical resistance in the sample.

In a four terminal method, four contacts are applied onto the sample as shown in �gure

3.19. Current is passed through the outer two terminals and the inner two terminals are

connected to a voltmeter to measure the voltage developed within the material due to the

passage of the excitement current. Resistance of the sample within the inner two terminals

can thus be obtained by application of Ohm's law on the measured voltage.

For this work, the measurements are carried out in a physical property measurement

system (PPMS) in the DC transport mode. The PPMS from Quantum Design provides a

precise control over the excitement current and accurately measures the temperature of the

sample and voltage induced in them. Figure 3.19 shows Co 7 sample loaded with four silver

contact on top of the sample.
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Figure 3.19: Co implanted DLC �lms on Si substrate loaded for four terminal transport
measurement.

Each contact of the sample is connected to the contact on the puck by a thin non-insulated

copper wire. The puck is then loaded into the sample holder and is placed inside the PPMS

system where controlled transport measurements are carried out. In this work, an excitation

current of 100 µA was used and the measurement temperature was varied from 2 K to 350

K.



Chapter 4

Ion beam deposition of diamond like

carbon

4.1 Introduction

This chapter presents the synthesis of DLC �lms by direct and mass selective ion beam

deposition. The chapter begins with a brief introduction to DLC followed by a discussion

on the growth mechanism of DLC. Several mechanisms proposed so far are brie�y discussed.

The next section presents the details of DLC synthesis by mass selective and direct ion

beam deposition used in this work. The properties of these �lms are presented based on the

results obtained from Raman spectroscopy, resonant nuclear reaction analysis, Rutherford

backscattering spectrometry and transmission electron microscopy. The chapter is concluded

with a discussion on the e�ect of ion energy (and ion species) on the property of the deposited

DLC �lms.

4.2 Diamond-like carbon

Carbon exists in many forms and in di�erent hybridization. Figure 4.1 shows the di�erent

hybridization states of carbon. Graphite and diamond are two of its most popular allotrope.

Graphite is made of sp2 hybridized carbon and it assumes hexagonal structure. It is a soft

material and is a good conductor of electricity. Diamond on the other hand is composed of

sp3 hybridized carbon and it assumes a tetrahedral arrangement. It is one of the hardest

materials available in nature and is an electrical insulator / wide band gap semiconductor.

The mechanical properties of diamond make it a valuable material for industrial applications.

Thus the properties of carbon vary greatly depending on its hybridization and its consequent

75
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structural arrangement.

Figure 4.1: Schematic representing the sp3, sp2, sp hybridized bonding. Redrawn from [8]

Diamond is not commonly available and synthesis of diamond is an expensive process

making it commercially nonviable for many applications. The high cost is associated with

the extreme conditions required for the synthesis process. At room temperature and normal

pressure, graphite or sp2 hybridization is the most stable form of carbon. Formation of

sp3 hybridization requires the carbon atoms to pass through a high energy barrier which

is feasible only at high pressure and high temperature (HPHT) conditions. Diamond-like

carbon serves as an excellent substitute for diamond in industrial applications [80]. It is

widely used in the coating industry for its hardness, wear-resistance and slickness. DLC

refers to amorphous carbon material with signi�cant fraction of its carbon bonded in sp3

hybridization. The sp3 content directly determines the hardness of the material and it can

range from 20 - 100% (carbon �lms containing less than 20% sp3 content are not generally

referred to as DLC) [8]. Figure 4.2 shows the di�erent types of DLC.

Figure 4.2: Ternary phase diagram of bonding in amorphous carbon-hydrogen alloys. The
�gure classi�es di�erent types of DLC based on their hydrogen con�guration and sp2 : sp3

ratio. Source [8]
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The �gure shows the di�erent classi�cation of diamond-like carbon. A key feature to be

noticed is use of hydrogen content as a variable in the ternary phase diagram. Hydrogen

saturates the dangling bonds of carbon which prevents then from assuming sp2 hybridization.

Hence hydrogen is generally incorporated during the synthesis process and the hydrogen

content directly a�ects the hardness of DLC. In this work, the term DLC refers to

hydrogenated diamond-like carbon and it is the base material used for implantation.

As mentioned earlier, DLC can have a range of sp3 hybridization and is relatively inexpensive

to fabricate. The extreme conditions required for sp3 formation is met by use of energetic

atoms/ions for deposition. The next section discusses the di�erent growth models for DLC

fabrication.

4.3 Growth mechanism

The key factor responsible for the diamond like properties is the sp3 bonding between neigh-

boring carbon atoms. However, the sp3 bonded state of a carbon atom can only be formed

under high temperature and pressure. The most stable form of carbon under normal tem-

perature and pressure is its sp2 hybridization.

In the timeline of DLC research, various growth mechanisms were proposed to explain

the foundation of sp3 bonded carbon in DLC �lms. The process of DLC growth was referred

to as �subplantation� denoting the low energy subsurface implantation of the carbon atoms

required for growth of DLC �lms. Spencer et al. proposed that sp3 sites arise from a mixture

of sp2 and sp3 bonded carbon by the process of preferential sputtering of the sp2 sites by

the energetic ions [81]. However, Lifshitz et al. disproved this model by citing the low

sputtering yield of carbon on carbon [82, 83]. It was further noted that the sputtering yield

depends on the binding energy of carbon which is almost similar for both sp2 and sp3 carbon.

Lifshitz et al. alternatively suggested that enrichment of sp3 carbon arises from preferential

displacement of sp2 bonded carbon.

However, later measurements of the displacement threshold for graphite (35 eV) and

diamond (37 - 47 eV) revealed that the di�erence in displacement energies are not signi�cant

enough to justify the enrichment of sp3 sites during ion bombardment. This was later

replaced by a model from McKenzie and Davis, where they proposed that ion bombardment

creates a compressive stress within the carbon �lm promoting sp3 bonding [84, 85]. This

model can be illustrated better by referring to the Berman-Simon line [9]. Figure 4.3 shows

the phase diagram for carbon. The �gure shows the diamond phase is stable only at higher

pressures (above the Berman-Simon line). McKenzie and Davis suggested that the stress

induced during ion bombardment will move the �lm above the Berman-Simon line resulting
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in stabilization of the diamond phase. Once the phase is created, it is quenched in that phase

during the growth of the DLC �lm.

Figure 4.3: Berman-Simon phase diagram for carbon representing the conditions required
for synthesis of diamond. Source [9]

The latest and the most comprehensive model for DLC growth was proposed by Robert-

son [86, 87]. In his model, he proposes that subplantation causes a metastable increase in

the density which leads to transformation of the local bonds to sp3 hybridization. Robertson

explains the subplantation process in three stages:

Stage A A collisional stage of 10−13 s

Stage B A thermalization stage of 10−12 s and

Stage C A relaxation stage after 10−10 s

Of these, stage A promotes sp3 bonding while stage B and C causes loss of sp3 bonding

which is expected to be signi�cant at high ion energies. This ion beam process is illustrated

as a schematic in �gure 4.4 and 4.5.
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Figure 4.4: Schematic diagram of densi�cation by subplantation. An incident carbon /
carbon-rich beam upon implantation introduces carbon (implanted) interstitials at end of
its range causing layer densi�cation which is favorable for formation of sp3 hybridization.
Those carbon atoms that relax back to surface do not experience the pressure available at
the densi�ed layer and hence grows an sp2 rich surface. Redrawn from [8]

Figure 4.5: Schematic representing subplantation of single and molecular ion. It can be seen
that use of molecular ion expands the cascade region caused during implantation. Redrawn
from [8]

The metastable increase in density was quanti�ed by Robertson [8] as
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∆ρ

ρ
=

φ

1− φ+ 0.016 (Ei/E0)
5/3

(4.1)

where ρ denotes the density, φ denotes the dose of ions, Ei denotes the incident energy

(after collisions) and E0 the activation energy for di�usion.

The model based on this concept of thermal spike however faces many criticisms. One

of the major concern lies in the fact that the deposition process happens at very low energy

and involves ions with low atomic masses where the thermal spike has least e�ect. However,

the model provides a good starting point for convergence of theoretical expectations and

experimental observations. Further revisions and re�nements of the above discussed models

can be found in [88, 89].

4.4 Mass-selective Ion beam deposition

The DLC �lms used in this research were primarily produced by mass-selective ion beam

deposition. In this section, the growth of DLC �lms by MSIBD [36] and their corresponding

properties will be discussed.

The DLC �lms were grown in a low energy ion implanter using butane as a precursor gas

(Section 3.3). The primary ion species selected for deposition was C3H
+
6 . The deposition

was carried out at 5 kV acceleration voltage with an ion current density of 2 µA.cm−2. The

molecular ion upon impact dissociates into its atomic constituents. The energy of the ion

will be divided among the atomic constituents based on their mass. Thus, each carbon atom

will have an energy of 1430 eV and each hydrogen atom will have an energy of 120 eV. The

interaction of these energetic atoms with the Si substrate can be discussed from the ion-solid

interactions presented in chapter 2. The key parameters involved in this process are distance

of closest approach, reduced energy, nuclear stopping, electronic stopping, projected range,

straggling and sputtering. Table 4.1 records these values for both carbon and hydrogen

atoms on silicon.
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Table 4.1: Key ion interaction parameters for DLC deposition

Parameters Carbon Hydrogen
Distance of closest approach 0.121 nm 0.174 nm

Reduced energy 0.115 0.095
Nuclear stopping 103 eV/nm 2.2 eV/nm

Electronic Stopping 36 eV/nm 8.5 eV/nm
Projected Range 6.6 nm 3.1 nm

Straggling 5.1 nm 4.7 nm
Sputtering 0 1

It can be seen from the table that the collision of carbon and hydrogen on silicon substrate

is a low energy process (epsilon values). At such energy regime, the primary mode of energy

loss is nuclear stopping. The carbon and hydrogen ions is computed to have a mean projected

range of 6.6 nm and 3.1 nm respectively. However, as can be seen from the table, they have

a large straggling of about 5 nm. Figure 4.6 shows their respective projected range in the

silicon substrate. This provides an estimate on the extent to which carbon and hydrogen

atoms interact with Si matrix.

Figure 4.6: Schematic representing di�erence in C and H penetration range into Si substrate

The impact of the ion beam on the silicon substrate can result in three possible outcomes.

1. A net loss of atoms due to domination of sputtering e�ects

2. A net gain of atoms due to implantation (or in this case, subplantation)

3. No net change due to balance between sputtering and implantation.

For growth of DLC �lms, the deposition process should result in net gain of carbon atoms.

This condition is satis�ed in this deposition process. The sputtering yield of carbon on

silicon at 1.43 keV is calculated to be ∼ 1. On the other hand, under the same conditions,
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the sputter yield of carbon on carbon is ∼ 0.3. This implies a net growth in carbon atoms

and a net loss of Si atoms.

Figure 4.7: Schematic representing growth of DLC by MSIBD. During the initial stage of
growth, the carbon atoms are concentrated near the projected range. As the deposition
continues the concentration of the carbon atoms in the Si substrate increases further to the
point of saturation. As the process continues further increase in carbon concentration results
in outgrowth of carbon atoms onto the surface resulting in formation of a carbon layer.

The growth process is shown schematically in �gure 4.7. The growth proceeds predomi-

nantly from the mean projected range of the carbon atoms. At this point it is important to

distinguish the e�ects of hydrogen and carbon atoms. Carbon atoms are responsible for the

growth of the �lms. Hydrogen atoms saturate the dangling bond of carbon atoms promoting

sp3 hybridization. Even though the hydrogen fraction is greater than the carbon fraction

from the molecular beam, most of the impringing hydrogen form H2 molecules and e�use

out of the �lm. The retained hydrogen content will be discussed in detail in the resonant

nuclear reaction analysis section.

Figure 4.7 shows a schematic for the growth process occurring during ion beam deposition

of DLC �lms. It has to be mentioned here that this is a special condition and is not possible
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for other cases (for example, Si on Si). In most cases, high �uence implantation will be

limited by steady-state condition where the number of ions getting implanted will equal

the number of atoms getting sputtered, resulting in a dynamic equilibrium. The highest

concentration of the implanted ions will be achieved in the projected range and the surface

concentration of the implanted ion never approaches 100 at.% (as sputter yield of implanted

ion on implanted atom is usually > 1). However, carbon is special in this manner. The

sputter yield of carbon on carbon never approaches unity. This leads to saturation of carbon

in the implanted region. Further implantation shifts the mean projected range towards the

surface and results in an outward growth of carbon atoms as seen in �gure 4.7. This leads

to the growth of DLC �lms. Both MSIBD and DIBD exploits this special nature of carbon

to grow carbon �lms.

Now that carbon growth is explained, the state of implanted carbon inside the substrate

can be brie�y discussed. While there exists di�erent view points on the growth mechanism, it

is safe to assume that the very nature of ion implantation process is that it is a non-thermal

equilibrium process. Carbon atoms upon implantation experience compressive stress and

enters the spike regime just near the end of its range. Near the end of its range the energy of

the carbon atoms is very low leading to a huge increase in its cross-section for collision. This

results in a collision cascade. For a very short period of time the temperature and pressure

in the cascade region is severely high and can lead to the formation of metastable sp3 phase.

The sp3 carbon atom thus formed is quenched in their state as the system relaxes rapidly

in the time scale of few picoseconds. This model holds true in the current scenario as well.

The formation of sp3 hybridized carbon is evidenced from the Raman analysis that will be

discussed shortly.

One important factor associated with the range of carbon during the growth process is its

interaction with Si substrate. While Si is expected to be sputtered out during the process,

as the Si concentration drops to a low value the number of Si atoms e�ectively sputtered

during the deposition process is reduced leading to a dilute concentration of Si still present

in DLC. The concentration of Si in DLC is signi�cant in the region immediately close to Si

substrate. This can be seen e�ectively in the TEM pictures.
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(a) Overview of the cross-section of MSIBD
prepared DLC �lms on Si substrate with Pt
capped layer on top surface.

(b) Cross-sectional TEM image showing the
surface and interface of the DLC �lm. The in-
termixing Si and C layer can be clearly seen
near the Si interface at the bottom of the pic-
ture.

(c) MSIBD deposited DLC thin �lm / Si sub-
strate interface showing the transition from crys-
talline silicon layer to amorphous carbon �lm.

(d) MSIBD deposited DLC thin �lms showing
the amorphous nature of the carbon atoms in
the DLC �lm

Figure 4.8: Cross-sectional TEM images of MSIBD deposited DLC at di�erent length scales

Figure 4.8 shows the TEM pictures of MSIBD deposited DLC �lms. It can be seen

from �gure 4.8 (a) that the deposition is uniform. This particular �lm is about 150 nm

thick. Figure 4.8 (b) shows the same �lm at a higher resolution. The intermixing C and

Si layer is distinctly visible in this picture. The extent of intermixing as mentioned before

is determined by the range of carbon ions which in turn depends on the deposition energy.



CHAPTER 4. ION BEAM DEPOSITION OF DIAMOND LIKE CARBON 85

If this energy increases, the extent of intermixing will increase accordingly. Figure 4.8 (c)

focused on the C/Si interface. The picture clearly shows the nature of the interface. The

silicon region is structurally ordered. Near the immediate vicinity of the carbon layer, the Si

regions appears to be densi�ed. This can be attributed to the carbon atoms present beyond

the projected range during the start of the deposition process. The carbon atoms present as

interstitials leads to the densi�cation process. However the concentration of carbon at these

regions is not high enough to cause amorphization. As soon as the concentration increases

beyond a threshold, the Si surface loses their structural order leading to amorphous mix of

Si and C. This further explains the dense layer surrounding the Si substrate. The DLC �lm

is observed to be completely amorphous. A high resolution image of the DLC �lm (away

from the interface) is shown in �gure 4.8 (d). The picture proves the absence of any long

range order within DLC.
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Figure 4.9: High Resolution RBS spectrum of as-deposited DLC

High-resolution RBS spectrum of as-deposited DLC synthesized by MSIBD is shown

in �gure 4.9. The spectrum is processed as per the steps outlined in section 3.4. The

abscissa forms the energy scale after calibration of the channels by TaN standard and the
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ordinate records the number of He particles scattered from the �lm. The parameters for the

experiment are recorded in table 4.2.

Table 4.2: HR-RBS parameters

Parameters Values

Incident Ion 4He+

Energy 500 keV
Incident Angle 53.05o

Exit Angle 62.37o

Scattering Angle 65o

Calibration O�set 277.57 keV
Energy per Channel 0.4344 keV/channel

Particles∗Sr 2.626 E+10
Detector Resolution 1.700 keV

The dominant signal as expected arises from carbon starting from 338 keV. The carbon

signal forms a plateau and stretches down below to 280 keV. This agrees with the carbon

�lm formation discussed above. The extent to which the plateau extends denote the �lm

thickness. The setup uses a particles*sr value of 2.1×1010. The value is basically the product

of the solid angle of detection and number of particles incident on the sample throughout

the measurement process. As discussed in section 2.1.4, the number of scattered particles

collected during the measurement is directly proportional to the solid angle of detection. Sim-

ilarly the number of scattered particles detected depends directly on the number of particles

incident on the sample. Thus their product is proportional to the likelihood for detection of

a scattered particle at a particular energy and scattering angle. For each measurement this

value may vary and this value is essential to compute the concentration of the elements com-

posing the sample. In an RBS spectrum the height of the signal denotes their concentration.

Considering the setup parameters, the height of the carbon signal corresponds to a carbon

concentration of about 70 - 75 at.%. This indicates that hydrogen forms about 25 - 30 at.%

of the DLC �lms. Another crucial information that can be gained from comparison of RBS

spectrum and TEM information is the density of the �lm. The TEM image indicates the �lm

to be 148 nm thick. RBS �tting performed by SIMNRA is shown in �gure 4.9. The spectrum

shows the shift of Si signal which holds information about the thickness of the �lm as well.

RBS �t indicates the DLC �lm to be composed of about 1450×1015 atoms.cm−2. The atomic

density of the �lm can be thus obtained from this equivalence and is 9.8× 1022 atoms.cm−3

The atomic density provides information about the stopping power of the DLC �lms.

This density corresponds to a value of 1.51 g/cc. This agrees with the range of densities (1.2

- 1.8 g/cc) recorded for hydrogenated DLC [8].
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Analysis from Rutherford scattering provides deeper insight into the �lm. For example,

the extent of Si dilution within DLC can be clearly extracted. In TEM the Si intermixing in

the immediate vicinity of the DLC/Si interface was discussed. However, RBS analysis allows

quantitative interpretation of the extent to which Si is diluted within DLC. The SIMNRA

�t required to match the raw data indicates that a diluted Si concentration of about 0.4

at.% was observed upto 40 nm from the surface. In other words, starting from the DLC/Si

interface a minor concentration of Si is detected upto 100 nm of DLC growth. The analysis

also indicates a small concentration of oxygen to be present in the surface. An additional

detail obtained from the RBS spectrum is a minor dip in carbon concentration following the

C surface edge. A possible reason for the depletion could be due to a corresponding increase

in the hydrogen concentration which is explained below.
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Figure 4.10: Hydrogen pro�le in as-deposited DLC �lms synthesized by MSIBD. The raw
data is corrected for hydrogen loss during measurement and is overlaid on top of it. It can be
seen from the corrected data that the signi�cant decline in hydrogen concentration as function
of depth arises primarily from the experimental artifact. The hydrogen concentration within
the DLC �lms was observed to within 25 - 30 at.%.

Figure 4.10 shows the hydrogen pro�le of as-deposited DLC measured by RNRA [90].
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The �gure shows both the raw data and the corrected pro�le. The correction is required to

account for the e�usion of hydrogen during ion beam exposure. The e�usion rate is dependent

on the hydrogen bonding in the sample and it is determined to be -0.01 at.%µC−1. Further

details about the correction can be found in [91, 90]. The pro�le con�rms the RBS analysis.

The DLC �lms contain an overall hydrogen concentration of about 25 - 30 at.%. This is of

interest considering the fact that the impacting molecule during the growth process contains

more hydrogen (about twice) than carbon. TRIM simulations indicate that the di�erence

in the number of hydrogen and carbon atoms sputtered during the growth process is not

signi�cant enough to explain the change in stoichiometry of C:H from 1:2 (in molecule) to

3:1 in the DLC matrix. The measured hydrogen concentration indicates that most of the

impringing hydrogen atoms forms hydrogen molecules and hence e�use out of the DLC �lm.

Another notable feature is the depletion of hydrogen in the surface edge marked in the

�gure. This depletion can have two possible reasons:

1. Graphitization: The carbon fraction relaxing during the growth of DLC accumulates

towards the surface as shown in �gure 4.4. Graphitic carbon do not contain dangling

bonds and thus incorporate lesser hydrogen. This partially accounts for the near-

surface depletion.

2. E�usion: The other possible reason is that it is easier for the hydrogen present in the

surface to capture an additional hydrogen atom which can e�use out as H2 molecule.

This can happen in the deeper regions as well, however the probability of capturing

an additional hydrogen atom to form H2 molecule is lower in the deeper regions and is

thus di�cult to e�use out during deposition.

More details about the near-surface depletion can be found from our work [91]. There is

also a minor increase in the hydrogen concentration immediately following the surface edge.

This can possibly explain the minor dip in carbon concentration observed in RBS spectrum.

Raman spectroscopy is a widely used method to probe the structure of diamond-like

carbon �lms [92, 10]. The Raman spectrum of single crystalline graphite shows a sharp

peak at 1580 cm−1. This peak is denoted as the graphite peak or G peak. The G peak

arises from the stretching mode of the sp2 bonded carbon atoms. For diamond a single

sharp peak is observed at 1392 cm−1. The Raman spectra for DLC is a combination of both

these phases, however in visible Raman spectroscopy the vibrational modes of sp2 bonded

carbon dominate the spectra since the cross section of the sp2 phase is much higher than

their sp3 counterparts [92, 10]. Apart from the G peak, an additional peak around 1360cm−1

is observed for DLC �lms. This peak is referred to as D peak or disorder peak and is said

to originate from the breathing modes of six-fold carbon rings located near the defects or
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dislocations within the �lms. The intensity, width and position of these peaks are used to

extract the structural details of the �lms. For example, the ratio of the integrated intensity of

the D and G peaks, I(D)/I(G), re�ects the contribution from the sp2 clusters within the �lm.

The G peak position is usually associated with the sp2 content and disorder of the �lms.

The G peak position also depends on the excitation energy. For carbon �lms containing

purely sp2 bonded carbon, the G peak saturates at 1600 cm−1, however for DLC �lms the G

peak can rise beyond 1600 cm−1 with increasing energy mainly due to the increased disorder

present in the �lms. The FWHM of the G peak on the other hand is a direct re�ection

of the disorder present in the �lms. A higher FWHM indicates higher disorder re�ecting

an increase in density, strength and hardness of the �lms. Figure 4.11 shows the Raman

spectrum obtained from the as-deposited DLC �lm by MSIBD.
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Figure 4.11: Raman spectrum of as-deposited DLC �lms synthesized by MSIBD. The data
is �t with two Gaussian peaks representing the D (green) and G (red) peak whose sum �ts
the measured data well.

The Raman spectra of as-deposited DLC is �t with a double Gaussian �t. The Gaussian

centered at 1558 represents the G peak and the peak centered around 1360 represents the

D peak. The I(D)/I(G) ratio computed for the above �lm is 0.55 and the full width half-
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maximum of G peak from the �t is 178 cm−1. The widely accepted three stage model

proposed by Robertson and Ferrari [24] was used to identify the disorder and corresponding

sp3 content of the �lms. The model describes the transition of carbon from pure graphite

(100% sp2 content) to tetrahedral amorphous DLC �lms (sp3 content > 85%) in three stages.

The model relates the G peak position and I(D)/I(G) ratio to the disorder, sp3 content and

sp2 con�guration of the �lm. For the as-deposited �lms, the G peak position and I(D)/I(G)

ratio points to an sp3 content greater than 30% [93].

4.5 Direct Ion beam deposition

Diamond-like carbon �lms were also synthesized by direct ion beam deposition. The prime

di�erence between MSIBD and DIBD is the mass-selection of ion species. Selection of ion

species not only controls the C:H stoichiometry of the molecular ion beam, it also allows

precise control over the energy of deposition. In the case of DIBD, all positive ions produced

from the butane plasma are extracted towards the sample stage. The details about the

di�erent species making up the ion beam and their respective abundance can be found in

table 4.3.

The �lms are deposited by the system described in section 3.2. The usual operating

conditions involve usage of a butane precursor gas to supply a carbon rich plasma. The

butane is supplied through a gas feed connected to the Penning gas ion source. The base

pressure of the ion source before the introduction of the gas is generally 8 × 10−7 hPa.

Tantalum targets are employed as the metallic cathodes and the hollow anode is made of

aluminum. Typical anode voltage applied under normal operating conditions is 2 kV. The

magnetic �eld needed for the plasma generation is provided by the solenoid which is usually

operated with a current of v 1.6−1.8 A. The operating pressure of the ion source is generally

in the range of v 2×10−5 hPa near the ion beam exit. 3 kV negative bias voltage is applied to

the sample stage to accelerate the ion beam. Thus the ions experience an overall acceleration

voltage of 5 kV. Since the ion beam already covers a signi�cant portion of the sample stage,

scanners are usually not employed. The typical ion current during DLC deposition is about

40µA. Each deposition run covers a substrate area of about 4 cm2.

Ion beam extracted from the Penning ion source with the use of butane as the precursor

gas can result in a wide range of hydrocarbon beams. The di�erent ions making up the ion

beam and their relative composition are given in table 4.3.
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Table 4.3: Ion species produced by the Penning ion source operating with butane gas

Ion species Relative percentage Ion species with highest probability
H+
x 17.6±0.9 H+

2

CH+
x 21.9±1.1 CH+

4

C2H
+
x 41.1±2.1 C2H

+
4

C3H
+
x 17.6±0.9 C3H

+
6

C4H
+
y 0.8±0.1 C4H

+
3

It can be seen that molecular ions ranging from C4H
+
y and C3H

+
x to elemental ions such

as H and C are present in the ion beam. A relatively low concentration of multiply charged

ions can also be generated from the ion source. While all the ions are accelerated by the

same potential of 5 kV, the energy of the ions upon impact onto the substrate di�ers greatly.

Molecular ion beams upon impact split into elementary ions. The energy of the molecular

ion is distributed among the elementary ions based on their mass. A C3H
+
x molecule upon

impact splits into 3 C atoms with 1429 eV each and 6 H atoms with 119 eV each. Since

the ion beam is made up of multiple species, the energy of carbon atoms can range from 10

keV to 1 keV and H can range from 5 keV to 120 eV. The primary di�erence associated with

such di�erences in the ion energy is the penetration depth of the ions. The �lm growth in

this case happens simultaneously at di�erent regions within the DLC �lm. The �lm was also

shown to incorporate higher hydrogen content possibly due to the varied concentration of C

and H impacting the substrate [3].

The �lms are generally grown to a thickness of 500 nm on a Si substrate which takes about

8 hours machine time. The substrate is cleaned by pressurized air before deposition. No

other chemical or physical treatment are performed on the Si substrate prior to deposition.

The incident ion beam anyway sputters away most of the impurities present on top of the

Si substrate. Since scanning is not applied the thickness of the �lm is highest at the center

and falls o� gradually towards the edges. Application of these �lms for ion implantation

demands a minimum thickness of 60 nm (calculated based on the range of Co ions) and

there is no upper limit placed on the thickness of the samples. The �lms satisfy the criteria.
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Figure 4.12: Cross-sectional TEM image of as-deposited DLC synthesized by DIBD

Figure 4.12 shows the cross-sectional TEM image of DLC deposited by DIBD at 4.5 keV

energy. Even though the deposition voltage is slightly lower than the MSIBD �lm, it can

be seen that the extent of C and Si intermixing is higher in this case due to the increased

penetration range of a fraction of carbon ions. The �lm is again completely amorphous

and uniform through out the sample. For the purpose of this research, implantation was

performed on DIBD �lms to verify if similar structural e�ects manifest in these �lms as

observed for MSIBD �lms. DIBD method also have several practical advantages. More

samples can be deposited in limited time due to higher beam coverage and greater deposition

rates allowed by the method and the experimental setup. More information about DIBD

�lms can be found in [3].

4.6 E�ect of Ion Energy

In the case of ion beam deposition of DLC the most crucial parameter is the energy of

deposition. Increasing the ion energy has a detrimental e�ect on the sp3 content of the DLC

�lms [8]. However, the literature so far records the value only at low deposition energies (<

2 keV). The primary reason for carrying out DLC deposition at higher energies is to obtain

a faster �lm growth which is identi�ed as one of the key disadvantage of using ion beam

deposition for DLC growth.
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Figure 4.13: Raman analysis of DIBD and MSIBD deposited DLC as a function of accelera-
tion voltage. In the case of DIBD �lms it can be seen that the I(D)/I(G) ratio and G peak
position shows signi�cant increase with acceleration voltage, whereas for MSIBD �lm the
changes are not signi�cant. This indicates that for DIBD, increase in acceleration voltage
results in increase in overall sp2 concentration. While for MSIBD, increase in acceleration
voltage increases the size of sp2 clusters.

Figure 4.13 depicts the Raman analysis of DLC �lms deposited at di�erent energies

by both DIBD deposition and MSIBD deposition (C3H
+
6 ). As mentioned earlier the sp2

contribution in the �lm can be ascertained from the I(D)/I(G) ratio and the G peak position.

The three stage model proposed by Ferrari and Robertson can be explained from the �gure

[10] below.
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Figure 4.14: Three stage model proposed by Ferrari and Robertson describing the transition
of carbon from crystalline graphite to tetrahedral amorphous carbon. The model plots
the trend taken by two measured parameters from Raman spectrum, the I(D)/I(G) ratio
and G peak position (shown in (a) and (b)), as the carbon transforms from graphite to
nanocrystalline graphite then further to amorphous carbon and ultimately to tetrahedral
amorphous carbon (as shown in (c)). The stage of the as-deposited and implanted DLC
�lms in this work can be identi�ed by comparing their Raman parameters (I(D)/I(G) ratio
and G peak position) with the three-stage model. Source [10]

The �gure shows the transition in I(D)/I(G) ratio and G peak position as the carbon

transforms from

1. Crystalline graphite to graphite nanoclusters

2. Graphite nanoclusters to amorphous carbon

3. Amorphous carbon to tetrahedral sp3 carbon

It can be seen that depending on the stage at which the carbon �lms are present (from

the above four), an increase in I(D)/I(G) ratio can mean both an increase or decrease in

sp2 character. However, considering the amorphous nature of the �lm from TEM it can be

con�rmed that the �lm is already in the amorphous stage. Hence an increase in I(D)/I(G)



CHAPTER 4. ION BEAM DEPOSITION OF DIAMOND LIKE CARBON 95

ratio indicates a shift of the amorphous carbon towards graphite nanoclusters thereby in-

creasing the sp2 content. This contribution can arise either from hybridization of sp3 to sp2

carbon or from the growth of sp2 clusters. If the increase in sp2 character of the �lm is from

hybridization, then a change in I(D)/I(G) ratio should record a simultaneous shift in G peak

position. This is observed in the case of DIBD �lms. On the other hand a similar shift in

position is not observed in the case of MSIBD �lms, This indicates that the sp2 character in

the case of MSIBD �lms are due to increase in size of sp2 clusters [93].

A similar work carried out on DIBD deposited �lms at GNS Science shows the sp3

content of the �lms to range from 40 - 50 % using X-ray analysis [91]. This con�rms the

above analysis that the (a) the sp3 content of the �lm is above 30 % and (b) increasing ion

energy increases the sp2 character of the �lm.

4.7 Conclusion

This chapter covered the synthesis of DLC �lms by ion beam deposition. The chapter

began with a brief introduction and classi�cation of DLC �lms. Various growth mechanisms

proposed for growth of DLC was discussed and the key factors responsible for formation of

sp3 phase was identi�ed. DLC �lms used in this work were deposited by MSIBD and DIBD

processes. The parameters used for synthesis were presented followed by discussion on the

properties of as-deposited �lms. DLC �lms used for Co implantation were synthesized with

C3H
+
6 ions with 5 keV deposition energy. The �lms were deposited typically to a thickness

of 100 nm with 25 - 30 at.% hydrogen content. Raman spectroscopy revealed that the �lms

contain at least 30 % sp3 content. Finally, the chapter was concluded with a discussion on

the role of deposition energy on the property of the deposited �lms. It was found out that

increase in ion energy results in decrease in the sp3 character of the DLC �lms.





Chapter 5

Structure and Distribution

5.1 Introduction

This chapter deals with low energy Co implantation into DLC �lms. The previous chapter

covered the synthesis of diamond-like carbon �lms by high energy ion beam deposition. In

this chapter, the focus is on structural analysis of Co implanted DLC �lms. The chapter

begins with the results predicted from ballistics of Co implantation into DLC. DTRIM, a

Monte-Carlo simulation code is used to compute the distribution of deposited energy, accu-

mulated damage and the elemental distribution of di�erent atoms making up the implanted

�lms. The predicted distribution act as a base against which the implantation pro�le mea-

sured from HR-RBS can be compared. Analysis of HR-RBS measurements provides crucial

information regarding the various e�ects of ion implantation in DLC. This is followed by

TEM analysis of the sample. TEM measurements compliment the HR-RBS measurements

and reveal several important features of the implanted samples. Finally, a model is proposed

to explain the unique �ndings of this research.

5.2 Ion Implantation

In this section, the details of the ion implantation carried out on DLC �lms are presented. As

mentioned earlier, the DLC �lms are implanted with Co at di�erent �uences. The implan-

tation energy was however, kept constant to enable comparison between di�erent implanted

�lms. The important implantation parameters are shown in table 5.1.

97
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Table 5.1: Ion implantation parameters

Parameters Value

Anode Voltage 2 kV
Anode Current 20 mA
Solenoid Current 2 A

Total acceleration Voltage 30 kV
Einzellens Voltage 27 kV

Mass separation �eld 4566 G
Unscanned Ion current 10 µA.cm−2

Scanned Ion current 5 µA.cm−2

Electron suppression 400 V

Di�erent samples implanted with Co and their �uences are tabulated in table 5.1 below.

Table 5.2: Details of implantation �uence for samples used in this chapter

S.No DLC Ion Fluence (×1016atoms.cm−2) Sample Code
1 a:C-H Co+ 1.2 Co 1.2
2 a:C-H Co+ 2.4 Co 2.4
3 a:C-H Co+ 4 Co 4
4 a:C-H Co+ 7 Co 7
5 a:C-H Co+ 12 Co 12

5.3 Simulations

Ion implantation simulations can predict the implantation and energy deposition pro�les

based on the input parameters. DTRIM is one such implantation simulation software which

has been used in this research, to predict the elemental distribution in implanted DLC.

The main input parameters needed for this simulation are ion energy, atomic number, mass,

�uence, target composition and density. For cobalt implantation into DLC the ion is Co+ and

the target is DLC. Cobalt's atomic number is 27 and mass is 58.93 a.m.u. The composition

and density of DLC were determined in the previous chapter. DLC is composed of carbon

and hydrogen with a stoichiometry of 3:1 respectively. DLC density was determined to be

1.51 g/cc. The last remaining parameters needed for the simulation are ion energy and

�uence.
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Considering the wider perspective of this research, it is more bene�cial to study the

change in DLC properties as a function of ion �uence rather than ion energy. Changing the

ion �uence re�ects directly on the concentration of Co incorporated into DLC. On the other

hand variation in ion energy modi�es mainly the depth and distribution of Co in DLC. There

are several limitations associated with such changes. For example, if the selected energy is

not high enough, following e�ects can be observed at relatively lower �uences,

� accumulation of implanted ions at the surface leading to oxidation e�ects

� signi�cant loss of implanted ions due to sputtering e�ects

� achieving steady-state condition

However, if the energy selected is very high,

� distribution pro�le becomes broader requiring very high �uences to achieve the required

concentration density

� the changes induced by ion implantation will not be concentrated in the near-surface

region

The last factor in particular plays a crucial role when employing surface sensitive techniques

(eg., electrical resistance measurements) to characterize the �lms. Considering the above

limitations and the practical constraints, the implantation energy was �xed to be 30 keV.

The implantation �uence was thus the only parameter varied. Implantation �uence ranging

from 0.8 − 20 × 1016atoms.cm−2 were experimented both in the simulations and in the

experiment. In the following sections, some important information gathered from DTRIM

simulations based on the said parameters and range of implantation �uence are presented.
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Figure 5.1: Theoretical predication of elemental and vacancy distribution in Co - DLC �lms
at an implantation �uence of F = 7×1016atoms.cm−2 by DTRIM.

Figure 5.1 shows the elemental and vacancy distribution of Co implanted into DLC for a

�uence of 7×1016atoms.cm−2. This is the most studied sample in this research. As shown in

the �gure 5.1 (a), DTRIM predicts Co to assume nearly a Gaussian distribution with a mean

projected range of 33 nm and a straggling of 11.5 nm. Co assumes a peak concentration

of 24.7 at.%. A small fraction of Co (1.8 at.%) reaches the target surface. The �gure also
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shows the C and H pro�le of the implanted DLC �lm predicted from DTRIM simulation.

The C pro�le corresponds inversely to that of the Co pro�le. Carbon concentration gradually

decreases from surface and reaches its minima of 57 at.% just before the Co peak. Beyond

the projected range, C concentration gradually increases again �nally reaching a maximum

concentration of 77 at.% . C pro�le �nally stabilizes at of 75 at.% which is also its original

concentration before implantation. This region denotes the end of range for Co.

Hydrogen interestingly shows a pro�le di�erent to that of carbon. Hydrogen being highly

mobile can rearrange to greater distance than that of Co or C. Also, e�ects of forward

recoil collisions and recoil implantation leads to accumulation of hydrogen in the surface

region. Additionally the sputtering yield of H is lower than that of C leading to greater H

concentration at the near surface region. The only similarity shared by C and H pro�le is

that their minimum concentration are very close to Co peak which is expected.

Apart from the elemental distribution, DTRIM also computes the damage induced in the

DLC �lms including the e�ects of defect generation and sputtering. Figure 5.1 (b) shows the

vacancy distribution generated by Co implantation. The vacancy peak can be observed at

a depth of 24 nm just before the Rp. This region is predicted to accumulate the maximum

damage generated during implantation. DTRIM further predicts the e�ects of sputtering as

well. For a �uence of 7×1016atoms.cm−2, about 7 nm of DLC is expected to be sputtered

by the end of implantation. Fortunately, DTRIM takes into account the e�ect of sputtering

while computing the elemental distribution pro�le. In the below sections, e�ects of varying

�uence, ions and base matrix are covered.

5.3.1 Ion �uence

A wide range of implantation �uence were experimented. Figure 5.2 shows the variation

in Co distribution as the �uence is varied from 1.2 to 20 ×1016atoms.cm−2.
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Figure 5.2: Predicted Co distribution in DLC at di�erent implantation �uences by DTRIM.
As the �uence increases it can be seen that the peak and surface concentration of Co increases
and the peak position moves closer towards the surface.

Figure 5.2 (a) depicts Co distributions at �uence ranging from 1.2 - 4 ×1016atoms.cm−2

(lower range) and �gure 5.2 (b) shows Co distributions for implantation �uence ranging from

7 - 20 ×1016atoms.cm−2 (upper range). Co distributions obtained from simulations were �t

with a Gaussian distribution. The details from the �t and the output �les of simulations are
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shown in table 5.3.

There are clear di�erences between these two set of distributions. At lower �uences,

Co distributions show better �t with Gaussian distribution than at higher �uence. As the

�uence increases the distribution tends to be asymmetric with greater accumulation of Co

before the mean projected range. This can be attributed to the increased stopping observed

by the incoming Co ions as the Co concentration in the DLC increases. This e�ectively

reduces the mean projected range as shown in table 5.3, thereby increasing the amount of

Co accumulated before the Rp compared to depths greater than Rp .

Another e�ect that is observed at higher �uences, is the accumulation of Co at surface.

The surface concentration of Co which is 0 at.% upto 4×1016atoms.cm−2 increases to 21.6

at.% at 20×1016atoms.cm−2. This can be attributed to the width of the distribution. At

lower range, the width of distribution is small enough to be con�ned in the near surface

region without Co reaching the surface. However, as Co �uence increases, the width of

distribution increases. Along with the increasing stopping experienced by the Co ions at

higher �uences, the distribution of Co start reaching the surface.

Since the width of Co distribution increases with implantation �uence, it would be rea-

sonable to expect Co to reach greater depths in the DLC �lms. While this is true at lower

�uences, this does not seem to be the case at higher �uence. For example, at a depth of 50

nm, Co implanted to a �uence of 7 ×1016atoms.cm−2 is predicted to result in a Co concentra-

tion of 6 at.%. When the �uence is increased to nearly three times its original value, i.e., at a

�uence of 20×1016atoms.cm−2 surprisingly the Co concentration at the same depth (50 nm)

reduces to ∼ 3 at.%. This seemingly contradictory prediction can be explained by consider-

ing the e�ect of sputtering. Bombardment of Co ions on to the surface causes the sputtering

of atoms from the top layer of the target matrix. At a �uence of 7×1016atoms.cm−2, the

sputtering is predicted to etch away 7 nm's of DLC �lm. At 20×1016atoms.cm−2 , the sput-

tered layer amounts to 27 nm. This explains the shift in the end of range distribution of Co

atoms and observation of high Co concentration at surface for the highest Co �uence.

5.3.2 Sputtering

The �nal e�ect that is to be detailed before concluding the section on simulation is

sputtering. The e�ect of sputtering was brie�y discussed when comparing the Co distribution

at di�erent �uences. More detailed information about sputtering is shown in table 5.4 below,

It can be seen from the table that the e�ects of sputtering are more signi�cant at higher

�uences. Roughly for every 1×1016 atoms implanted into 1cm2 area of DLC at least 1 nm

of DLC is sputtered out. Another interesting feature to be observed is the changes in the

overall sputter yield of the DLC �lm. Initially, as the �uence increase the sputter yield seems
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to reduce slightly. This can be attributed to the di�erence in sputter yield of C and H. As

carbon has higher sputter yield the surface gets preferentially depleted of carbon leading to

hydrogen accumulation. The sputter yield of hydrogen is lower. This in turn lead to reduced

sputtering at surface since a higher fraction of the surface is now covered by hydrogen.

However, it can be seen that the sputter yield increases beyond an implantation �uence

of 4×1016atoms.cm−2. This is due to the presence of Co at the surface. The sputter yield of

Co on Co is higher than both C and H. This leads to increased sputtering leading to larger

depletion. This trend is clearly visibly in table 5.4. The e�ect of sputtering is so high at F

= 20×1016atoms.cm−2, that the sputtered layer is now 27 nm thick.

In summary, DTRIM predicts that the distribution of Co, C and H in implanted DLC

�lms. Co has maximum concentration around its mean projected range while C and H attain

their minima at the same region. Co assumes a Gaussian distribution at lower �uence. As

the �uence increases, the pro�le deviates slightly from the Gaussian distribution with higher

accumulation of Co before Rp. Sputtering is observed at all �uences however they gain

signi�cance at higher implantation �uence. It was observed that increased sputtering shifts

the implantation distribution towards the surface. This leads to higher concentration of

implanted ions at the surface. It is important to remember that DTRIM bases its calculation

entirely on the ballistics of the system and do not consider the e�ects of dynamic changes in

density, precipitation or di�usion e�ects.

5.4 Co distribution in implanted DLC

The primary technique used to probe the distribution of implanted ions in DLC matrix

was RBS. RBS has an advantage when the elements composing the material di�er signif-

icantly in their mass, in particular involving high Z elements. In this case, the implanted

ions, Co, are much heavier than the elements composing the base matrix, C and H. RBS

cannot give much information about C and no direct information about H since they are

light elements. However, it can measure the distribution of Co in DLC with great precision.

In this study, high resolution RBS is used to probe the implanted ion distribution.
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Table 5.5: HR-RBS parameters

Parameters Values

Incident ion 4He+

Energy 500 keV
Incident angle 53.05o

Exit angle 62.37o

Scattering angle 65o

Calibration o�set 277.57 keV
Energy per channel 0.4344 keV/channel

Particles∗Sr 2.626 E+10
Detector resolution 1.700 keV

Table 5.5 shows the typical settings used for the HR-RBS measurement. Conversion of

the raw data to informative plots requires several steps which are detailed in section 3.4 of

the thesis. In this section we jump directly to the processed data. The elements present

in the samples are the implanted Co atoms, C and H from the DLC �lm and Si from the

substrate. Except hydrogen all the other elements of interest can be detected in RBS. RBS

can also detect presence of any oxygen contamination in the �lms. The scattering energy of

elements of interest calculated based on their kinematic factor for a 500 keV He+ beam and

65o scattering angle are presented in table 5.6.

Table 5.6: Kinematics for 500 keV He+ beam

Element Scattering Energy (keV)
12C 336.6
16O 372.9
28Si 423.5
59Co 462.2

The scattering energy of 500 keV He+ beam computed for each element in table 5.5

assumes the corresponding element to be present at the surface. If they are located deeper

within the sample, then excess energy is lost in the path between the surface and that speci�c

depth. Thus all elements present in the surface of the sample should give rise to a signal at

their corresponding scattering energy presented in table 5.6.

The data gathered from the HR-RBS measurement usually gives rise to a spectrum as

shown in �gure 5.4.
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Figure 5.3: HR-RBS spectrum of Co 1.2. The position at which signals from C, Si and Co
should arise if located at surface is marked in the �gure. It can be observed that C is present
at the surface and Co is present close to the surface.

In the �gure, the information is presented in a counts vs energy plot. The abscissa rep-

resents the scattering energy range of the He+ particles. This scattering energy corresponds

directly to the mass and position of the detected element. The ordinate, corresponds to

the number of He+ particles detected at that particular scattering energy. This directly

corresponds to the concentration of the element at that particular depth. The scattered He+

particles are referred here onward as signals in the HR-RBS spectrum.

The HR-RBS spectrum in �gure 5.3 represents the distribution from Co 1.2 sample.

Signals are recorded starting from an energy of 486 keV. However, the signal strength is

within the noise level (counts: ∼ 10) and hence do not correspond to any particular element.

These signals are expected to rise from multiple scattering e�ects or can just be noise from

the detector. A rise in the signal strength is observed starting from ∼ 462 keV. The heaviest

element expected in the sample is Co. Its surface scattering energy as computed in table

5.6 corresponds to 462.2 keV. Thus this signal can be attributed to originate from Co. This

signal is observed to assume a nearly Gaussian distribution extending up to ∼ 380 keV. The
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signal however does not drop to zero. It stabilizes around 200 counts until the arrival of

the next major feature starting at ∼ 336 keV. The signal originating at this energy can be

attributed to carbon, based on the kinematics denoted in table 5.6. This is expected since

carbon is present at the surface of the sample. This feature is immediately followed by a

large rise in signal at around 325 keV. This signal continue to rise with decrease in scattering

energy. The only element in the sample that can be detected with such large intensities is

Si. Silicon's surface scattering energy is 423.5 keV. However the substrate is preceded by

the DLC �lm containing Co. Thus the Si signal corresponds to the interface between the

DLC and the Si substrate. The slope of the Si signal denotes the intermixing between the

Si and C layer. Unfortunately, the overlay of Si signal on C signal prevents us from further

interpreting the C signal. The main information that can be gathered from this measurement

is the distribution of implanted ions in the DLC matrix. Plenty of its features still remain

unexplained. A much vigorous quantitative treatment of the HR-RBS spectrum is required

to extract the depth pro�le of the implanted ion and explain the di�erent features of the

spectrum.

For this purpose, a simulation software is used to assess the experimental data obtained

from RBS. The purpose of the software is to simulate an RBS spectrum equivalent to the

experimental data based on the input parameters. These input parameters consist of both the

operational settings associated with the instrument and the composition information about

the target sample. For example, one can construct a target with an assumed concentration

and depth pro�le. Then the software can simulate an RBS spectrum of the constructed

target based on the kinematics involved in the measurement. This step requires information

about the operational conditions applied in the experiment.

The simulated spectrum can then be compared with the experimental data. The input

parameters can be tuned in an iterative manner to obtain a simulated spectrum that aligns

best with the experimental data. Since the experimental parameters such as ion energy,

detection angle etc., are known variables they are assigned a constant value in the simulation.

The target composition and depth pro�le are the unknown data which are continuously

re�ned in the simulation input to obtain the best match between the simulation and the

experiment. The target composition and depth pro�le that corresponds to the best match

can be taken to represent the measured sample. In this chapter, SIMNRA software is used

for extracting information from the RBS spectra.

Consider the RBS spectrum from sample Co 1.2. The operational parameters of the

measurement and the raw data are loaded into the SIMNRA software as shown below.
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(a) Experimental setup

(b) Raw data

Figure 5.4: Screenshots of the SIMNRA program used for data analysis. The experimental
setup and raw data of Co 1.2 sample are displayed.

The next step is to construct a target whose simulated pro�le will match the experimental

data. This requires a number of iterative steps in a trial and error fashion. DTRIM simula-

tions are very useful in this step since they predict the expected distribution and can thus

help in constructing the target. This process becomes more complicated for high resolution

RBS since the information captured is very sensitive to changes in composition for every
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nanometer. This leads to a di�culty in simulating the curvature of the peaks observed in

the spectrum. This can be illustrated in the �ts below.
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(a) Initial �t

(b) Best �t

Figure 5.5: SIMNRA �tting of HR-RBS spectrum of Co 1.2 sample. The �gure illustrates
the necessity for detailed target construction for HR-RBS. Figure 5.5 (a) shows the data
from Co 1.2 sample �t with only 4 layers while �gure 5.5 (b) shows the same data �t with 27
layers. It can be seen that detailed target construction can �t the HR-RBS data accurately
and it allows extraction of precise details measured by the high-resolution setup.
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Table 5.7: SIMNRA target summaries of Co 1.2 HR-RBS spectrum

(a) Elemental composition of SIMNRA target

Element Initial �t (×1015atoms.cm−2) Best �t (×1015atoms.cm−2)
C 599.9 597.797
H 170.3 174.752
Co 11.8 11.3478
Si 100000 100000

(b) No of layers for each �t

Fit No. of layers
Initial 4
Best 27

Figure 5.5, shows the same experimental data �t with two di�erent simulations. Both the

simulations have the same target composition. This can be seen from table 5.7. However, the

�t qualities are vastly di�erent. This is attributed to the level of detail put into the target

description. The depth resolution of HR-RBS measurement is in the order of ∼ 1 − 2 nm

which worsens at greater depth due to energy straggling. The distribution of Co in the above

spectrum assumes a Gaussian shape covering about 40 - 60 nm as per DTRIM simulations.

Since the Co concentration exhibit continuous change over the depth, it would require a

multiple number of target layers to simulate the pro�le The required number of layers to

simulate the above distribution can approximately be given by dividing the distribution

width by the depth resolution, which in this case ranges from 20 - 30.

Figure 5.5 (a) shows a SIMNRA �t constructed with 4 target layers and 5.5 (b) shows

the same data �t with a target composed of 27 layers. While the latter process can be more

time consuming, the advantage of using this procedure is it extracts details about the very

�ne features of the elemental distribution. These features which are usually not identi�ed in

normal RBS measurements can be precisely quanti�ed by this technique. The signi�cance of

this advantage in our work will be detailed in the below paragraphs. Once the simulations

match the experimental data set, Co distribution in the target constructed in SIMNRA can

be taken for all practical purposes, to represent the Co distribution in sample Co 1.2. In

similar fashion all the samples measured with HR-RBS are �t with appropriate simulations

and the corresponding Co pro�les are extracted for our analysis.
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5.4.1 Low �uence - Unimodal distribution

Co distribution extracted from the above �t is presented in �gure 5.6.
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(b) SIMNRA depth pro�le of Co distribution
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(c) DTRIM prediction of Co depth pro�le
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(d) DTRIM Simulation vs Experimental measurement

Figure 5.6: Analysis of HR-RBS spectrum of Co 1.2. The data analysis reveals that the Co
distribution for Co 1.2 assumes a Gaussian distribution with a peak concentration of 3.75
at.% and it does not completely align with the theoretical prediction.

Figure 5.6 (a) shows the pro�le of Co distribution with respect to energy. The plot was

directly extracted from the SIMNRA �t (Co layers) of Co 1.2 shown earlier. The Co distri-

bution is described in a counts vs energy plot. As mentioned earlier, the counts correspond

directly to the concentration of Co present in a layer and the energy corresponds directly

to the depth scale. The distribution of Co is observed to start from 462 keV which corre-

sponds to Co surface scattering energy under the given conditions. However, no signi�cant

surface Co concentration was detected. The distribution is Gaussian in nature with a mean

projected range corresponding to a scattering energy of 416 keV.
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Around 425 keV, there is minor change in the curvature of the distribution. Since the

observed shift in curvature is within the noise of the instrument, it cannot be attributed to

any real change in Co distribution. It is worth mentioning at this point that �gure 5.6 (a)

is the most truthful representation of Co distribution in Co 1.2. This is because conversion

of the energy scale to depth scale would involve assumptions about the composition and

density of the target sample. However, the plot in its current format prevents any useful

quantitative interpretation that is needed for this research. Hence we apply the conversion

of energy scale to depth scale.

Figure 5.6 (b) shows the same pro�le of Co in Co 1.2 in the form of a concentration vs

depth plot where the concentration is represented in units of atomic percentage and depth in

1015atoms.cm−2. The pro�le is extracted from the SIMNRA analysis shown earlier. Depth

in 1015atoms.cm−2 �nds standard usage in ion beam processes and analyses. Since there is

no information yet about the density of the material it is not possible to show the same

depth in nanometers. If the atomic density of the target material is known then depth in

nm can be obtained as follows,

Depth (nm) =
Depth (1015atoms.cm−2)

Atomic denisty (1022atoms.cm−3)
(5.1)

If for example, the atomic density of the implanted DLC is 1×1023atoms.cm−3, then 1

nm would correspond to 1×1016atoms.cm−2.

Every layer of the target is represented by two data points in �gure 5.7 (b). The �rst

data point denotes the beginning of the layer and the second corresponds to the end of layer.

Within this layer Co is assumed to have a constant concentration. For example, consider

the �rst layer. It starts from the surface, i.e., value 0 in depth scale and extends up to

25×1015atoms.cm−2. This layer is constructed to have a Co concentration of 0.025 at.%.

In �gure 5.6 (b) this layer is represented by the �rst two data points with X value 0 and

25×1015atoms.cm−2 and a constant Y value of 0.025 at.%. Similarly all the layers of the

target are represented by two such data points. The change in Co concentration from one

layer to the other is represented by sudden steps of increase or decrease in Co concentration.

While such a construction can in principle give rise to the HR-RBS spectra as shown in

�gure 5.6 (a), it does not represent reality. Co is expected to continuously change with

depth. While the step function may represent the overall Co distribution and concentration

of the sample the changes in Co concentration within a layer and in between layers can best

be represented by a continuous function. The plot is thus �t with a Gaussian distribution to

approximate the changes in Co concentration with depth. This �t now describes the change

in Co concentration as a function of depth (in 1015atoms.cm−2).
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In an earlier section, DTRIM simulations were employed to predict the distribution of

implanted Co in DLC. The predicted pro�le can now be compared with the experimental

pro�le to identify any changes between them. Any signi�cant change if present, would force

us to re-evaluate the approximations placed in DTRIM simulation. In �gure 5.2 (a), Co depth

distribution predicted for Co 1.2 is shown. The plot describes the change in Co concentration

as a function of depth in nm. As already mentioned, DTRIM calculations are purely based

on the ballistics of ion implantation and does not take into account any changes in the

atomic density during implantation. Hence, the �nal distribution is obtained considering

the original atomic density. The input �le of DTRIM contains the atomic density of DLC

which is 9.82×1022atoms.cm−3. By considering this density value, depth in 1015atoms.cm−2

can be calculated from depth in nm. Figure 5.6 (c) shows the predicted Co distribution

with depth scale in 1015atoms.cm−2. The predicted Co depth distribution is further �t

with a Gaussian distribution to obtain a function describing the continuous changes in Co

concentration with depth.

Finally, the experimental SIMNRA �t can now be compared with the theoretical DTRIM

�t as shown in �gure 5.6 (d). The �gure shows that the predicted distribution does not

align completely with the measured distribution. The peak concentration of the measured

distribution is found to be lower than that predicted by DTRIM. A minor concentration of

Co is observed in near-surface region outside the predicted range. To quantify these changes

the �tting function and its associated parameters have to be considered. The equation

describing the �tting function is shown below,

y = y0 +
A

w.
√

(Π/2)
. exp

(
−2 (x− xc) 2

w2

)
(5.2)

where y =Co concentration, y0 =Constant, A = Area under the curve which here refers

to the implantation dose, w = width of the distribution and in this case 2*straggle, x =

depth and xc = mean projected range.

Table 5.8 shows the parameters of the Gauss �t describing the experimental data and

theoretical predictions.
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Table 5.8: Fitting parameters of Co 1.2: Experiment vs Theory

Parameters Units Experiment Fitting error Theory Fitting error
y0 at.% -0.131 0.10 0.005 0.014
A ×1015atoms.cm−2 12.27 0.73 11.45 0.10
w ×1015atoms.cm−2 260 11 196 2
xc ×1015atoms.cm−2 352 3 362 1

Straggle ×1015atoms.cm−2 130 6 98 1
FWHM ×1015atoms.cm−2 307 13 230 2

Peak Concentration at.% 3.75 0.11 4.66 0.03

Direct comparison of the parameters of experimental and theoretical �ts clearly illustrates

the quantitative di�erence between them. The implantation dose from the experimental �t

is comparable to the theoretical distribution within the error margin. Hence it is logical to

compare both the distributions. Two di�erences can be identi�ed from this comparison. First

is the straggling or the standard deviation of the distribution. The measured Co distribution

is more disperse than the predicted distribution. This in principle contributes towards the

lowering of the peak concentration. The other key di�erence lies in the mean projected range

of the measured and predicted Co distribution. The mean projected range measured is closer

to the surface than that predicted by DTRIM.

Before attempting to explain the observed di�erences, it is necessary to put the observed

di�erences in a more familiar perspective. For this purpose, an assumption is made on the

atomic density of the implanted �lms. The implanted �lm is assumed to have the same

atomic density as of the as-deposited �lm. Even though it is not accurate the assumption is

made to enable comparison since DTRIM simulations makes the same assumption. The as-

deposited �lm was measured to have a density of 9.82×1022atoms.cm−3. This density value

results in the following equivalence,

0.98 nm = 1×1016atoms.cm−2

Thus the measured straggling is greater than the predicted straggling by ∼ 3 nm and

the mean projected range is measured to be lesser than the predicted distribution by ∼ 1

nm. The di�erences are not huge. Usually, such di�erences are considered to be within the

experimental errors. The di�erence in mean projected range especially is within the detec-

tor's resolution and hence need not be further investigated. However, the issue of straggling

is di�erent.The di�erence in straggling is well above the detector's resolution since the mea-

surement is performed by HR-RBS with 1.1 nm resolution. While the di�erence may look

small, as per DTRIM simulation this di�erence is quantitatively similar to the di�erence in

straggling observed between an implantation �uence of 1.2 and 20×1016atoms.cm−2 (shown

in table 5.3).
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In retrospect to the results obtained from the other samples, it becomes redundant to

analyze these di�erences in detail at this point. In fact, in the next immediate subsection

the nature of mismatch between the measured and the predicted distribution becomes abun-

dantly clear. A detailed discussion on the possible causes for this mismatch is provided at

the end of this section.

5.4.2 Moderate �uence I : Emergence of bimodality

In the previous section, taking Co 1.2 as an example, the di�erent steps required to process

the data to obtain useful information about the implanted ion distribution was presented.

The measured Co distribution for Co 1.2 was also compared with the predicted DTRIM

distribution obtained in section 5.2. Some di�erences between the measured and predicted

data were identi�ed. In order to better understand the nature of these di�erences, results

from DLC implanted with higher �uence are to be considered.

Before analyzing these results it would be useful to make few predictions. The source

of mismatch between the measured and theoretically predicted Co distribution could arise

either from, experimental errors or from the limitations of the DTRIM simulations. If the

di�erence is caused by an experimental error or uncertainty then it is less likely for it be

present in a sample implanted and measured at a di�erent time. On the other hand, if the

deviation from DTRIM predictions can be associated with the limitation of the DTRIM

simulations, then it is more likely for this e�ect to amplify with increase in �uence. In this

subsection the results from the HR-RBS measurement of the Co 2.4 sample are presented.

A similar procedure was carried out to �t the Co 2.4 data. The �tting of SIMNRA target

with the experimental data set along with the details of the constructed data are shown in

�gure 5.7 and table 5.9.
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Figure 5.7: SIMNRA �tting of Co 2.4 HR-RBS spectrum measuring the bimodal Co distri-
bution in DLC

Table 5.9: Co 2.4 SIMNRA Target composition

Element Concentration (×1015atoms.cm−2)
C 728.8
H 218.2
Co 24.0
Si 100000

Even before constructing the SIMNRA target, just from observing the HR-RBS spectra

of Co 2.4 the uniqueness of the measured Co distribution is abundantly clear. Instead of a

unimodal distribution, the implanted Co exhibit a bimodal distribution. This is an unex-

pected and a signi�cant �nding since Co implantation was carried out at room temperature

and at a single implantation energy. To understand the implications of the above result,

it is useful to brie�y revisit the theory of ion implantation. Ion implantation is a process

in which energetic ions are bombarded onto a target surface. Upon entering the sample

target, the ion loses energy by two mechanisms: electronic and nuclear energy losses. The

inelastic scattering of the energetic ions with the electrons of base matrix contributes to-

wards electronic stopping. The other mechanism is loss of energy through collisions between

the energetic ions and the atoms composing the base matrix. This is referred to as nuclear
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stopping. After a number of collisions the ion loses enough energy rendering it unable to

move further within the matrix. The �nal position it comes to rest withing the base matrix

depends on the number of collisions it experiences within the material. Since this process

involves a large number of ions each undergoing collisions with a large number of atoms,

it quali�es as a statistical process with the range of the implanted ions following nearly a

Gaussian distribution with a single mean projected range.

In other words, the average distance traveled by the ion inside the matrix depends on

the average number of collisions it experiences. Thus there must exist a mean projected

range where maximum number of implanted ions comes to rest. Any position away from the

mean projected range should have lower number of Co atoms with the distribution being a

function of position with respect to the mean projected range. Figure 5.7 seems to suggest

that the Co distribution has two mean projected range. There is no theoretical basis or

experimental evidence for mono-energetic implantation to lead to such a distribution with

multiple mean projected range. However, at the same time it is a fact that we observe the

distribution of implanted Co in DLC with two maxima. At this stage there is not enough

information to draw any conclusions. More information and analysis is required to provide

a clear explanation. At this point, the purpose of these subsections is to clearly identify and

if possible quantify these features.
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(c) DTRIM prediction of Co depth pro�le
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(d) DTRIM Simulation vs Experimental measurement

Figure 5.8: Analysis of HR-RBS spectrum of Co 2.4. The data analysis reveals that the
Co distribution for Co 2.4 assumes a bimodal distribution in contrast to the theoretically
predicted unimodal distribution.

The analysis of the Co distribution in Co 2.4 begins from extraction of Co data from the

SIMNRA simulation. Figure 5.8 (a) shows the Co distribution in a counts vs energy plot

which allows encapturing the �ne details from the measurement. This plot clearly shows the

gradual decrease in Co concentration from the �rst peak at 428 keV till it reaches a minima

at 418 keV. This trend is followed by a similar gradual increase in Co concentration which

�nally maximizes at 412 keV. Furthermore, the Co concentration is measured to have a long

tail near the end of distribution. The nature of this elongated distribution is best represented

in this plot.

Figure 5.8 (b) shows the variation of Co concentration in implanted DLC as a function

of depth in 1015atoms.cm−2. The maximum Co concentration was observed to be 8.12 at.%

in between 225-260 ×1015atoms.cm−2 The second peak was observed in the region ranging
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from 335-375×1015atoms.cm−2 with a Co concentration of 6.57 at.%. The minima in between

these peaks is located at 295-335 ×1015atoms.cm−2 with a Co concentration of 5.96 at.%.

Thus the �rst inference from this plot is that this observed variation in Co distribution is

above the limit of detection of HR-RBS con�rming the bimodal nature of Co distribution.

The second noticeable feature is the presence of Co (0.4 at.%) at the surface layer. This can

actually explain the small peak at 373 keV observed in �gure 5.7. The peak corresponds to

the surface scattering energy of oxygen. This peak was not observed in HR-RBS spectra of

as-deposited DLC or in Co 1.2 sample. This indicates that Co present at the surface oxidizes

and leads to formation of an oxide layer. The measured distribution is then �t with multiple

Gaussian distribution which cumulatively �ts the step-wise distribution. The �tting provides

a mathematical description of the measured Co distribution as a function of depth. The �t

parameters are shown in table 5.10.

Table 5.10: Co 2.4 Experiment vs Theory

Parameters Units Experiment Experiment Theory
Peak 1 Peak 2

y0 at.% 0.41 0.41 0.01
A ×1015atoms.cm−2 858 1198 2411
w ×1015atoms.cm−2 111 166 210
xc ×1015atoms.cm−2 218 371 356

Straggle ×1015atoms.cm−2 55 83 105
FWHM ×1015atoms.cm−2 130 196 247

Peak Concentration at.% 6.19 5.74 9.18

Figure 5.8 (c) shows the Co distribution predicted from DTRIM for a �uence of 2.4

×1016atoms.cm−2. The distribution can be �t with a single Gaussian distribution very well.

The distribution is unimodal with a mean projected range of 356 ×1015atoms.cm−2 and a

peak concentration of 9.17 at.%. The straggling of the distribution was computed to be

105 ×1015atoms.cm−2. This �t can now be compared with the �t of the bimodal distribu-

tion. This comparison is shown in �gure 5.8 (d). The di�erences between the theoretical

computation and the experimental data can now be clearly seen. The di�erences are,

1. Experimental data shows a bimodal distribution while DTRIM predicts a unimodal

distribution.

2. DTRIM does not predict Co to be at the surface while HR-RBS measures Co at the

surface.

3. About 20 % (0.48 ×1016atoms.cm−2) of the implanted dose lies outside the predicted

region.
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4. The maxima of the measured distribution is located about 120×1015atoms.cm−2 before

the predicted mean projected range. However, it is interesting to note that the second

peak of the measured distribution coincides with the peak of predicted distribution.

5. The long tail of measured Co distribution is not accounted by DTRIM.

It is now worth the e�ort to look back at the analysis of Co 1.2 sample. It was found that

the measured distribution was broader than the predicted distribution especially towards the

surface. Earlier it was not possible to discuss the cause of these di�erences since it can also

potentially be a measurement artifact. But results from Co 2.4 sample rea�rms the validity

of the measurement. The observed di�erences in both the samples can either originate from

use of a wrong parameter in the experiment or could be attributed to a cause not computed

by the DTRIM simulation.

If the bimodal distribution can be caused by an experimental error, it should be possible

to guess the nature of the error. The data from the two samples suggests that as the

implantation �uence is increased from 1.2 to 2.4×1016atoms.cm−2 a bimodal distribution

emerges from a unimodal distribution. In fact, the onset of bimodality is already observed

as the broadening of the Co distribution measured in Co 1.2. For the ease of discussion,

the peak observed closer the surface will here onward be referred to as the �surface peak�

and the peak further from the surface located near the mean projected range as the �center

peak�.

At this stage, only two of the four prime Co implanted samples are presented. Results

from the other samples sheds more light on these observations and dispel any doubts con-

cerning the reality of these phenomenon.

5.4.3 Moderate �uence II: Asymmetric bimodal distribution

The next logical sample to investigate is DLC �lms implanted with Co to a �uence of

4×1016atoms.cm−2. If deviations from predicted distribution is expected to increase with

implantation �uence, then more information about the bimodal distribution and its nature

can be obtained from this sample. Same procedure is applied to the measured data to extract

the required information. First, is the SIMNRA �tting of the sample HR-RBS data which

is shown in �gure 5.9 and table 5.11.
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Figure 5.9: SIMNRA �tting of Co 4 HR-RBS spectrum measuring the asymmetric bimodal
Co distribution in DLC.

Table 5.11: Co 4 SIMNRA Target composition

Element First attempt (×1015atoms.cm−2)
C 548.2
H 175.0
Co 38.30
Si 100000

Figure 5.9 shows the HR-RBS spectrum of Co 4 with SIMNRA �t. The immediate

observation is the prominent bimodal distribution with a strong surface peak. The raw data

by itself strengthens our previous inference that the distribution is indeed bimodal. This

SIMNRA �tting requires 24 layers with an overall Co dose of 3.8×1016atoms.cm−2. The

details are given in table 5.11. Once a satisfactory �t is obtained, the analysis procedure

used previously is applied to extract useful information from the spectrum.



CHAPTER 5. STRUCTURE AND DISTRIBUTION 125

350 375 400 425 450 475
0

400

800

1200

1600

2000

2400

2800

3200

3600

4000

 Co-4

C
ou

nt
s

Energy (keV)

(a) Co pro�le from HR-RBS spectrum

0 100 200 300 400 500 600 700 800
0

2

4

6

8

10

12

14

16

C
o 

co
nc

en
tra

tio
n 

(a
t. 

%
)

Depth ( x 10 15 atoms/ cm 2)

 Co 4
 Peak 1
 Peak 2
 SIMNRA

(b) SIMNRA depth pro�le of Co distribution

0 100 200 300 400 500 600 700 800
0

2

4

6

8

10

12

14

16

 Gauss Fit
 Co 4

C
o 

co
nc

en
tra

tio
n 

(a
t. 

%
)

Depth ( x 10 15 atoms/ cm2)

(c) DTRIM prediction of Co depth pro�le

0 100 200 300 400 500 600 700 800
0

2

4

6

8

10

12

14

16

C
o 

co
nc

en
tra

tio
n 

(a
t.%

)

Depth ( x 10 15 atoms/ cm 2)

 DTRIM
 SIMNRA

(d) DTRIM Simulation vs Experimental measurement

Figure 5.10: Analysis of HR-RBS spectrum of Co 4. The data analysis reveals preferential
displacement of Co towards the surface resulting in an asymmetric bimodal distribution.

Figure 5.10 (a) shows the Co distribution in a counts vs energy plot and the corresponding

SIMNRA Co depth pro�le is shown in �gure 5.10 (b). The magnitude of di�erence between

the surface peak concentration and the center peak concentration are clearly visible in these

plots. The surface peak corresponds to a Co concentration of 14.62 at.% extending from 180

to 210×1015atoms.cm−2. The minima is located in between 335 - 375 ×1015atoms.cm−2 with

5.51 at.% of Co. This is followed by the center peak at 415 - 455 ×1015atoms.cm−2 with a

Co concentration of 7.08 at.% which is less than half that of the surface peak concentration.

The next observation is the presence of Co at the surface to a concentration 0.91 at.%. As

observed for Co 2.4, a similar surface O peak is observed in the HR-RBS spectrum of Co 4

shown in �gure 5.10. This as inferred earlier can be attributed to the oxide formation arising

from the surface presence of Co. The Co depth distribution is �t with a multi-peak Gaussian
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distribution for the purpose of comparison and analysis. The �t parameters are described in

table 5.12.

Table 5.12: Co 4 Experiment vs Theory

Parameters Units Experiment Experiment Theory
Peak 1 Peak 2

y0 at.% 0.60 0.60 0.04
A ×1015atoms.cm−2 2023 1496 3958
w ×1015atoms.cm−2 121 197 217
xc ×1015atoms.cm−2 218 430 354

Straggle ×1015atoms.cm−2 61 98 109
FWHM ×1015atoms.cm−2 143 232 256

Peak Concentration at.% 13.33 6.06 14.54

Figure 5.10 (c) shows the predicted Co distribution �t with a Gaussian distribution. For

the �rst time, the predicted distribution is observed to be slightly skewed towards the surface.

This can be attributed to the increase in stopping power of the target due to incorporation

of signi�cant amount of Co into it. The distribution peaks at 354 ×1015atoms.cm−2 with a

straggling of 109×1015atoms.cm−2. The �t from the measured distribution and the predicted

distribution are compared in �gure 5.10 (d). The comparison yields several di�erences which

are already discussed in detail in the previous section. However, the comparison drawn

in �gure 5.10 (d) gives insight about the trend the measured distribution is expected to

take compared to the predicted distribution. Few of the interesting aspects are, the surface

peak concentration is now equal to the Co concentration present at the peak of the DTRIM

predicted distribution. The Co accumulated outside the predicted region now comprises

25 % (0.98×1016atoms.cm−2) of the total dose. Finally the surface peak is further away

from the mean projected range than observed before. It is about 150 ×1015atoms.cm−2

closer to the surface than the mean projected range. This is a crucial information. The

increase in the distance between the surface peak and the mean projected range indicates

the e�ect of increase in �uence. In other words, as the implantation �uence increases it can

be expected that the surface peak will move closer towards the surface and will accumulate

higher concentration (relative to center peak) than observed so far. The next sample to be

investigated con�rms this trend.

5.4.4 High �uence: Enhanced bimodal distribution

Co 7 is the fourth sample in series. The Co implantation �uence is increased from 4

×1016atoms.cm−2 to 7 ×1016atoms.cm−2. In the last few sections, the distribution of Co
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in DLC at varying �uences were presented. At each implantation �uence, the distribution

measured were di�erent. It is of course expected, that with increasing �uence DLC has to

accommodate higher Co dose. However, the changes in distribution from one �uence to the

other resulted in features that could not be explained or predicted. For example, Co distri-

bution in Co 1.2 almost aligned with the predicted distribution with a minor di�erence in

its straggling. However, Co 2.4 showed a distinct di�erence from the predicted distribution;

Co distribution was bimodal in nature leading to surface and center peaks. In retrospect

that minor di�erence observed in Co 1.2 is inferred to be real and is considered to mark the

onset of the bimodal distribution. As the �uence further increased to 4×1016atoms.cm−2,

the surface peak gained prominence. It was observed to have moved closer to the surface

and it accumulated nearly twice the Co concentration as that of the center peak. These

observations hints a possible trend that is being followed by the Co distribution. As the

�uence increases, the surface peak gains more Co atoms and moves closer to the surface. Co

distribution measured from Co 7 con�rms this prediction. The results will be analyzed in

comparison to results obtained from Co 4 sample to provide a better perspective.

Figure 5.11: SIMNRA �tting of Co 7 HR-RBS spectrum measuring the enhanced bimodal
Co distribution in DLC.
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Table 5.13: Co 7 SIMNRA Target composition

Element First attempt (×1015atoms.cm−2)
C 499
H 165
Co 73
Si 100000

Figure 5.11 shows the HR-RBS spectrum of Co 7 sample analyzed with a SIMNRA

�t. The spectrum looks similar to an ampli�ed spectrum of Co 4 sample. The bimodal

distribution with a strong surface Co peak is seen in the �gure. The spectrum is �t with a

SIMNRA target composed of 24 layers with an overall Co dose of 7.3×1016atoms.cm−2. The

target summary is provided in table 5.13. Figure 5.11 shows the analysis of the measured

Co distribution.
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(d) DTRIM Simulation vs Experimental measurement

Figure 5.12: Analysis of HR-RBS spectrum of Co 7. Comparison with DTRIM simulation
suggests a major fraction of implanted Co to lie outside the predicted distribution towards
the DLC surface.

Figure 5.12 (a) shows the Co distribution in counts vs energy plot and �gure 5.12 (b)

shows the Co depth distribution of Co 7 sample both extracted from SIMNRA analysis. At

the surface, the concentration of Co is measured to be 3.5 at.%. A corresponding oxygen

peak is observed in the HR-RBS spectrum. Following the trend of the Co distribution with

increasing �uence, the surface Co peak is observed at 150-175 ×1015atoms.cm−2 with a Co

concentration of 37.5 at.%. This is a massive increase in Co concentration when compared

to the previous sample. With increasing depth the Co concentration rapidly drops to 10

at.% at 300×1015atoms.cm−2. This is followed by a gradual rise in the concentration until

reaching the center peak at 425×1015atoms.cm−2 with a Co concentration of 12.5 at.%. The

measured distribution is �t with multiple Gaussian peaks and their parameters are shown

in table 5.14.
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Distribution predicted from DTRIM is shown in �gure 5.12 (c). The distribution is heav-

ily skewed towards the surface and hence cannot be satisfactorily �t by a single Gaussian

distribution. Hence for the purpose of comparison with the measured distribution the pre-

dicted distribution is �t with multiple peaks to get a cumulative �t that can in principle be

compared to the measured distribution.

Table 5.14: Co 7 Experiment vs Theory

Parameters Units Experiment Experiment Theory Theory
Peak 1 Peak 2 Peak 1 Peak 2

y0 at.% 0.70 0.70 0.02 0.02
A ×1015atoms.cm−2 3801 2976 3752 3289
w ×1015atoms.cm−2 93 204 172 255
xc ×1015atoms.cm−2 178 366 370 250

Straggle ×1015atoms.cm−2 47 102 86 127
FWHM ×1015atoms.cm−2 110 241 202 300

Peak Concentration at.% 32.55 11.62 17.44 10.29

Figure 5.12 (d) shows the comparison between the measured and the predicted Co dis-

tribution. They exhibit similar di�erences as seen in sample Co 4 and Co 2.4. However,

the magnitude of the di�erences are quite high in this case. The amount of Co atoms lying

outside the predicted range constitutes ∼ 30 % of the total dose. The Co concentration

at the surface peak is 1.5 times greater than the Co concentration predicted at the mean

projected range. These observations con�rm the prediction made at the end of last subsec-

tion regarding the trend the Co distribution would take with increase in �uence. At this

point, it is possible to predict with a greater degree of certainty the near endpoint of bimodal

distribution. At a particular �uence, the surface peak will eventually reach the surface and

will contain the maximum Co concentration. Accumulation of a large amount of Co at the

surface will result in signi�cant sputtering of Co as inferred from the simulation section 5.2.

This will lead to a dynamic equilibrium between the incoming ions and the Co present at

the surface. Any increase in implantation �uence will literally have no e�ect on the Co dose

retained. This condition is referred to as steady-state condition. It is obvious that a steady

state condition would be achieved for any such implantation. However, the occurrence of

such a state is usually expected at a very high �uence. The uniqueness of this case is that

the results so far predicts that a steady-state condition can be achieved way before the �u-

ence predicted from DTRIM. The following sub-section illustrates in detail the steady-state

condition achieved in this study.
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5.4.5 Saturation: Steady state condition

Results so far indicate an early occurrence of steady-state condition with respect to implan-

tation �uence for Co implantation into DLC. The study on ion distribution in DLC can

thus be concluded with a sample representing the steady state-condition. For this purpose

DLC was implanted with Co �uence of 15×1016atoms.cm−2 and 20×1016atoms.cm−2. RBS

measurements however showed that both the samples contain same Co implantation dose

of ∼ 12 × 1016atoms.cm−2. The implantation was repeated to con�rm this �nding and it

was observed that the measurements always yielded a value of 12±1×1016atoms.cm−2. The

implication of these measurements are that a steady-state condition is already achieved in

DLC for a �uence of ∼ 12× 1016atoms.cm−2. Co 12 sample thus represents DLC implanted

to F > 12×1016atoms.cm−2. This work records for the �rst time in literature that when 30

keV Co+are implanted into ion beam deposited DLC �lms, from butane precursor gas with

Penning ion source, a steady-state Co pro�le is reached at a �uence of 12×1016atoms.cm−2.

Figure 5.13: SIMNRA �tting of Co 12 HR-RBS spectrum measuring the steady-state distri-
bution of Co implanted into DLC.
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Table 5.15: Co 12 SIMNRA Target composition

Element First attempt (×1015atoms.cm−2)
C 1217
H 417
O 19
Co 107
Si 100000

Figure 5.13 shows the HR-RBS spectrum of Co 12 sample �t with SIMNRA. As expected,

a large concentration of Co is accumulated at the surface which oxidizes resulting in the O

peak observed at 373 keV. SIMNRA �tting was performed to extract further details from

the spectrum. The target summary is displayed in table 5.15. Further analysis on the Co

distribution extracted from SIMNRA �tting is shown in �gure 5.14.
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(a) Comparison of Co pro�le from HR-RBS spectra: Co 12 vs Co 7

(b) Co 12 Measured distribution vs predicted distribution

Figure 5.14: Analysis of Co distribution in Co 12 in comparison with Co distribution in Co
7 and Co distribution predicted by DTRIM.

Figure 5.14 (a) shows Co distribution of Co 12 compared to Co 7 in energy vs counts

plot. The spectrum shows marked di�erences from the bimodal distribution observed so

far. The aim of the analysis is to identify these di�erences and �nd possible causes for these
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di�erences. The highest Co peak observed at 451 keV is the surface peak and the center peak

is observed at 426 keV. A depleted Co region that is usually observed in between the surface

peak and the center peak is not measured in this case. However, a depletion does occur

within the surface peak itself leading to a relatively smaller peak at the surface. The same

Co distribution represented as depth pro�le is represented in �gure 5.14 (b). The surface layer

is almost entirely made of Co and O with 40 at.% and 55 at.% concentration respectively.

This layer extend to up to 40×1015atoms.cm−2. The following depleted layer consists of a Co

concentration of up to 25 at.% which extends from 40 - 65×1015atoms.cm−2 This is followed

by the original surface Co peak with a maximum Co concentration of up to 70 at.% at 65 -

90×1015atoms.cm−2. The center peak is observed to have merged with the original surface

peak with the second maxima at 225-265 ×1015atoms.cm−2 and with a Co concentration of

22.5 at.%. The depth pro�le is not �t with multi-peak Gaussian distribution as the observed

distribution represents a steady-state condition that involves signi�cant sputtering. The

distribution gets skewed to one end and can not best be described by a double Gaussian

distribution. Comparison of measured and predicted distribution yields similar information

as before. Large amount of Co lies outside the predicted region.

In �gure 5.14 (a), the Co distribution in energy scale is compared for samples Co 7 and

Co 12. The yield is normalized to 1 so that the di�erences in the distribution can be better

illustrated. First observation is the apparent shift in the peak positions. The trend from

earlier results were that the surface peak moves closer to the surface and the center peak

moves further away from surface. However, it is seen that both the peaks move towards the

surface. It is useful to look back at �gure 5.2 (b) to understand the shift better. Figure 5.2

(b) illustrates the shift in the distribution towards the surface due to sputtering. The same

e�ect is responsible for the shift observed in 5.14 (a). The second observation is the �lling up

of depletion region in between the surface and the center peak. The depletion alternatively

is seen within the surface peak leading to an additional sharp peak in the surface. One

possible cause could be the shortening of the mean projected range due to nearly a double

fold increase in the Co concentration in the near surface region. In order to pinpoint to the

speci�c cause it is however necessary to understand the origin of bimodal distribution.

5.4.6 Possible causes for bimodality

HR-RBS measurements so far indicate that the measured Co distribution deviates from the

distribution predicted by DTRIM. The extent of deviation seems to be dependent on the

implantation �uence. It is now worthwhile to investigate the possible factors responsible for

this e�ect.
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A fundamental experimental factor that can lead to a bimodal distribution of implanted

atoms is changes in the implantation energy. If the acceleration voltage applied during the

course of implantation was drastically reduced, approximately by 10 kV, the projected range

of Co ions will decrease from 36 nm to about 25 nm. However, the use of electromagnet for

mass separation eliminates such a possibility since ions of lower energy will not be allowed

to pass to the target stage.

Another possible cause for bimodal distribution could be due to charging of the sample

surface. Since DLC is insulating it is easy for charges to be accumulated in the �lm. A

signi�cant build up of charges at DLC surface can decelerate the incoming Co ions thereby

reducing their projected range. This in turn could lead to a bimodal distribution. Use of high

current density is known to cause such charging e�ects as well [16]. The implanter setup at

GNS Science contains an electron gun inside the sample chamber. This electron gun is used to

�ood the sample continuously with electrons throughout the implantation process to prevent

such charging e�ects from taking place. In order to be completely certain, DLC was covered

by a tantalum mask and was implanted with Co at a low current density of 0.2 µA.cm−2.

The sample was implanted to a �uence of 3.6×1016atoms.cm−2. HR-RBS measurement

showed that reducing the current density or use of a metallic mask during implantation does

not prevent the bimodal distribution from happening. In fact, the measured bimodal Co

distribution corresponds well with the series of Co implanted samples discussed so far. This

eliminates charging as the possible cause for the bimodal distribution.

If experimental error or uncertainty is not the source of the observed bimodal distribution,

then there is a more fundamental physical phenomenon at play which is not accounted by

the DTRIM simulations. Since DTRIM considers all the e�ects of ballistics, the bimodality

should emerge from its limitations such as,

1. Dynamic changes in the density

2. Precipitation and nucleation

3. Chemical potential and di�usion e�ects

Involvement of any of the above e�ects to such a signi�cant extent as to transform a unimodal

to bimodal distribution justi�es the motivation of this research work. In order to understand

the process better it is necessary to bring in another perspective. For this purpose we move

on to the next technique.
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5.5 Nanoparticle Formation

In the previous section, energetic He+ions were used to probe the distribution of Co inside

Co implanted DLC. The measurement is based on the scattering of He+ ions upon direct

collisions with the atoms of the sample. Depending on the number of scattered He+ ions at a

scattering angle and energy the composition and distribution of di�erent elements, primarily

Co, was measured. In this section, the same samples are probed with energetic electrons.

Instead of the scattering e�ect, the technique is based on transmission of electrons through

the material. The number of electrons that can be e�ectively transmitted through a sample

region is based on the mass, density and order of the material. In this study TEM was

carried out to image the cross-sections of the sample. The aim of this investigation is to

obtain information about the distribution and con�guration assumed by the implanted ions

in the DLC matrix.
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(a) Co 1.2 (b) Co 2.4

(c) Co 7 (d) Co 12

Figure 5.15: Cross-sectional TEM images of Co implanted DLC showing the evolution of
Co distribution and nanoparticle formation with increasing Co implantation �uence in DLC.
Right at top of the image is the platinum layer followed by the DLC surface incorporating
the implanted Co nanostructures followed by the unimplanted region and the Si interface.

Figure 5.15 shows the cross-sectional TEM images of sample Co 1.2, Co 2.4, Co 7 and Co

12. As-deposited DLC was already probed in chapter 4. DLC was observed to be completely

amorphous with an intermixing layer of C, H and Si at the interface. The surface of the DLC

is coated by a platinum layer to prevent damage during sample preparation and to mediate

charge conduction and dissipation. The �rst observation about the implanted DLC �lms
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is the formation of precipitates within the DLC matrix. Figure 5.15 (a) shows the cross-

section of Co 1.2 sample. Small nanoparticles seen as slightly dark circles are observed in the

region between 20 - 50 nm from the sample surface. These nanoparticles can be attributed

to the implanted Co atoms. The mechanism behind precipitation can be brie�y described

as follows. When the concentration of dopant, in this case cobalt, exceeds the solubility

limit of the solid matrix, it becomes energetically favorable for the dopants to cluster into

nanoparticles. The driving force behind this mechanism is the reduction in surface energy of

the dopant atoms in the form of nanoparticles as compared to free atoms [94, 15, 95]. Other

possible causes could be the chemical interactions of the dopant atoms with the base matrix

[94].

For the sample, Co 1.2, the nanoparticles are characterized by a mean diameter of 1.2±0.5

nm. The highest concentration of particles are observed to be at about 35 nm from the

sample surface in agreement with DTRIM predictions. As the implantation �uence increases

to 2.4×1016atoms.cm−2, the concentration of nanoparticles increases especially in the near-

surface region. The average particle size increases to 1.5±0.7 nm. Since the nanoparticles

closer to the surface are slightly larger than those seen at larger depth, the error in the

mean particle diameter, which is given as two times of the standard deviation, is slightly

larger for this sample. The highest concentration of nanoparticles is observed to be around

24 nm from the surface matching with the HR-RBS measurement. However, the bimodal

distribution of the Co atoms are only distinctly visible for sample Co 7. A dense region near

the surface is observed that is accumulated with nanoparticles with a size of 2.9±1.9 nm.

This region represents the surface peak, and is about 16 nm away from the sample surface.

This is followed by a region with a decreased density of nanoparticles. This depletion region

in turn is followed by the center peak with a higher density of nanoparticles characterized

by a mean diameter of 1.6±0.7 nm. The center peak is located at a distance of 41 nm away

from the surface. The cross-sectional TEM images correspond well with the RBS pro�le. It

is to be noted that while RBS spectra show Co atoms reaching the surface layer, there are

no nanoparticles seen in the �rst few nanometers of implanted DLC. Although very small

nanoparticles in the order of < 1 nm might be not visible within DLC due to a decreased

signal-to-noise ratio, a signi�cant percentage of implanted Co seems to be diluted within the

DLC matrix.

The �nal �gure represents Co 12 sample. As expected from HR-RBS measurement, the

image exhibits marked variations from the pro�le observed so far. The surface is covered

with a small interconnecting network of Co layer. However, this layer is assumed to be

completely oxidized from the HR-RBS measurements. The layer starts from the surface and

extends up to ∼ 2 − 3 nm from the surface. This layer is brie�y followed up by a depleted
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layer lacking Co. The depleted layer extends another ∼ 2 nm followed by a dense region

covered with large nanoparticles. This region corresponds to the large surface peak. As the

depth increases the particle size gradually decreases leading to a distribution with a large

tail. This corresponds exactly to the distribution measured from HR-RBS con�rming the

depletion within the surface peak.

5.5.1 Elemental composition from STEM

In order to extract maximum information possible from this technique, a particular sample

is chosen to do further analysis with the TEM data and facilities. For this purpose, Co 7

sample is chosen. The reason behind the choice is that Co 7 represents the most prominent

bimodal distribution and maximum information can thus be gained from this sample. While

Co 12 does show interesting features, it is as denoted earlier a special case of steady state

distribution. Information obtained from this sample cannot be used to assess the other

samples. The �rst point of analysis is the nanoparticles observed in the TEM image.

There is a technique very closely associated with electron microscopy. This technique

commonly referred to as Scanning Transmission Electron Microscopy yields very important

information about composition of the sample. Bombardment of energetic electron beam onto

the Co implanted DLC results in excitation of electrons of the atoms composing the sample.

Excitation of core-shell electrons leads to emission of X-Rays characteristic of the elements

present in the material. STEM was performed in two manners: Areal Mapping and Line

scan.

Figure 5.16 presents the areal mapping of Co 7.
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Figure 5.16: Areal compositional mapping of Co 7 TEM cross-section showing the distribu-
tion of di�erent elements within the sample.
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In this measurement a particular region of the sample lamella is selected and is contin-

uously raster scanned with the electron beam. The X-rays emitted from the selected area

due to interactions with the energetic electrons are collected and analyzed. Each speci�c

wavelength is assigned a particular element based on their unique electronic energy levels.

In this case, K alpha and K beta lines are considered for C, K alpha lines were considered

for Co and Si and L alpha lines were considered for Pt . The map clearly shows the Co to be

present in nearly two di�erent bands: surface peak and center peak. A large accumulation

of Co is seen to be present at the surface peak. The detection limits of this measurement

are based on the time of exposure and sample lamella thickness. For this particular case,

the detection limits are not good enough to detect the diluted concentration detected by

HR-RBS in the surface region. While this gives a visual proof about the arrangement of

di�erent elements within the matrix line scan can provide information that is not completely

visible in the above map.

Figure 5.17 and 5.18 shows line scans performed on Co 7 sample.
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(a) Line scan path

(b) Line scan

Figure 5.17: Line scan 1 of Co implanted DLC showing the distribution of di�erent elements
within the TEM lamella.
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(a) Line scan path

(b) Line scan

Figure 5.18: Line scan 2 of Co implanted DLC showing the distribution of di�erent elements
within the TEM lamella.

The recorded line scan represents only a one pixel broad line across the DLC cross-

section. This is shown in �gure 5.17 (a) along with the corresponding line scan in �gure
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5.17 (b). A similar line scan was performed on another region of the sample to compare

the uncertainties. It has to be noted that the information represented in the line scan

represent the compositional information obtained from a lamella which does not have a

uniform thickness due to the nature of FIB preparation. This is an experimental artifact

common in FIB prepared sample. The composition thus obtained has to be corrected for the

slope of the sample thickness to obtain quantitative information. However, for this study

composition values have already been obtained from HR-RBS measurement and this analysis

is performed only to compare the obtained results.

Table 5.16: Line scan details - STEM

Measurement Surface Peak Center peak Depleted End
Position (nm) Position (nm) Position (nm) Position (nm)

Line scan 1 14.0 39.0 36.0 61.0
Line scan 2 15.8 37.8 30.9 69.7

Contrast Analysis 15 40 30 -

The above table provides a very valuable information despite the inaccuracies present in

the measurements. The mismatch between both the line scans occur due to the very limited

probing region of the measurement. But even if the measurement spans for only a short

region it still conforms with our HR-RBS measurement which in comparison to our STEM

line scan is a bulk measurement (1 mm beam = 4 ×106 times the line scan width). Another

important information con�rmed by the line scan is that there is signi�cant amount of Co

lying outside the nanoparticles. If you look at the line scans, it can be observed that Co

begins as soon as the Pt layer ends con�rming that Co is present at the surface. However,

we were unable to see nanoparticles in TEM image in the �rst 10 nm. This implies that a

signi�cant fraction of Co is either diluted or present as nanoparticles with diameter less than

1 nm.

The last row of the table is titled contrast analysis. The TEM picture of Co 7 sample

was analyzed using Image J software to obtain information about the change in brightness of

the sample with depth. The result is again strikingly similar to the HR-RBS measurement.
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Figure 5.19: Contrast Analysis of the TEM image of Co 7 sample. The contrast analysis
reveals the position of the surface and center peak of the bimodal Co distribution.

Figure 5.19 represents the result of contrast analysis performed on the sample. The X

axis represents the depth from the surface and Y axis contains the contrast information.

Peak positions indicates the region with maximum Co. The surface peak position, depleted

region and the center peak position can be gathered from this image and are presented in

table 5.17. It has to be noted that the same artifact present in the line scan is also relevant

for this analysis. From this data, the surface position lies at 15 nm, center peak at 40 nm

and depleted region at 30 nm. This can be directly compared to the Co 7 HR-RBS depth

pro�le. This information is presented in table 5.17.
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Table 5.17: HR-RBS - TEM comparison

Regions TEM HR-RBS Density
nm ×1015atoms.cm−2 ×1022atoms.cm−3

Surface peak 15 162.5 10.83
Depleted region 30 325 10.83
Predicted peak 40 405 10.13

By comparing speci�c positions at two depth scales, the density of the implanted �lm up

to that position can be calculated. It has to be noted that the density represent an average

value up to that point of depth. It can be clearly seen that this average density value in turn

changes at di�erent parts of the �lm. Now that the density value is obtained, what would

be its implication on DTRIM measurement? DTRIM uses the same density as that of the

DLC �lm to compute the ion distribution. It has been shown earlier that the peak of the Co

distribution is computed to be at 349×1015atoms.cm−2 and it was originally corresponded

to a depth of 35.5 nm and using the density value described here it would correspond to a

depth of 32.2 nm. By not considering the change in density the mean projected range is

thus o� by 10 %. But even more important is the fact that considering the dynamic changes

in density alone cannot explain the observed bimodal distribution. As stated, the deviation

in mean projected range due to increased density is only 3 nm however the surface peak is

about 20 nm away from the predicted Co peak.

5.5.2 Nanoparticle size distribution

The nanoparticle distribution was described brie�y before. In �gure 5.20 the complete dis-

tribution of the nanoparticles observed for sample Co 7 in �gure 5.15 (c) is presented.
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Figure 5.20: Nanoparticle distribution analyzed from TEM image of sample Co 7 shown in
�gure 5.15 (c). The nanoparticles are observed to be bimodally distributed in size.

As mentioned earlier the TEM analysis is limited to nanoparticles with diameter above

1 nm. It can be seen that about 94 nanoparticles are found with a particle diameter of 2.75

nm. This represents the maximum number of nanoparticles found within the implanted DLC.

However, this cannot be taken to represent the maximum Co concentration implanted. The

distribution of nanoparticles are also seen to take a bimodal distribution. As the number of

nanoparticles drop with increase in size beyond 2.75 nm, there is a small rise in this number

at 5.5 nm. Directly comparing this result with TEM suggests that these bigger nanoparticles

are observed in the surface peak and the smaller nanoparticles in the center peak.

The next crucial information that can be gathered from TEM images is the crystalline

order of the nanoparticles. Nanoparticles present in sample Co 1.2 and Co 2.4 did not

exhibit any crystalline order. However DLC implanted with higher �uences show some

crystalline order within the large nanoparticles formed in the DLC �lm. Figure 5.21 shows

a representative HR-TEM image of the nanoparticle region of the DLC �lm implanted with

Co to a �uence of F = 7 ×1016atoms.cm−2 together with the corresponding Fast Fourier
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Transform in the inset.

Figure 5.21: HR-TEM image of nanoparticles seen in DLC implanted with a Co �uence of 7
×1016atoms.cm−2. The inset shows the Fast Fourier Transform of the HR-TEM image.

Here, the ring patterns observed point towards the crystalline nature of the nanoparticles.

In particular, distinct d-spacing's of 0.248, 0.208, 0.157, and 0.145 nm are determined. They

do not coincide with those of metallic cobalt in the cubic or hexagonal phases even assuming

a slight variation of the lattice parameters caused by local stress. Co hydrides, such as

CoH0.19, CoH0.26, or CoH0.34 can also be excluded. The di�raction rings corresponds closely

to forms of Cobalt carbide, Co2C or Co3C. However, the attribution cannot be completely

con�rmed since a higher number of ring patterns should be visible in the FFT. Thus, while

crystalline nanoparticles containing Co are observed, the exact phase and composition cannot

be precisely determined.
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The results from TEM investigations can thus be summarized as,

1. TEM con�rms the bimodal distribution of implanted Co atoms. At higher �uences

this distribution resembles a three banded structure with a dense region with large

nanoparticles on the top corresponding to the surface peak. This is followed by a

depleted region with a lower density of nanoparticles. This is again followed by a

region of small nanoparticles extending deep into the matrix. This region denotes the

center peak observed in HR-RBS.

2. Co implantation leads to nanoparticle formation at �uence as low as 1.2×1016atoms.cm−2.

As the implantation �uence increases the nanoparticle gains in size and large nanopar-

ticles are formed in the near-surface region.

3. STEM investigations reveal the distribution of di�erent elements within the matrix. It

con�rms the presence of Co in the nanoparticles and the line scan further con�rms the

bimodal nature of the distribution. Contrast analysis on TEM images points towards

the position of surface and center peaks in implanted DLC. Comparing the depth in

nanometer scale to depth in ×1015atoms.cm−2 indicates large changes in density within

di�erent region of the implanted �lm.

4. FFT on HR-TEM images was performed on all implanted sample. Only Co 7 and Co

12 showed some ordered patterns. The exact phase and composition of nanoparticles

could not be determined from these rings. However, the data resembles closely to that

of Co2C and Co3C indicating chemical interaction of the implanted atoms with DLC

matrix.

5.6 Model - Evolution of bimodality

HR-RBS and TEM investigations have provided a lot of information about the distribution

and con�guration of implanted Co atoms within the DLC matrix. In the HR-RBS section,

the bimodal distribution of Co in implanted DLC was presented and near the end of the

section the possible causes for bimodality were brie�y discussed. The investigation eliminated

the possibilities of experimental errors to result in such a distribution. It was also mentioned

that limitations of DTRIM which is the non consideration of e�ects such as nanoparticle

formation, dynamic changes in density and di�usion e�ects can possibly lead to the measured

bimodal distributions. Further investigations by TEM provide us the missing links needed

to fabricate a model explaining the observed distribution. Figure 5.21 summarizes to a large

extent the results obtained so far.
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(a) HR-RBS spectra of Co 1.2 to Co 7

(b) TEM images of Co 1.2 to Co 7

Figure 5.22: Evolution of bimodal distribution in Co implanted DLC evidenced by HR-RBS
and TEM measurements.
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TEM investigations revealed the presence of nanoparticles and signi�cant changes in den-

sity of the material. This in retrospect is a logical implication of high �uence implantation.

It has earlier been stated that mono-energetic ion implantation cannot lead to dual projected

ranges. Therefore, it can be concluded that the implanted atoms still accumulate at the pro-

jected range but rearrange in the DLC matrix after reaching Rp due to other processes. This

is evidenced in �gure 5.22 (a). As the �uence increases from 1.2 to 2.4 ×1016atoms.cm−2,

the depletion region at higher �uence coincides with the Co maximum observed at the low-

est �uence. The direction of rearrangement suggests that the process is initially driven by

the concentration gradient found in the simulated Gaussian pro�le that involves localized

di�usion e�ects [96].

It is to be noted that mono-energetic ion implantation in general lead to a distribution

with concentration gradient. However, for this concentration gradient to result in signi�cant

di�usion e�ects, a considerable amount of energy is required to activate this process. In

this case, the implantation is performed at room temperature and thus does not produce

signi�cant bulk heating e�ects ( 30 kV × 5 µA = 0.15 W is the power deposited per unit cm2).

Therefore the di�usion e�ects could arise only from the energy dissipated by the implanted

ions within the DLC matrix by the process of collision cascades and thermal spikes.

Collision cascades occurs in every implantation process. However, hydrogenated DLC is

an excellent thermal insulator (0.3 W.(mK)−1) [43]. Thus, unlike other materials, it takes

longer for energy release during thermal spikes to be dissipated as heat [13]. This prolonged

exposure to `heat' released during relaxation of thermal spikes enhances localized di�usion

of the Co atoms. This hypothesis explains only a part of the picture. Di�usion processes are

generally correlated with the broadening of the implanted distribution. Stepanov et al, in

his work show the calculated pro�les of implanted ion distribution upon di�usion at di�erent

implantation energy and temperature [94]. It can clearly be seen that the di�usion does not

lead to bimodal distribution However, TEM results suggest presence of another competing

factor along with di�usion.

As can be seen in �gure 5.22 (b) Co implantation is observed to result in nanoparti-

cle formation. It can be clearly seen from the �gure that precipitation is observed at the

mean projected range for Co 1.2. As the �uence increases larger nanoparticles are observed

to have formed at the near-surface region followed by a depletion region and a region of

smaller nanoparticles. The implication of nanoparticle formation for this model is that

these nanoparticles act as sinks for the di�using Co atoms. Once the Co atoms forms these

nanoparticles, they do not participate in further di�usion. Thus while overall Co concentra-

tion is higher at the near-surface region, the Co atoms that are not bound in nanoparticles

and thus available for di�usion is still high at the mean projected range. Thus there ex-
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ists a net di�usion of Co atoms from the projected range to surface even though the Co

concentration is higher at the surface than the mean projected range.

A �nal missing link to this model is the preferential formation of large nanoparticles in

the near-surface region compared to the projected range. As mentioned before, literature

review suggests that the largest nanoparticles are usually observed at the mean projected

range since the concentration of implanted ions are higher at this region. However, this can

be prevented in presence of a competing mechanism such as di�usion [94]. Thus, lack of

large nanoparticles at the projected range indicates that the di�usion processes dominate

at this region preventing formation of large nanoparticles. However this is not true for the

entire �lm. There are regions in the implanted �lm that acts as catalysts for nanoparticle

formation. These are regions where there is a high concentration of defects. It has been

proved that defects can act as nucleating centers for nanoparticle growth [1]. In general,

ion implantation leads to defect formation with maximum defects concentrated in the region

before the mean projected range. The inset in �gure 5.22 (a) shows the vacancy peak to

be located in the near-surface region before the mean projected range. It is thus not a

coincidence that the surface peak is also measured to be located at the same region. Thus

it can be inferred that the defects produced during ion implantation in DLC acts as traps

for the di�using Co atoms. These trapped atoms act as nucleating sites for nanoparticle

growth. In the presence of energy from the collision cascades these nanoparticles grow into

larger nanoparticles at the expense of smaller nanoparticles in a process similar to Ostwald

Ripening. While the di�usion processes are still active at this region they are not strong

enough to prevent formation of large nanoparticles.

The model can be summarized in the following steps,

1. Ion implantation into DLC leads to unimodal distribution at low �uence.

2. Ion implantation in general results in collision cascades that leads to formation of

defects in the near surface region and thermal spikes originating from the projected

range.

3. Since DLC is a thermal insulator it takes relatively longer time for heat to be dissipated

as thermal spikes.

4. The prolonged exposure to heat and presence of concentration gradient causes di�u-

sion of Co atoms towards the surface (and interface, but since collision cascades are

concentrated in the near-surface region only minor concentration of Co di�use beyond

Rp).
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5. Increase in implantation �uence increases the Co concentration and the defect concen-

tration.

6. When the concentration of Co is beyond the solubility limit precipitation occurs.

7. The defects formed during implantation act as traps for the incoming Co atoms leading

to formation of nucleating centers.

8. As the Co �uence further increases, these nucleating sites grow into large nanoparticles.

These large nanoparticles act as sink for the di�using Co atoms.

9. At the region near Rp the di�usion e�ects still dominate, preventing formation of large

nanoparticles.

10. Since the Co atoms present in the nanoparticle do not participate in the di�usion the

concentration gradient is preserved leading to the bimodal distribution observed.

The model is based on the following hypothesis,

1. Slower heat dissipation from thermal spikes leading to di�usion.

2. Precipitation and di�usion acting as competing forces determining formation of nanopar-

ticles.

3. Defects acting as preferential sites for nanoparticle formation.

The formation of nanoparticles at the same site where maximum defects are concentrated

supports hypothesis 3. There is ample evidence in literature to support and prove hypothesis

2. The review by Stepanov [94] on synthesis of nanoparticles by ion implantation clearly

mentions the e�ect of di�usion for nanoparticle formation. Hypothesis 1 is the crucial part

that is harder to prove.

If hypothesis 1 is true then similar e�ects should be observed in other thermal insula-

tors. However, no such e�ects were observed in other thermal insulators for the implantation

conditions used in this research. But a more thorough investigation reveals that bimodal

distribution was indeed observed in silica and high purity silicon dioxide at higher implan-

tation conditions [17, 16, 14]. The ion energy or the current density is higher in these cases,

nearly by an order of magnitude.

For example, Hosono et al, reports a bimodal distribution of Copper implanted into SiO2

glass at a �uence of 6 × 1016atoms.cm−2. The ion current density was about 6 µA.cm−2

comparable to the conditions used in this setup but the implantation energy was 160 keV.

Kishimoto et al on the other hand observed bimodal distribution of Copper in silica glass
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at 60 keV implantation energy. But the ion current density was as high as 260 µA.cm−2.

Ion implantation into SiO2, for example, at 20 keV is not shown to produce a bimodal

distribution[24, 97]. Closer examination of the thermal conductivity of these material can

explain the need for higher implantation energy or current density for silica or SiO2. Lit-

erature suggests the thermal conductivity of hydrogenated DLC to be 0.3 W.(mK)−1 [43].

This is an order of magnitude lower than silica or silicon dioxide which have thermal con-

ductivity in the range of few W.(mK)−1. The di�erence in implantation conditions thus

directly correspond to the di�erence in thermal conductivity. This also explains why similar

bimodal distributions are not observed in other materials such as silicon at room temperature

implantation.

The model developed so far for implanted DLC closely takes o� from the model given by

Hosono et al. In their report, they attributed the observed bimodal distribution to di�usion

e�ects arising from thermal spikes. On the other hand, Kishimoto et al, concentrated on

the e�ects of dose rate on the bimodal distribution. They attribute the bimodal distribution

to result from the heating e�ects induced by high current density ion beams and showed

direct correlation between the dose rate and the distribution. This was in contrast to study

from Hosono et al, where they did not observed any dependency on ion current density /

dose rate. Dubiel et al have observed similar e�ect upon Ag implantation into soda lime

glass. They however focused on the stress experienced by the Ag nanoparticles within the

dielectric matrix to explain the bimodal distribution. Thus there is no clear model explaining

the measured distribution so far.

In this study, the evolution of bimodal distribution of Co in DLC was studied in detail.

While there are di�erent perspectives recorded in literature for the cause of bimodal distri-

bution, the results obtained so far in this study tilt the cause of bimodality to be associated

with the atomic rearrangements and di�usion e�ects caused by collision cascades, thermal

spikes and defect formation.

5.7 Conclusion

In summary, this chapter presents some of the important results on Co distribution and

nanoparticle formation in Co implanted DLC. The chapter began with the results from

simulation of the ion implantation process using the widely used theoretical model provided

by DTRIM. DTRIM provides a general understanding about the distribution of implanted

ions in DLC matrix along with details about sputtering, damage distribution and defect

formation during implantation. They also provide a base for comparing the experimental

results. The experimental details of the actual implantation process was also covered in this
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chapter. Co was implanted into DLC at 30 keV energy with a �uence varying from 0.85 to

20×1016atoms.cm−2. The implanted �lms were then investigated using HR-RBS to probe Co

distribution and TEM to image the sample cross-section. Both techniques revealed several

unique �ndings that did not conform to theory. The major �ndings were

� Bimodal distribution of implanted Co

� Chemical interaction of Co with the base matrix resulting in nanoparticle formation

� Presence of larger nanoparticles in the near surface region followed by depletion region

further followed by a region consisting of smaller nanoparticles

� Signi�cant changes in the density of the material upon implantation

The results were explained by a model considering the atomic rearrangement, di�usion e�ects

and nanoparticle formation caused by collision cascades, thermal spikes, precipitation and

defect formation. In particular one of the important cause for bimodal distribution and a

major basis for the validity of the model lies in DLC being an excellent thermal insulator.

In the next chapter, this particular basis will be tested by analyzing the ion distribution

in Co implanted amorphous carbon �lms. The thermal conductivity of amorphous carbon

is similar to silica and is an order of magnitude higher than that of DLC. Comparing the

results of ion implantation in amorphous carbon �lms with implanted DLC �lms will test

the validity of the proposed model.





Chapter 6

Structural e�ects of hydrogen

incorporation

6.1 Introduction

Hydrogen plays an important role on the properties of DLC. The e�ects of ion implantation

in DLC is dependent to a great extent on the presence of hydrogen in DLC �lms. In

the previous chapter, the distribution and con�guration of implanted Co atoms in DLC was

covered. A model was presented to explain the unique bimodal distribution and nanoparticle

arrangement within DLC. In this chapter, the �rst section presents a comparison of ion

distribution in carbon �lms in presence and absence of hydrogen in the base matrix. The

results obtained will be discussed in light of the model proposed in the previous chapter.

Once the e�ect of hydrogen on ion distribution is discussed, the next section presents the

e�ect of ion implantation on hydrogen distribution. Hydrogen being the lightest element

gets massively rearranged upon Co implantation. The changes in the hydrogen distribution

upon implantation was measured by RNRA and are presented in this section. This is also

the �rst time such a study has been conducted in DLC. The implications of the hydrogen

rearrangement is discussed from the overall perspective. This section is �nally followed by

results from Raman spectroscopy on implanted DLC �lms. This technique provides details

about the e�ect of ion implantation on the overall structure and hybridization of DLC. In

the same section, the Raman spectra of implanted DLC �lms and a:C �lms will be compared

to highlight the di�erence in the e�ects of ion implantation on carbon �lms in presence and

absence of hydrogen. This chapter concludes the study on the structural properties of Co

implanted DLC �lms.

157
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6.2 E�ect of hydrogen on Co pro�le

In the previous chapter, a model was presented to explain the evolution of bimodal Co dis-

tribution in DLC. According to the model, one of the primary factor responsible for the

bimodal distribution was that DLC is an excellent thermal insulator. Comparison with liter-

ature showed that other thermal insulators such as SiO2 did not show bimodal distribution

at the implantation conditions used in this study. However, increasing the ion implantation

energy to 160 keV resulted in bimodal ion distribution. This was explained by the di�erence

in the thermal conductivity of DLC compared to SiO2. Shamsa et al have shown that DLC

was measured to have a thermal conductivity of 0.3 W/(mK), while SiO2 was measured to

have a thermal conductivity of 1.4 W/(mK) [98]. In other words, according to the proposed

model, increasing the thermal conductivity from 0.3 to 1.4 W/mK prevents the formation

of bimodal distribution. But this is not a direct comparison. SiO2 is vastly di�erent from

DLC in many aspects. Hence the comparison may not yield conclusive results.

In order to test the proposed model, and yield conclusive proof about the origin of

bimodality in this study, amorphous carbon (a:C) �lms were implanted with Co to a �uence

of 4×1016 atoms.cm−2 . Shamsa et al, in their study have shown that a:C �lms have thermal

conductivity in the order of 3.5 W/(mK), which is well above the thermal conductivity of

SiO2. In the below parts, the Co distribution in a:C �lms are analyzed and compared to Co

distribution in DLC (a:C-H) �lms.

6.2.1 DTRIM Simulation

Similar to the approach in previous chapter, DTRIM simulations were �rst performed in

order to understand the di�erence in Co distribution with lack of hydrogen, as predicted by

theory. Hence, DLC deposited by pure carbon ions are considered for this study. Lack of

hydrogen, which constitutes 25 at.% of the �lm is expected to result in signi�cant changes

in the base matrix that can a�ect the implantation conditions. As a start, the input �le for

the DTRIM simulations is now modi�ed to contain only one element (C) in the target. The

density of the target was also varied from 1.51 g.cm3 to 2.7 g.cm3.
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Figure 6.1: Comparison of DTRIM predicted Co implantation pro�le in a:C and a:C-H �lms
for a �uence of 4×1016 atoms.cm−2. It can be observed that in a:C �lms the Co peaks about
10 nm closer to the surface due to the increased stopping.

Figure 6.1 shows the predicted Co distributions for a:C and a:C-H �lms. The major

di�erence between both the �lms is the mean projected range which reduces from 34 nm for

a:C-H �lm to 24 nm for a:C �lm. The straggling or the half width of the distribution also

reduces from 11 nm to 8.8 nm. While Co is not expected to reach the surface in the case of

a:C-H �lms, a minor concentration (0.6 at.%) of Co is expected to be present at the surface

of the a:C �lms after Co implantation. The changes in the observed distributions of Co in

�gure 6.1 can be attributed to the increased density of DLC �lms due to absence of hydrogen

atoms. The increased stopping resulting from higher density and absence of hydrogen atoms

causes the shift in projected range towards surface.

6.2.2 Cobalt distribution

Amorphous carbon �lms implanted with Co to a �uence of 4 × 1016 atoms.cm−2 (a:C-Co

4) were measured by HR-RBS under the same experimental setup used before. Figure 6.2
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shows the SIMNRA �tting to the measured HR-RBS spectrum.

Figure 6.2: SIMNRA �tting of amorphous carbon �lms implanted with Co to a �uence of
4× 1016 atoms.cm−2. The �t shows a unimodal Co distribution upon implantation.

Even before �tting with SIMNRA software, it can be clearly seen from the raw data that

the Co distribution is unimodal in nature. Bimodal distribution is not observed upon Co

implantation into a:C �lms. For in-depth analysis the raw data is �t with SIMNRA target.

The target is constructed of 46 layers with a Co dose of 4.2 × 1016 atoms.cm−2 The target

also takes into account the O and Ta peak observed in the raw data. Oxygen peak can be

explained by the surface presence of Co in a:C �lm. Co in the surface oxidizes to form cobalt

oxide. The presence of Ta can be attributed to the sputtering of Ta mask used for holding

the sample.
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(a) Co pro�le from HR-RBS spectrum
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(b) Co depth pro�le from SIMNRA �tting
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(c) DTRIM prediction of Co depth pro�le
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(d) DTRIM Simulation vs Experimental measurement

Figure 6.3: Analysis of HR-RBS analysis of Co distribution in amorphous carbon �lms
implanted with Co to a �uence of 4 × 1016 atoms.cm−2. The experimental measurement
agrees with the DTRIM prediction on the nature of distribution (unimodal) but the Co
peak is measured to be closer to the surface and narrower than the predicted distribution.

Figure 6.3 contains the analysis of Co distribution in a:C �lm. Figure 6.3 (a) shows the Co

distribution in counts vs energy plot. The Co peak is observed at 426 keV and is observed to

extend upto 380 keV. There is a signi�cant concentration of Co present in the surface. This

indicates that there is still some di�usion e�ects caused due to ion implantation, however

the di�usion is not signi�cant enough to cause a bimodal distribution. Another important

feature that is visible in the spectrum is the asymmetric nature of the distribution. Co

distribution is slightly skewed towards the interface. Figure 6.3 (b) shows the Co depth

pro�le extracted from the SIMNRA �t. The peak concentration is measured to be 20 at.%

at 200 − 225 × 1015atoms.cm−2. The surface concentration of Co is measured to be 2

at.%. The depth pro�le is �t with a Gauss distribution to obtain a continuous pro�le of Co



CHAPTER 6. STRUCTURAL EFFECTS OF HYDROGEN INCORPORATION 162

distribution. Figure 6.3 (c) shows the predicted pro�le from DTRIM. The peak concentration

predicted was predicted to be 15.8 at.%. The distribution is also �t with Gauss function to

obtain a continuous distribution. Both these �ts are compared in �gure 6.3 (d). It can be

seen that even in the absence of bimodal distribution the DTRIM predicted pro�le do not

match with the measured distribution. The Co peak is predicted at 270 × 1015atoms.cm−2

which is at least 50× 1015atoms.cm−2 away from the measured peak. The mismatch can be

explained when considering the TEM images of the Co implanted a:C �lms.
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Figure 6.4: Comparison of Co distribution in Co implanted a:C �lm and a:C-H �lms (for a
�uence 4× 1016 atoms.cm−2).

Figure 6.4 highlights di�erence in Co distribution of Co implanted a:C �lms and Co im-

planted a:C-H �lms. The biggest di�erence lies in the bimodal nature of Co distribution in

a:C-H �lm. This implies that by tuning the hydrogen concentration in DLC �lms the distri-

bution of Co can be varied from a unimodal distribution to bimodal distribution. However,

interestingly the Co peak position in a:C �lm coincides with the surface peak position for

a:C-H �lm. This also validates our proposed hypothesis that thermal conductivity play a
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major role in deciding on the distribution of implanted ions within the matrix.

6.2.3 Cross sectional imaging

The cross-section of Co implanted a:C �lms were imaged by TEM. The samples were prepared

using the classic method [99]. The images recorded are shown in �gure 6.5.

Figure 6.5: Cross sectional TEM images of amorphous carbon �lms implanted with Co to a
�uence of 4× 1016 atoms.cm−2 showing nanoparticle formation. The �lm surface is marked
with white dashed lines.

The TEM image shows the formation of nanoparticles containing Co in the a:C �lm.

Similar to a:C-H �lms, no nanoparticles were observed to be present in the region close to

surface even though signi�cant amount of Co is measured to be in the surface region by

Rutherford backscattering. This indicates dilution of Co in DLC. The average nanoparticle

size is estimated to be about 2±1.2 nm. The nanoparticle formation is concentrated at the

projected range indicating that the di�usion e�ects do not dominate at this region. This

is direct contrast to that observed in a:C-H �lm. This also gives an opportunity to look at

the e�ects of nanoparticle formation on Co distribution, since in earlier samples presence

of di�usion e�ects compensated the e�ects of precipitation. Consider �gure 6.3 (d), the

measured distribution was narrower than that predicted by theory. The projected range was

also measured to be closer to surface than predicted. This mismatch is a direct e�ect of

nanoparticle formation. Since Co atoms aggregate to form nanoparticle their distribution

becomes narrower and hence the peak concentration rises within the region. The shift in

projected range could result from the increased stopping experienced due to precipitation.
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Figure 6.6: Areal composition mapping of amorphous carbon �lms implanted with Co (4×
1016 atoms.cm−2), showing the distribution of Co within the carbon �lm.
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STEM areal mapping was also performed on the sample to identify the di�erent elements

making up the matrix. The image shows that the nanoparticles are primarily composed of

Co and possibly of C. Since this technique is not sensitive towards minor concentration of

the elements, diluted Co in the near surface region or the presence of sputtered Ta is not

observed in the image.

This in principle concludes the section on Co distribution in a:C �lm. The objective of

this experiment was to check the validity of the hypothesis which is achieved by this analysis.

Now that hydrogen is inferred to play a key role in determining the distribution of Co, it

is worthwhile to measure the e�ect of Co implantation on the hydrogen distribution within

the implanted �lms.

6.3 Nuclear Reactions - Hydrogen measurement

Ion implantation in general causes massive redistribution in the elements composing the

base matrix. Implanted DLC is mainly constituted of Co, H and C. The distribution of

Co has already been covered and the di�erence in Co distribution in presence and absence

of hydrogen is also discussed. In this section, the objective is to measure the hydrogen

distribution in the implanted �lms. The technique used to measure the hydrogen pro�le is

Resonant Nuclear Reaction Analysis (RNRA). The method works by directly probing the

hydrogen nucleus present within in the sample by nuclear reactions. A brief introduction and

the experimental setup used for this analysis is provided in chapter 2 and 4 respectively. This

technique has been previously used to measure the hydrogen concentration of as-deposited

DLC �lms in chapter 4.
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Figure 6.7: Hydrogen pro�le in as-deposited DLC �lms synthesized by MSIBD discussed in
chapter 4.

Figure 6.7 shows the hydrogen pro�le measured by RNRA for as-deposited DLC syn-

thesized by MSIBD. The �gure is already analyzed in chapter 4 and is presented here to

act as reference for the implanted �lms. In the �gure the plot in red curve represents the

hydrogen pro�le corrected for hydrogen loss due to energetic ion beam exposure during the

measurement. For as-deposited DLC this correction can be performed by measuring the

loss of hydrogen at a particular point with respect to charge accumulation. From the data,

rate of hydrogen loss was calculated in at.%. µC−1 and the corresponding correction can

be performed at the di�erent points of the plot. For an accurate description the hydrogen

loss rate at a particular point was taken to be dependent on the original hydrogen concen-

tration present in the sample. One assumption that was used in this correction process is

that the hydrogen is bonded in the same manner at all depths of the �lm. This assumption



CHAPTER 6. STRUCTURAL EFFECTS OF HYDROGEN INCORPORATION 167

is important because the loss of hydrogen was measured at one particular energy (6.5 MeV)

and applied throughout the �lm. This energy corresponds to a DLC region of particular

depth. The hydrogen loss rate measured for this particular depth is assumed to represent

the whole sample. This is a good approximation since there is no particular reason or basis

for hydrogen to be bonded in di�erent manners at di�erent depths of the �lm. Ion beam

deposition is a uniform process with time and �uence and hence should not result in sig-

ni�cant variations within di�erent depths of the �lm. However, this assumption can not be

safely applied to implanted DLC �lms. Ion implantation a�ects a particular region of the

�lm. The damage and ion distribution is not uniform and hence depending on depth the

e�ect of ion implantation in hydrogen can be di�erent which in turn a�ects the bonding

and con�guration of hydrogen atoms within the �lm. This implies that the hydrogen loss

correction applied to the as-deposited �lm can not be applied to implanted �lms. For the

implanted �lms, analysis and comparisons will be limited to the raw data only.

In this section the discussion will be concentrated towards the hydrogen pro�le without

concerning about the hydrogen loss due to e�usion. The �rst step is to summarize the list

of samples that will be presented in this section.

Table 6.1: Samples measured by RNRA

S.No DLC Synthesis Ion Fluence (×1016atoms.cm−2) Sample Code
1 a:C-H MSIBD - As-deposited DLC_M1
3 a:C-H MSIBD Co 0.8 Co 0.8
4 a:C-H MSIBD Co 1.2 Co 1.2
5 a:C-H MSIBD Co 2.4 Co 2.4
6 a:C-H MSIBD Co 7 Co 7
7 a:C-H MSIBD Co 12 Co 12
8 a:C-H DIBD Co 4 Co 4_D

Table 6.1 lists the sample details and their respective codes. Sample Co 4_D alone

is synthesized by Co implantation into DIBD synthesized DLC �lm. DIBD �lms contain

slightly higher hydrogen content and hence are chosen for evaluation. The implanted samples

cover a range of �uence starting from 0.8 - 12 ×1016atoms.cm−2. The analysis will begin with

sample Co 0.8 and Co 1.2, where the Co distribution is still unimodal followed by analysis

on sample Co 2.4 and Co 7 where the Co distribution is measured to be bimodal. This will

be followed by results from DIBD synthesized DLC implanted with Co and Co 12 sample

where it is expected to have reached a steady-state condition upon implantation.

Hydrogen pro�le measured from sample Co 0.8 and Co 1.2 are presented in �gure 6.8.
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Figure 6.8: RNRA pro�le of Co 0.8 and Co 1.2 showing hydrogen redistribution after Co
implantation. Hydrogen depletion is observed in the near-surface region followed by hydrogen
accumulation at deeper regions.

The hydrogen pro�le is presented in concentration vs energy plot. The energy axis in

these plots directly correspond to the input energy of the 15N beam used for the measurement.

As explained in the previous chapters, resonant nuclear reaction occurs at a speci�c energy.

For this particular nuclear reaction, the resonant energy is 6.385 MeV. As the beam energy

is increased, the ions lose energy due to electronic stopping which shifts the resonance to a

particular depth within the �lms. Thus the entire �lm thickness can be covered by sweeping

the energy in steps. Hence the energy scale directly corresponds to the depth scale. Since

implanted DLC is shown to have signi�cant variations in density within the sample it is not

accurate to represent the plot in depth scale. Thus it is safe to proceed with the energy scale

with the indication that increase in energy corresponds to an increase in depth.

Figure 6.8 shows the hydrogen pro�le measured for sample Co 0.8 and Co 1.2. Hydrogen

pro�le of Co 0.8 is represented by open black boxes and Co 1.2 by closed red circles. The
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�rst observation is that the hydrogen distribution is not uniform within the sample. For

as-deposited �lms, as seen in �gure 6.7, the hydrogen pro�le is approximately a plateau with

a concentration of ∼ 28 at.%. However, implanted DLC �lms show a hydrogen peak in the

measured distribution.

The background noise of the spectrum is measured to be < 0.4 at.%. First signi�cant

rise in the signal above the background noise is observed at 6.386 MeV. This energy is just 1

keV above the resonance energy, however beam broadening e�ects does not allow us to fully

probe the surface concentration. From that point there is a rapid rise in the signal upto

6.41 MeV. This region is generally referred to as surface edge and the concentration at 6.41

MeV is taken to re�ect the surface concentration. The surface edge of hydrogen in both the

samples are vastly similar however the surface concentration are di�erent. For as-deposited

�lms the surface concentration was measured to be 18.1 at.%. With Co implantation upto

0.8×1016atoms.cm−2 this surface concentration drops to 15.5 at.% and implanting the sample

further by 0.4×1016atoms.cm−2 reduces the surface hydrogen concentration to 14.3 at.%.

The next signi�cant feature is the observation of a peak concentration of hydrogen in

the spectrum. In Co 0.8, the hydrogen peak is measured to be 34.2 at.% at 6.458 MeV and

for Co 1.2 the hydrogen concentration is measured to be 36.2 at.% at 6.47 MeV. The peak

concentration and position is observed to increase with the implantation �uence. From the

peak position, the hydrogen concentration drops gradually. In the hydrogen pro�le for sample

Co 0.8, the drop is continuous upto 6.55 MeV with the measured hydrogen concentration

falling within the background noise. In Co 1.2 sample, the drop shifts trend at around 6.5

MeV and the hydrogen concentration is observed to reach the background level at 6.57 MeV.

The di�erent energies at which the hydrogen concentration drops to the level of background

noise can be taken to directly correspond to the thickness of the sample. There are several

features identi�ed from the spectrum and the explanation for the observed features are

provided at the end of this section.
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Figure 6.9: RNRA pro�le of Co 2.4 and Co 7 showing hydrogen redistribution after Co
implantation. Hydrogen depletion is observed to have enhanced in the near-surface region
followed by similar hydrogen accumulation at deeper regions.

The next samples of interest are Co 2.4 and Co 7. The hydrogen pro�les have not vastly

changed from the previous samples. One key di�erence in these pro�les are the observation

of hydrogen depleted layers immediately following the surface edge. The surface edge is

observed to end at the same 6.41 MeV energy. The surface concentration for Co 2.4 was

measured to be 17.4 at.% while for Co 7 was measured to be 12.3 at.%. It is interesting to

note that Co 2.4 measures greater hydrogen content at the surface than all other implanted

sample. However, it is still less than the as-deposited DLC �lms. Starting from the surface,

the hydrogen concentration decreases. The hydrogen minima is measured to be 13.8 at.% for

Co 2.4 and 7.8 at.% for Co 7. This is the most signi�cant di�erence observed in Co 2.4 and

Co 7 when compared to Co 1.2 and Co 0.8. This di�erence can be directly attributed towards

the Co distribution. As the implantation �uence is raised from 1.2 to 2.4×1016atoms.cm−2,

the Co distribution evolves from a unimodal distribution to bimodal distribution. There is
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new surface Co peak measured by HR-RBS for samples implanted with higher implantation

�uences. This surface peak can be taken to directly account for the depleted hydrogen

concentration in the near surface region.

After the hydrogen minima, there is a rapid increase in the hydrogen concentration upto

35.7 at.% and 35.8 at.% for Co 2.4 and Co 7. The energy at which this peak is observed is

measured to be 6.47 and 6.48 MeV. The peak position seems to increase with the implantation

�uence. However, the peak concentration saturates around 36 at.%. In the case of Co 7 the

hydrogen concentration drops consistently with increase in beam energy beyond the hydrogen

maxima. Hydrogen is measured to drop to noise levels at 6.59 MeV. There is a minor shift

in the trend of hydrogen decline at about 6.53 MeV.

In sample Co 2.4, the decline in hydrogen concentration stops at the same 6.53 MeV

where a change in trend was observed in Co 7 sample. At energies higher than 6.53 MeV,

the hydrogen pro�le was found to saturate to ∼ 20 at.%. The hydrogen concentration again

starts declining as the beam energy approaches 6.59 MeV and at 6.65 MeV the measured

concentration drops to noise levels. This di�erence can again be explained by the di�erence

in �lm thickness. Co 2.4 as observed from TEM images in previous chapter is about 50-60

nm thicker than Co 7. This increase in thickness results in the plateau region (6.53 to 6.59

MeV) observed for Co 2.4 sample.

At this point it is also bene�ciary to look at the Co 4 sample where the DLC is synthesized

by DIBD. While there will be few minor di�erences in the hydrogen plots due to use of

di�erent base sample, there is no reason to expect any drastic changes in the overall observed

trend.
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Figure 6.10: RNRA pro�le of hydrogen distribution in DLC �lm deposited by direct ion
beam deposition and implanted with Co to a �uence of 4 × 1016 atoms.cm−2. It can be
observed DIBD deposited DLC �lms show similar hydrogen redistribution as observed in
MSIBD �lms.

The pro�le as expected is similar to the previous sample. There is a surface edge followed

by a hydrogen depleted region corresponding to the surface Co peak. This is followed by

a hydrogen peak which ends at 6.53 MeV and is followed by saturated hydrogen content of

∼ 24 at.%. Since DIBD synthesized �lms are thicker, the decline of hydrogen concentration

to noise levels are not observed within the energy window of measurement. The surface

hydrogen concentration was measured to be 12.3 at.% . In the depleted region the hydrogen

minimum was measured to be 10.5 at.% at 6.422 MeV and the hydrogen peak concentration

was measured to be 37 at.% at 6.468 MeV.
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Figure 6.11: RNRA pro�le of hydrogen redistribution in Co 12 sample. The steady-state
condition earlier measured for the Co 12 sample is not observed to a�ect the hydrogen
redistribution caused due to Co implantation.

The �nal sample that is presented before getting into the analysis of the observed features

is Co 12. Co 12 was measured to have attained a steady-state condition with respect to Co

distribution by HR-RBS measurements. More details about it can be found in section 5.4.5.

The hydrogen distribution for the same sample is shown in �gure 6.11. Unlike the Co

distribution, the hydrogen distribution do not show any major changes upon reaching the

steady-state condition. The distribution has the same features as measured for the previous

samples, however minor variations are observed which can best be described quantitatively.

For example, the surface hydrogen concentration was measured to be 15.8 at.% which

is higher than most implanted �lms. The only implanted �lm that shows a greater surface

hydrogen concentration is Co 2.4. One unifying factor for both the samples are that they

are much thicker than the other samples. It was observed so far that there exists a hy-

drogen depleted region corresponding to Co surface peak. As the �uence increases, the Co
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concentration at the surface peak increases and this leads to greater hydrogen depletion in

the near-surface region. However, in this case the depleted hydrogen content is measured

to be higher than that measured for Co 7 sample. This could possibly be connected to the

observation of a depleted Co region within the surface Co peak for Co 12 sample. Perhaps

the most important di�erence is the peak hydrogen concentration measured in the H pro�le.

For Co 12 sample the peak hydrogen concentration was measured to be 26.6 at.% at 6.478

MeV. While the peak position might follow the trend observed so far, the peak concentration

is signi�cantly lower than that observed. It is lower by approximately 10 at.%.

These �ndings are summarized in table 6.2.

Table 6.2: RNRA pro�le of Co implanted DLC

Co Fluence Surface concentration Charge
×1016atoms.cm−2 at.% µC

0.8 15.5 3.227
1.2 14.3 2.675
2.4 17.4 3.425
4 12.3 3.632
7 12.3 2.82
12 15.8 4.227

Co Fluence Peak position Peak concentration Min position Min conc.
×1016atoms.cm−2 MeV at.% MeV at.%

0.8 6.458 34.2 6.41 15.5
1.2 6.47 36.2 6.416 14.2
2.4 6.48 35.8 6.422 13.8
4 6.468 37.0 6.422 10.5
7 6.48 36.0 6.434 7.8
12 6.478 26.7 6.428 10.7

All these data, depicts the following trends:

1. With increasing implantation �uence a near-surface hydrogen depletion region is ob-

served. This region corresponds to the position of surface Co peak. As �uence increases

the depletion increases.

2. Ion implantation leads to formation of a hydrogen peak at a certain depth within the

implanted �lm. The peak hydrogen concentration can attain a maximum of 37 at.%

3. The peak position of hydrogen concentration consistently increases with implantation

�uence. These need not necessarily indicate that the peak is attained at a higher depth,
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rather it can point towards the increase in stopping experienced by the ion beam as

Co concentration increases.

4. The interface edge of DLC with silicon is represented by decline of hydrogen concen-

tration back to noise levels. This happens at increasingly higher energies for �lms with

greater thickness or greater stopping.

DTRIM simulations, explained in section 5.2, predicted the Co implantation to sputter C

more than H leading to increase in surface concentration of hydrogen. However, RNRA

measurements show on the contrary that hydrogen concentration at surface reduces with

implantation. There are few possible causes for the said e�ect: recoils due to implanted

ions, e�usion as hydrogen molecules or by di�usion of mobile hydrogen atoms. DTRIM is

based on ballistics and can thus be expected to predict recoils. Since such a peak is not

expected in the simulation the loss can be attributed to the latter e�ects of e�usion and

di�usion. This can be explained in detail considering the following �gure.
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Figure 6.12: DTRIM prediction of hydrogen and vacancy distribution in Co implanted DLC
�lms (Co 2.4 sample).

Figure 6.12 shows the hydrogen pro�le and vacancy distribution predicted from DTRIM.

Experimental measurements presented so far do not agree with the simulations. In order to

explain the measured hydrogen pro�les, other e�ects arising from the Co implantation have

to be discussed. For this purpose the implications of the model presented in the previous

chapter have to be considered.

First, it could be possible that the hydrogen peak at ∼ 6.5 MeV arises from accumulation

of hydrogen atoms e�using from the deeper regions of the sample due to ion beam exposure.

This accumulation may occur due to the increased density of Co in the implanted DLC

�lm. The densi�ed layer may trap the e�using hydrogen and can lead to the hydrogen peak

observed near Rp. In this case, thicker samples should show a greater accumulation as more

hydrogen is present. The hydrogen peak intensity should also increase with charge collected

(number of ions bombarded) as higher charge indicates greater beam exposure, which would
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imply growth of the accumulation peak. However, neither of these e�ects are observed ruling

out the possibility of the depth pro�le to be an experimental artifact.

Second, the observed changes in hydrogen concentration could be purely due to pro-

portional change in elemental concentration arising from introduction of Co atoms. Initial

stoichiometry of carbon: hydrogen is measured to be 3:1. Addition of Co would imply over-

all reduction in concentration of both C and H even when the number of C and H atoms

remains the same. However, this does not explain the rise in hydrogen concentration beyond

the base (as-deposited) hydrogen concentration >Rp.

In order to explain this e�ect we consider the elements of the model proposed to explain

bimodal distributions of Co in hydrogenated DLC . Any ion implantation process generates

collision cascade that give rise to thermal spikes lasting for few ps [1]. However, only few

materials exhibit di�usion e�ects due to collision cascades [14, 17, 16]. A common feature

among these materials is that they are all thermally insulating matrices. In a thermal

insulator, the heat generated by the ion beam takes longer time to dissipate. The dissipation

time depends on the di�usivity of heat in the material, which is given by thermal conductivity

divided by density and speci�c heat capacity. For example, hydrogenated diamond-like

carbon has a heat capacity of 0.825 J (gK)−1 and thermal conductivity of 0.3 mK.W−1. This

gives rise to a thermal di�usivity of 0.241 mm2 s−1, which is even lower than that recorded

for silica which is measured to be 0.79 mm2 s−1 and silica is reported to show bimodal

distribution of implanted atoms.

The Co bimodal distribution of the �lms (refer to section 5.5) evolves due to two fac-

tors: (1) di�usion of the implanted atoms from their projected range driven by concentration

gradient and defects and (2) formation of nanoparticles during ion implantation. Detailed

explanation for their formation can be found in previous chapter. The energy deposited by

the incoming ions leads to defects, which in case of hydrogenated DLC represents the disso-

ciation of C�H bonds and C�C bonds and rehybridization of sp3 to sp2 bonding. Hydrogen

being the lightest element in this material has high mobility in its unbound state. Figure 6.12

shows the distribution of vacancies and interstitials. The hydrogen dissociated from carbon

can be assumed to have a distribution similar to that of the interstitials with maximum at

26 nm leading to a concentration gradient of the dissociated hydrogen atoms. Hydrogen in

other regions of the �lms are bonded to carbon atoms and hence do not participate in the

di�usion. Based on Fick's law of di�usion, similar to Co, H di�uses from its maximum at 26

nm towards both the surface and the interface. The energy needed for di�usion is provided

by the thermal energy deposited during the collision cascade. The region of this energy

deposition is limited by the range of the incoming ions. Once, the di�using hydrogen atoms

move beyond Rp, they lack the energy needed to sustain their di�usion leading to hydrogen
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accumulation. It can be observed from the results so far that hydrogen saturates at ∼ 37

at.% in the samples.

Even after saturation of hydrogen at the peak position, the depletion region continues

to expand with increasing �uence. This can be explained by the e�usion of hydrogen at

the surface. At the surface di�using hydrogen atoms can combine to form H2molecules

which is e�used out of the sample. Thus the sample surface acts as an in�nite sink. On

the other hand, di�usion towards the interface stops due to lack of energy due to collision

cascades beyond Rp. This e�ectively reduces the concentration gradient and stops any net

di�usion towards the interface. The stage at which the concentration gradient is neutralized,

as obtained from RNRA measurements, is when hydrogen accumulates to 37 at.%.

In the case of Co 12 sample, the peak concentration is considerably lower and the hydrogen

minima concentration is slightly higher than Co 7 sample. This can be attributed to the shift

in the depletion layer towards the surface. Thus in this case the vacancy pro�le shifts its

peak further towards the surface thereby lowering the peak hydrogen concentration observed

in RNRA.

6.4 Raman Spectroscopy

Raman spectroscopy has been used previously in chapter 4 to determine the diamond-like

property of the as-deposited �lms. The e�ect of deposition energy on the structure of DLC

�lms were examined in detail. In this section, the same technique is used to evaluate the

damage induced to DLC by Co implantation.
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Figure 6.13: Raman Spectrum of as-deposited and Co implanted DLC �lms (Co 1.2, Co 2.4
and Co 7). The �gure shows the spectrum of the as-deposited �lm �t with D and G peak
(double Gaussian �t). Changes in the D and G peak parameters with implantation is used
to assess the e�ects of ion implantation on the structure of DLC �lm.

Three representative samples from the implanted batch were analyzed using Raman spec-

troscopy. The samples were Co 1.2, Co 2.4 and Co 7. Raman spectra obtained from these

samples are compared against as-deposited DLC in �gure 6.13 . The as-deposited spectrum

was �tted with two Gaussian peaks centered at 1360 and 1562 cm−1 . These peaks denote

the D and G peaks of the �lm, respectively. The Co implanted �lms were also �tted similarly

with two Gaussians that represents the average D and G peaks over the implanted region

that extends ∼ 60 nm into the �lm and the remaining DLC �lm thickness of 40 nm. The

parameters of D and G peak used to �t the �lms are shown in table 6.3. Co implantation

has increased the relative intensity of the D peak and has thus increased the I(D)/I(G) ratio.
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Table 6.3: Fitting parameters of Raman spectra of as-deposited and implanted a:C-H �lms

Sample G peak position (cm−1) FWHM of G peak (cm−1) I(D)/I(G)
As-deposited 1562±2 178±1 0.67

Co 1.2 1560±2 167±1.5 1.03
Co 2.4 1561±2 162±1.5 1.08
Co 7 1563±2 159±2.5 1.36

Implantation of energetic ions in DLC �lms result in rearrangement of bonds and atomic

displacements of carbon and hydrogen atoms due to transfer of energy from the incoming

ions to the DLC matrix. The corresponding e�ects on the structure of the �lm can be

observed through the changes in the Raman spectra of the implanted �lms. Raman spectra

of the implanted �lms show a signi�cant rise in the I(D)/I(G) ratio of the �lms. This can

be seen in table 6.3 where the G peak position, FWHM and I(D)/I(G) ratio obtained from

two Gaussian �ts to the Raman data for the as-deposited and implanted DLC �lms are

shown. This e�ect is clearer in the plot of the I(D)/I(G) ratio vs. implantation �uence

shown in �gure 6.14. This indicates that the contribution from sp2 clusters increases with

implantation. This could either be due to an increase in disorder or an increase in the number

of carbon rings in the DLC �lm. However the decrease in the FWHM of G peak indicates

a reduction in the disorder of the �lms [10]. This implies that the increase in the I(D)/I(G)

ratio is due to an increase in the number of carbon rings.
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Figure 6.14: I(D)/I(G) ratio plotted as function of implantation �uence. Ion implantation
is observed to increase the I(D)/I(G) ratio in proportion with the increase in implantation
�uence.

It is to be noted that the I(D)/I(G) ratio will be highest at the region of highest Co

concentration and the value measured is averaged over the entire �lm thickness, e.g. for

Co 1.2 implanted DLC �lm, I(D)/I(G) ratio mentioned contains the contribution from Co

implanted region that extends to 60 nm from the surface (which includes a variation in Co

concentration from 0% to 4.7 %) and non-implanted region of 40 nm. This suggests that

I(D)/I(G) ratio of a DLC �lm that contains a uniform concentration of Co for example,

4.7 % will have a much higher I(D)/I(G) ratio, nearly reaching 2. The increase in carbon

rings can in turn be due to a number of reasons. Ion implantation can increase the sp2

clustering and aid conversion of carbon from sp3 to sp2 hybridization. However, it can be

observed from table 6.3 that the G peak position is not correlated with the Co concentration

or the increase in the I(D)/I(G) ratio. In the three stage model proposed by Ferrari, the

sp2 concentration was shown to increase when both the I(D)/I(G) ratio and G peak position
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changes. Robertson has stated in [10, 8] that the non-uniqueness in the relation between

the I(D)/I(G) ratio and G peak position, i.e. similar G peak position for di�erent I(D)/I(G)

ratio or vice versa could be attributed to sp2 clustering without conversion of additional

carbon from sp3 to sp2 states. Since the changes in the G peak position are not signi�cant

as shown in table 6.3, it may be the case that the major e�ect of ion implantation on the

DLC structure is increased clustering of sp2 carbon atoms leading to an increase in the short

range order and a higher I(D)/I(G) ratio. This clustering is expected to be concentrated in

the region that has the highest concentration of implanted atoms.
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Figure 6.15: Raman spectra of implanted and as-deposited a:C �lm. The �gure shows the
Raman spectrum of the a:C �lms �t with D and G peaks. The Raman �t for a:C-H �lms
are shown in the inset for reference.

One �nal set of comparison is carried out before concluding the chapter. Raman data

from a:C �lms are compared with the data obtained for a:C-H �lms. Figure 6.15 shows the

Raman spectra of as-deposited and implanted a:C �lms �t with double Gaussian peaks. The

important parameters of the �tting are listed in table 6.4.
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Table 6.4: Fitting parameters of Raman spectra of as-deposited and implanted a:C and
a:C-H �lms

Sample G peak position (cm−1) FWHM of G peak (cm−1) I(D)/I(G)
as-deposited a:C-H �lm 1562±2 178±1 0.67
implanted a:C-H �lms 1563±2 159±2.5 1.36
as-deposited a:C �lm 1545±3.5 194±10 1.02
implanted a:C �lms 1533±3.5 186±14 1.68

Upon implantation in both cases we see an increase in the I(D)/I(G) ratio. As per the

Ferrari and Robertson model this may denote an increase in sp2 content and/or cluster size.

There is not a signi�cant variation in the G peak position for a:C-H �lms indicating the

variation of the I(D)/I(G) ratio originates predominantly from an increase in cluster sizes of

sp2 carbon as concluded before. On the other hand, the variation of the I(D)/I(G) ratio of

the a:C �lm upon implantation is accompanied by a shift in the position of the G peak. This

suggests that the variation is associated with rehybridization of sp3 carbon to sp2 carbon.

This di�erence in the behavior of a:C and a:C-H �lms upon implantation can be attributed

to the presence of hydrogen in the a:C-H �lms which is known to saturate dangling bonds

of carbon preventing them from converting to sp2 hybridization [8].

6.5 Conclusion

This chapter presents three main contribution to the thesis. First is the comparison of Co dis-

tribution measured in Co implanted amorphous carbon �lms with hydrogenated carbon. As

per the model proposed to explain the bimodal distribution of Co, if the thermal conductivity

of DLC is increased by an order of magnitude bimodal distribution should not be observed.

This prediction was con�rmed to be true in the �rst section of this chapter. Thus hydrogen

plays a key role in determining the Co distribution in DLC. In order to further probe the

role of hydrogen in this process, the e�ect of Co implantation on hydrogen distribution was

investigated. This was performed by the use of RNRA technique. The results from this

measurements showed several e�ects which as expected contradicts the DTRIM predictions.

The observed features along with the identi�ed deviations are explained by furthering the

model used to explain the bimodal distribution. Finally, the chapter was concluded by prob-

ing the overall e�ect of ion implantation on the hybridization and structure of DLC. Raman

spectroscopy was used to qualitatively assess the impact of ion implantation. The results

suggested that the e�ect of ion implantation is primarily to enhance the sp2 character of the

DLC �lm. However, based on the presence or absence of hydrogen this e�ect can manifest

in di�erent ways. In hydrogenated DLC, ion implantation primarily increases the cluster
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size of sp2 carbon rings. On the other hand ion implantation into amorphous carbon �lms,

due to lack of hydrogen to saturate the dangling bonds, promotes massive rehybridization

of sp3 bonded carbon to sp2 bonding. Thus it is inferred by the detailed investigation that

hydrogen plays a prominent role in determining the structure and distribution of DLC �lms

upon ion implantation.



Chapter 7

Magnetic and Transport Properties

7.1 Introduction

In this chapter, the magnetic and electrical properties of Co implanted diamond-like carbon

�lms are presented. In the last two chapters, the structure and composition of Co implanted

DLC was covered. It was shown that ion implantation into DLC results in unique bimodal

distribution with nanoparticle formation. Such distribution has not been observed so far

and hence it is of signi�cant interest to measure their magnetic behavior and electrical

conductivity.

7.2 Magnetic Properties

Magnetic property is the least explored subject in diamond-like carbon systems. Three

studies have been identi�ed in literature that deals with the magnetic doping of DLC. The

dopants used were Cr [100], Ni [101] and Co [102]. Co is the preferred magnetic dopant

as incorporation of Co in TiO2, diamond lattice and in some semiconducting materials is

believed to lead to dilute magnetic semiconductor [40, 41, 42, 27].

In those studies, Cr and Ni doped DLC were synthesized by CVD while Co containing

granular carbon �lms were produced by magnetron sputtering. All these materials were ob-

served to show di�erent magnetic behavior. Chromium doping of DLC was observed to result

in ferromagnetic order at low temperature. Increasing the Cr concentration resulted in anti-

ferromagnetic order. The magnetic order was attributed to the carbide nanoparticles formed

during synthesis. Ni on the other hand did not interact with the DLC matrix and resulted in

Ni nanoparticles. They show room temperature ferromagnetic order and form nanoparticles

at concentration as low as 1 at.%. The magnetic behavior is thus solely attributed to the

185
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metallic Ni nanoparticles. Cobalt incorporation showed some unique magnetic trends. The

incorporated Co formed nanoparticles and exhibited low temperature ferromagnetic order.

Interestingly, the magnetization values dropped heavily with temperature but a weak satu-

rated moment was still observed at room temperature. The author attributed the magnetic

order to Co particles but unfortunately did not explain the observed temperature depen-

dence. The study did not ascertain the chemical composition of the nanoparticles either.

Thus unlike the case of Cr or Ni doping, the origin of magnetic order in the case of Co doped

DLC is not clearly known and can be interesting for magnetic semiconductors.

It is also to be noted that there are no reports on the magnetic properties of magnetic

ion implanted DLC in literature. This study explores the origin and nature of magnetic

behavior in Co implanted DLC for the �rst time in literature.
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Figure 7.1: Magnetization measurements of Co implanted DLC (Co 1.2, Co 2.4, Co 7, Co 12
at 5 K). 7.1 (a) shows the dependence of magnetic moment induced in Co implanted DLC
on the applied magnetic �eld. The magnetic moment is observed to saturate at �elds greater
than 2 T. 7.1 (b) plots the saturated magnetic moment per Co atom against implantation
�uence. It can be seen that the saturated moment increases with the �uence.

The magnetic moment of DLC �lms implanted with Co for various �uences were measured

under magnetic �eld sweeps from -4 T to 4 T. Figure 7.1 (a) shows the magnetic moment

per Co atoms of Co implanted DLC at varying �elds measured at 5 K. All samples exhibit
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ferromagnetic order. Hysteresis e�ects were not observed however small hysteresis loops

with coercivity in the order of few tens of Oersted cannot be measured as it is within the

noise levels of the instrument. It can be seen that the implanted DLC �lms starts showing

saturation e�ects as the external �eld reaches ∼ 2 T. The saturated moment clearly portrays

the e�ect of Co concentration on the magnetic behavior of DLC �lms. As the concentration

of Co in DLC increases the saturated magnetic moment per Co atom increases. It is worth

mentioning two points that will be useful in interpreting the above data,

1. The saturated moment is calculated per Co atom. Hence any increase in magnetization

occurring merely due to the increase in number of Co atoms is already accounted for

in this calculation.

2. The magnetic moment per Co atom measured experimentally or derived theoretically

for Co, Co2C and Co3C are much higher than that measured in this work. Co as men-

tioned previously exhibits a magnetic moment of 1.72 µB per atom [2]. Measurements

on Co2C and Co3C on the other hand are reported to show values of 1 and 1.81 µB

per Co atom respectively [103, 104, 105]. Electron di�raction data suggests that the

nanoparticles could most probably be Co2C.

Considering the above factors it is reasonable to expect that only a fraction of implanted

Co contribute towards the magnetization of the material. This fraction which is present as

nanoparticles is measured to increase with implantation �uence. Cross-sectional analysis by

TEM shows that the average nanoparticle diameter increases from 1.2 nm to 5 nm as the

�uence increases from 1.2 to 7×1016atoms.cm−2. Furthermore, comparison of Co concentra-

tion measured with RBS and the nanoparticle distribution observed in TEM indicate that a

signi�cant fraction of Co is diluted within the DLC matrix. If the nanoparticles are assumed

to be the major contributor towards the magnetization the increase in its number and size

re�ects direct increase in the magnetization value.

It is to be noted that the results discussed so far are from magnetization measurements

carried out at 5 K. Similar measurements were carried out at higher temperatures and

the data for samples Co 7 and Co 12 are shown in �gure 7.2 (a) and (b), respectively.

Magnetization of samples Co 1.2 and Co 2.4 were also measured at higher temperatures.

Their magnetization values dropped signi�cantly and the signal to noise ratio of these data

sets are not high enough to gain any meaningful interpretation.
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(a) Magnetic moment vs applied �eld measured for Co 7 at T = 5 K, 150 K and 300 K
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Figure 7.2: Magnetic moment per Co atom measured as function of applied �eld at di�erent
temperatures for sample Co 7 and Co 12. Both sample show strong temperature dependence
uncharacteristic of bulk Co.

The �gures indicate that the magnetization of the implanted �lms show strong depen-

dence on measurement temperature. In the case of Co 7 �lms, the saturated magnetic

moment (at 5.6 T) drops from 0.29 µB to 0.10 µB as the temperature is increased from 5 K

to 150 K. The moment further drops to 0.02 µB as the temperature is increased to 300 K.
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Overall, increasing the measurement temperature from 5 K to 300 K shows a 30 times drop

in the saturated magnetic moment per Co atom in Co 7 sample. Co 12 sample shows similar

decrease when the measurement temperature is increased from 5 K to 150 K. The saturated

moment per Co atoms drops from 0.37 µB to 0.15 µB, but interestingly a further increase

in the measurement temperature to 300 K results in only a small decrease in the saturated

moment (0.15 µB to 0.13 µB).

Earlier the low saturated moment per Co atom was explained by stating that only a

fraction of Co is present in nanoparticles. However, a change in measurement temperature

cannot result in a change in this fraction (Co present in nanoparticles). Hence there must

be other contributing factors that a�ects the magnetization of the material. In order to

investigate this declining trend of magnetization in detail and identify the reason for the

di�erent dependency showed by Co 12 when compared to Co 7, the saturated magnetization

of both Co 7 and 12 was measured as a function of temperature. Figure 7.3 shows the

variation of saturated moment of Co 7 with respect to measurement temperature. The

sample was measured from 5 K to 300 K at a constant magnetic �eld of 6 T.

Figure 7.3: Saturated magnetic moment per Co atom measured against temperature for Co
7 sample at a constant applied �eld of 6 T. The saturated moment falls exponentially with
temperature and is �t with a spin glass model with a characteristic spin freezing temperature
of 133 K.

The relation between magnetization and measurement temperature shows a unique de-

pendency that is not expected from a ferromagnetic material. As discussed in section 2.2,

the e�ect of thermal energy on a ferromagnet can be explained by spin wave excitations.

As the temperature rises the number of such excitations rises which has a detrimental e�ect
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on the thermally averaged magnetic moment of the material. This variation in magnetic

moment of a ferromagnet with temperature can generally be �t with a Bloch function (see

section 2.2) of the below form,

ms(T ) = ms(0) [1−B × T β]

where ms represents the saturated moment, B is a constant inversely proportional to

spin sti�ness coe�cient and β = 3/2 for Bloch function. The exponent of temperature is

usually 3/2, in some cases this exponent is expected to rise upto a value of 2 [106, 107, 108].

But the trend displayed in �gure 7.3 cannot be �t with Bloch function even considering the

exponent of T to reach a value of 2. Thus the material cannot be characterized as a simple

ferromagnet.

A possible explanation could be that multiple magnetic phases are present within the

material. Dramatic decrease in saturated moments are usually observed when a material

passes its transition temperature, in this case also known as Curie temperature (under the

assumption that the observed trend is not characteristic of anti-ferromagnetic behavior).

However, �gure 7.2 clearly shows that material exhibit room temperature ferromagnetic

order. This is evidenced by the saturation of magnetization observed at high �elds. Thus

if a material undergoes a magnetic transition and still display saturated magnetization it is

possible that di�erent magnetic phases present in the sample, with at least one of the phase

having a Curie temperature (based on the trend) below room temperature and one of the

phase with a Curie temperature above room temperature. But this possibility can be ruled

out due to two reasons,

1. If it can be safely assumed that same magnetic phases (though with di�erent compo-

sitions) are present then the transition should happen at the same temperature for all

�uences. But that is clearly not the case.

2. The magnetization dependence on temperature does not follow a Curie or Curie-Weiss

law.

In order to �gure out the exact cause for the observed temperature dependence it is necessary

to examine the nature in which the magnetic moment drops with temperature. For this

purpose �gure 7.3 is plotted in a logarithmic scale in �gure 7.4.
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Figure 7.4: Logarithmic plot of magnetic moment vs measurement temperature for Co 7.

In �gure 7.4 the saturated magnetic moment per Co atom is represented in the log

scale as a function of temperature. It can be clearly seen that the magnetic moment drops

exponentially with rise in temperature. A simple ferromagnet or a material with multiple

magnetic phases cannot describe such a dependency. From literature, it was found that spin

glasses can exhibit such dependency on temperature. Spin glasses are magnetic analogues

of glass in material science. Figure 7.5 depicts such a comparison.
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Figure 7.5: Schematic representing crystals - glass / ferromagnets - spin glass.

The phenomenological model based on magnetization of spin glass studied by [109] shows

that the e�ect of temperature can be modeled by,

Ms = M0.exp

(
− T
Tf

)
(7.1)

where Tf is denoted as the spin glass temperature. Such behaviors are sometimes observed

in magnetic nanoparticles with core-shell structure. The shells are often characterized by

presence of high structural or/and spin disorder which can be modeled by spin glass behavior

[97]. The spin glass temperature here denotes the temperature below which the disordered

spins are frozen in the lattice structure of the spin glass material.

It can be seen from �gure 7.3 and 7.4 that the dependence of saturated moment of

Co 7 sample on temperature can be �t entirely with a spin glass model. But this is not

true for Co 12 sample. It has already been pointed out in �gure 7.2 that the temperature

dependency of Co 12 is di�erent from Co 7 at higher temperature range (150 K to 300 K).

For example, consider �gure 7.6, where temperature dependent magnetization of Co 12 is

shown in logarithmic scale similar to Co 7.
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Figure 7.6: Logarithmic plot of magnetic moment vs measurement temperature for Co 12.
The saturated moment deviates from the logarithmic dependence at higher temperature (>
200 K). The spin glass contribution was �t with a freezing temperature of 94 K.

It can be clearly seen from the �gure that at temperature greater than 150 K the magne-

tization trend deviates from an exponential decay expected for a spin glass. The interesting

observation in Co 12 is that beyond 150 K, the sample magnetization shows little dependence

on temperature. In other words, it behaves as an ordered ferromagnetic material with high

Curie temperature. If that is true then this behavior should be modeled by a Bloch func-

tion. Figure 7.7 shows the experimental data of Co 12 �t with a combination of functions

describing spin glass and an ordered ferromagnet as shown below,

M = Ms0.exp

(
− T
Tf

)
+MB0.[1−B × T β]
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Figure 7.7: Saturated magnetic moment per Co atom measured against temperature for Co
12 sample. The data is �t with a combination of spin glass behavior and Bloch temperature
dependence observed in ferromagnets. The spin glass contribution is �t with a spin freezing
temperature of 94 K. The Bloch contribution was �t with a spin sti�ness coe�cient of 1×106.

From the �t, the spin glass contribution to the magnetization is derived to be 0.20 µB

at absolute zero which is only two third of the total magnetic moment. Recall that the

spin glass behavior in nanoparticles is in general attributed to the structural disorder of

the shell structure surrounding the nanoparticles. A reduction in spin glass component

would thus indicate an increase in the structural order of the nanoparticles. This leads to

the ferromagnetic order within the material. If this model is true then such an increase in

structural order should re�ect in the TEM data. Further investigation in this track con�rms

this model.
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(a) FFT of HR-TEM image of Co
1.2

(b) FFT of HR-TEM image of Co
2.4

(c) FFT of HR-TEM image of Co
7

(d) FFT of HR-TEM image of Co
12

Figure 7.8: FFT of HR-TEM images of Co implanted DLC re�ecting the structural order
present within the nanoparticles.

Figure 7.8 shows the FFT data from all the four samples discussed in this section. It can

be seen that for Co 1.2 and Co 2.4 there is no signi�cant ordering observed in the material. As

the �uence increases, for Co 7 sample a pattern re�ecting possible crystal structure within

the nanoparticle emerges. In �gure 7.8 (d) representing sample Co 12, the pattern gains

greater clarity and ring-like structures in the reciprocal space can be identi�ed to speci�c d-

spacings of carbide systems. This indicates the trend observed with increasing implantation

�uence. Co 12 shows a signi�cant improvement in the crystallinity of the material. This is

con�rmed by the results obtained from the magnetic measurement.

So far several interesting features about magnetic nanoparticles produced by ion implan-

tation in DLC was discussed. The magnetization is said to occur primarily from the magnetic

nanoparticles. This can be con�rmed by probing the magnetization of the material as a func-

tion of temperature at low magnetic �eld. In section 2.2 features of superparamagnetism

observed in nanomaterials were discussed. A characteristic feature of such materials is the

observation of irreversibility at the temperature region below the blocking temperature of the
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nanoparticles. In these materials the magnetocrystaline anisotropy energy (MAE) is com-

parable to the thermal energy and at the temperature where the thermal energy overtakes

the MAE, is referred to as blocking temperature.

Measuring the magnetic moments of the samples at low �eld strengths during �eld cool-

ing and zero-�eld cooling allows probing the irreversibility of the sample [110]. ZFC-FC

measurements help computing the magnetocrystaline anisotropy energy of the sample which

is usually determined to compute the size of the nanoparticles. However, in this case the

ZFC-FC measurements cannot be directly applied to compute the particle size due to the

e�ects of structural disorder leading to spin glass behavior. Figure 7.9 and 7.10 shows the

ZFC-FC curve obtained for sample Co 7 and Co 12 respectively.

2 4 6 8 10 12 14 16 18 209
10
11
12
13
14
15
16

0 20 40 60 80 100 120 140 160 180 200 220 240 260 280 300 320
-2

0

2

4

6

8

10

12

14

16

 

 

M
om

en
t (

em
u)

Temperature (K)

 

 

Co 7
ZFC-FC 150 Oe

M
om

en
t (

em
u)

Temperature (K)

Figure 7.9: ZFC-FC measurement performed on Co 7 at 0.015 T. The inset shows the
splitting between the FC and ZFC curves at 4 K indicating superparamagnetic behavior.
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Figure 7.10: ZFC-FC measurement performed on Co 12 at 0.015 T. The inset shows the
splitting between the FC and ZFC curves. The splitting occurs at a larger temperature than
observed for Co 7 indicating superparamagnetism from larger nanoparticles.

The measurement was carried out at 0.015 T during �eld cooling and zero-�eld cooling.

For Co 7, the measurement was carried out from 3 K to 300 K, while in the case of Co 12 the

measurement was carried out from 3 K to 100 K. In both the measurements the irreversibility

was obtained at very low temperature. The insets in the �gure show the splitting of FC and

ZFC magnetization curves (was carried out as a separate measurement). This indicates the

temperature at which irreversibility is observed. In the case of Co 7, the splitting of the

magnetization curves beyond the experimental uncertainty was observed starting from 6 K

and below. On the other hand, in the case of Co 12 irreversibility was observed to manifest

starting from 12 - 14 K.

Measuring the blocking temperature allows computing the particle size [110],

TB = kV/25kB

In the above equation, k is the anisotropy constant and is dependent on the material

and its crystal structure. Literature suggests that Co3C has an anisotropy coe�cient of

7.5× 105 J.m−3 [104]. The anisotropy constant of Co2C is unclear however it was suggested

in [111] that the anisotropy of cobalt carbides ranges from 6.5− 9× 105 J.m−3 [111, 104] and

is higher than that of bulk Co which has an anisotropy of 2.5×105J.m−3 [2, 112]. Computing

the particle size for the above temperature ranges provides a particle size (diameter) ranging
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from 1.64 to 1.82 nm for carbides and 2.51 nm considering the anisotropy coe�cient of Co

for Co 7 sample. Similarly for Co 12 the particle size was calculated to be 2.17 to 2.43 nm

for carbides and 3.33 nm for Co.

There are two factors that needs to be considered while interpreting the particle size.

First, as revealed from TEM the samples contain a range of particle sizes and the absence of

well de�ned peak in the ZFC-FC measurement indicate the presence of a range of blocking

temperature. Thus the computed particle size does not represent the whole sample but

rather only a fraction of nanoparticles. An even more important consideration is the disorder

present in the nanoparticles. The disordered regions due to their random arrangement will

not have the same MAE of the ordered phase. Thus even though the nanoparticles are

observed to be superparamagnetic they do not resemble any well de�ned systems of cobalt

or cobalt carbides as reported in literature.
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Figure 7.11: High temperature region of ZFC-FC measurement performed on Co 7 at 0.015
T. The inverse of magnetic moment is plotted against measurement temperature showing
the non-Curie dependence of the superparamagnetic nanoparticles.

ZFC-FC measurement on Co 12 provides another interesting property of the Co im-

planted DLC. It was mentioned in section 2.2 that magnetic nanoparticles that are super-

paramagnetic in principle can be �t with Curie law at temperature well above their blocking
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temperature. This is valid only for those systems where the nanoparticles are well-separated

and do not interact with each other. In such systems, the magnetic moment dependency on

temperature is given by the Curie relation described in section 2.2. The magnetic moment of

the nanoparticles (total moment subtracted of the contribution from the substrate) is thus

related to the inverse of temperature,

M −M0 ∝
1

T

The relation can be rewritten to exhibit the dependency on temperature as,

1

M −M0

∝ T

The expression suggests that the intercept of 1/(M−M0) curve on T should pass through

0. However, it can be seen from the plot that the curve makes a positive intercept which

implies a Curie-Weiss behavior as given below,

1

M −M0

∝ (T − θ)

where θ represents the Weiss temperature. The �t of the above data gives a positive

Weiss temperature. This is surprising as in a nanoparticle system, the dipole-dipole interac-

tion between the particles if present is expected to cause a reduction in the overall moment

. However, the positive Weiss temperature for Co implanted DLC suggests the dipole inter-

action of the nanoparticles to result in an enhancement of the overall magnetization of the

sample. This is an interesting result that is not reported previously in such systems. This

interaction could arise from the double layered distribution of magnetic nanoparticles, where

the disordered phases can aid in the enhancement of the ordered ferromagnetic phase of the

large nanoparticles.

The magnetic results so far indicate that magnetic ion implantation into DLC leads to

several interesting properties and new phenomenon that has not been reported so far.

7.3 Electrical conductivity

As deposited DLC �lms exhibits an electrical resistance in the order of 1 - 100 gigaohms

when measured by a four probe method with an electrode separation of 1 mm. Conduction

in these �lms are described well by variable range hopping mechanism. Ion implantation

is known to reduce the resistance signi�cantly. This reduction was found to be directly

proportional to the implantation dose [38]. The reduction can have two possible causes



CHAPTER 7. MAGNETIC AND TRANSPORT PROPERTIES 201

for occurring. The �rst cause could be due to the enrichment of the sp2 character of the

DLC �lms. In the previous chapter, it was shown that ion implantation in hydrogenated

diamond like carbon, increases the size of the sp2 clusters. Since the electrical conductivity

is determined by the sp2 carbon, an increase in cluster size can result in similar increase in

conductivity. The other possible cause for the reduction in resistance can be attributed to

the formation of metallic nanoparticles (Co2C and Co3C are metallic) within the implanted

region of the DLC �lms. These metallic precipitates can open up new conduction pathways

with relatively lesser resistance to the passage of charge carries.
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(a) Resistance vs temperature plot for Co 12
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(b) Resistance vs temperature plot for Co 7

Figure 7.12: Resistance measured against temperature for sample Co 12 and Co 7. Both Co
12 and Co 7 show decrease in resistance with increasing temperature. However, the data
curve indicates that the temperature dependence is not uniform throughout the temperature
range measured.
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Figure 7.12 shows the change in electrical resistance with respect to the measurement

temperature for samples Co 7 and Co 12. It can be seen from the �gure that the electrical

resistance has dropped nearly by a factor of 106. This drastic reduction does not correspond

directly to the enrichment of sp2 phase of DLC. It is to be further noted that these results

strongly indicate that the electrical conduction happen through the implanted region of

the DLC �lms as conduction through non-implanted region will experience an electrical

resistance in the order of Gohms.

In a previous work [38] DLC �lms were implanted with transition metal ions and noble

gas ions. Both these implantation caused a reduction in electrical resistance. However, it

was shown that the transition metal implantation caused 103�104 times greater reduction in

electrical resistance compared to the noble gas ions. These evidence strongly suggest that

the dominant cause for reduction in electrical resistance is the formation of metallic precip-

itates in the implanted region of DLC. It is to be noted that in this case, both of the above

mentioned factors (sp2 enrichment and metallic precipitates formation) can occur simulta-

neously. However, the conduction mechanism is predominantly a�ected by the presence of

cobalt containing nanoparticles. Hence, the data presented above will be interpreted from

the perspective of conduction through metallic nanoparticles.

Referring back to the data shown in plots, few de�nite points can be made about the

transport properties of implanted DLC �lms. The �rst inference from the data is that the

sample displays a negative temperature coe�cient for the electrical resistance. This shows

that the sample do not exhibit a metallic behavior, which implies that the nanoparticles do

not combine to form an interpenetrating network. The second inference can be made from

the nature / trend of reduction in resistance with increase in temperature. The data shows

that the drop in resistance is neither linear nor uniform throughout the temperature range.

The resistivity drops in a particular trend up to a certain point of temperature (200 - 250 K).

An increase in temperature beyond the point witness a deviation in the trend for resistance

drop.

Consider the temperature dependence of resistance in the low temperature region for

sample Co 12.
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Figure 7.13: Logarithmic temperature dependence of resistance of Co 12 in the low temper-
ature region.

Figure 7.13 shows the resistance data of Co 12 in R vs Log (T) plot. The temperature

dependence do not correspond to thermal activation, variable range hopping or hopping

conduction as non of them show a logarithmic temperature dependence. One possible way

to explain the observed temperature dependence is by considering the thermally assisted

tunneling between the large nanoparticles (as they contain the ordered phase). In a well

de�ned system of nanoparticles with constant barrier height and width, thermal energy

contributes towards lowering of the energy barrier and the resistance of the sample exhibits an

exponential dependence over temperature. However, in Co implanted DLC the nanoparticles

are distributed randomly in both size and position. The barrier height, which is dependent

on the nature of DLC separating the nanoparticles and the barrier width determined by

the distance separating the nanoparticles can assume a wide range of values. A realistic

representation of such a system would require a 3D network of resistor chains, with each

resistor representing the tunnel resistance between any two nanoparticles of the system.
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Each of this resistance can have di�erent dependency on temperature. Such a system is

inhomogeneous in nature and can show any kind of temperature dependency. Thus it is

extremely complex to model.

A simple �rst order approximation in such a scenario is to describe the dependence of

resistance on temperature as a weak power law �t as given below,

Rt = R.Tm + C (7.2)

where Rt represents the resistance at temperature T , R represents the resistance at 0 K

and C is a constant. The power factor m represents the average strength of the temperature

dependence of the tunnel resistance considering a range of barrier heights and widths between

nanoparticles.

As mentioned previously, the power law dependence is observed only in the low tempera-

ture region. At higher temperature the behavior deviates slightly. This deviation suggests an

additional contribution which can be modeled as a parallel pathway for electrical conduction.

Since the conductivity is limited to the implanted regions of the DLC �lm the contribution

could arise from the region containing the smaller nanoparticles. This is represented as a

schematic in �gure 7.14.
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(a) Transparent structure in DLC

(b) Resistant network

Figure 7.14: Schematic representing the simpli�ed model of conduction mechanism in Co
implanted DLC. The conduction through the implanted DLC region can be split into two
parallel conducting chains with tunneling resistance dominating at low temperature region
(forming the �rst chain) and the semiconducting and metallic contribution to conduction at
higher temperature region (forming the second parallel chain).

Depending on the spatial density of the small nanoparticles, the contribution of resistance

from the region can be explained by thermal activation or scattering e�ects. When the

nanoparticles are su�ciently apart the conduction can happen through hopping between the
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sp2 clusters of the DLC �lm given by,

Rs = rs.e
(D

T ) (7.3)

which resembles a contribution from a semiconductor. Here, Rs represents the resistance

contribution from the semiconducting resistance rs at temperature T with an activation

barrier of D represented in temperature scale.

When the nanoparticles are closely positioned so as to form a percolation pathway, in-

crease in temperature can lead to scattering e�ects which in turn increases the resistance of

the region. This is given by,

Rm = rmT
n (7.4)

where Rm represents the resistance contribution from metallic regions (rm) at tempera-

ture T and n represents the positive power factor of temperature dependence.

Thus the overall conduction mechanism in Co 12 can be explained by a model which

simpli�es the complex multiple pathways of conduction in implanted region into a simple

resistor network made of two parallel resistor arms as shown in �gure 7.14 (b).

Model:

Rt = rt.T
m + c (7.5)

Rs = rs.e
(D

T ) + C (7.6)

Rm = rmT
n (7.7)

1

R
=

1

Rtunnel

+
1

(Rs +Rm)
(7.8)
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Figure 7.15: The dependence of resistance on measurement temperature is �t with the
model for parallel network of conduction displayed in �gure 7.14. The �t agrees well with
the resistance data.

Figure 7.15 shows the resistance data �t with the above model. The �tting parameters

used for the process are given by,

Table 7.1: Fitting parameters for Co 12 transport measurements

Fitting parameters Co 12
rt 820
m -0.048
c 1.29
rs 0.09
D 3100
C 0.02
rm 0.05
n 2

In the model, rt, rs and rm represent the resistance from tunneling, semiconducting

and metallic-like regions. m represents the exponent of the temperature from the tunnel

resistance. It can be seen that the temperature dependence is weak which is not surprising

considering the inhomogeneous nature of the sample. D is proportional to the activation

energy of DLC in the implanted region. D corresponds to an activation energy of ∼ 200
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meV. The energy is far from the optical band gap of the material and is hence determined

by the extended sp2 states in the DLC layer. The contribution from the metallic-like region

can be satisfactorily �t with a temperature exponent of 2 (n), the low rm denotes the low

concentration of metallic-like regions present in the sample.

Sample Co 7 shows similar temperature dependence of resistance. R vs log(T) plot of

the sample is shown below.
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Figure 7.16: Logarithmic temperature dependence of resistance of Co 7 in the low tempera-
ture region.

Sample Co 7 also shows a weak power law dependence in the low temperature region

as shown in �gure 7.16. However a change in implantation �uence causes a change in the

nanoparticle distribution and, an additional factor (rt2T
m2) is required to account for the

low temperature dependence of the tunnel resistance. The expression required to �t the data

in this case is given by,
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Rt = rt1.T
m1 + rt2T

m2 + c (7.9)

In the high temperature region, there is a similar deviation which is characteristic of

thermal activation behavior. Since the implantation �uence is lower in this case, the spatial

distribution of the nanoparticles are not as close as observed in the previous sample. Hence,

the contribution from metallic like region observed previously is absent in this sample.
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Figure 7.17: Modeled �t of resistance vs temperature data for Co 7.

Figure 7.17 shows the resistance data of sample Co 7 �t by the above explained model.

The model can be summarized as below,

Rt = rt1.T
m1 + rt2T

m2 + c (7.10)

Rs = rs.e
(D

x ) + C (7.11)

1

R
=

1

Rtunnel

+
1

Rs

(7.12)

The �tting parameters used in �gure 7.16 are shown in table 7.1.
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Table 7.2: Fitting parameters for Co 7 transport measurements

Fitting parameters Co 7
rt1 310
m1 -0.015
rt2 1.7E-6
m2 2.83
c 0.036
Rs 4.49
D 1933
C 807

7.4 Conclusion

In conclusion, this chapter presents the results from magnetic and transport measurements

performed on Co implanted DLC �lms. Magnetic measurements on Co implanted DLC

�lms showed that the implantation induces a room temperature magnetic order in DLC

�lms. The magnetic order is attributed to the cobalt carbide nanoparticles formed during

implantation. The temperature dependency of the saturated moment of the �lms showed

that the nanoparticles are structurally disordered leading to a spin glass behavior. However,

increasing the implantation �uence was observed to result in an increase in the ordered

ferromagnetic phase of the nanoparticles. A fraction of implanted Co atoms gets diluted

within DLC. ZFC-FC measurements indicate the nanoparticles to be superparamagnetic in

nature and the dipole-dipole interaction between these nanoparticles were measured to have

an enhancing e�ect on the magnetization of the nanoparticles.

Electrical conduction in Co implanted DLC is a complex mechanism involving parallel

conduction pathways through an inhomogeneously distributed array of random nanoparti-

cles. A realistic representation of such system requires 3D modeling of multiple parallel

resistor networks where each component can show a unique individual temperature depen-

dency. In this chapter, it is shown that this complex system can be simpli�ed into a resistor

network model consisting of two parallel conduction pathways. The major contribution

stems from the tunneling between large nanoparticles which is represented in one resistor

arm. This resistor shows a weak power law dependence on temperature. At higher temper-

ature an additional contribution was identi�ed which is modeled as a parallel conduction

pathway in the resistor network. Depending on the spatial density of the nanoparticles

(which is in turn dependent on the implantation �uence) this contribution at higher tem-

perature can be classi�ed into semiconducting contribution and metallic like contribution.

Semiconducting contribution arise from the hopping conduction between sp2 clusters with
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an activation energy in the order of 200 meV. The metallic-like contribution arise from the

scattering e�ects in closely positioned nanoparticles. In sample Co 12 both semiconducting

and metallic-like contribution were identi�ed, while in sample Co 7 the contribution from

metallic like regions were found to be negligible. This simpli�ed model satisfactorily �t the

resistance data obtained from the Co implanted DLC �lms.



Chapter 8

Summary and Outlook

8.1 Summary

This chapter summarizes the results obtained so far in the research work. The thesis be-

gan with the question of �What happens when Co is implanted into DLC?�. Speci�cally, the

objective of the research was focused towards measuring the impact of low energy Co implan-

tation on the structure, elemental distribution, magnetic behavior and electron transport of

ion beam deposited DLC thin �lms. The study reveals that ion implantation graphitizes the

DLC �lm, leads to bimodal distribution and nanoparticle formation with a room tempera-

ture magnetic order and a transport behavior strongly dominated by the disordered metallic

nanoparticles formed during Co implantation.

In detail, DLC �lms were deposited at room temperature by mass-selective ion beam de-

position with C3H
+
6 ions at 5 keV deposition energy. The �lms contains about 25% hydrogen

concentration. The sp3 content of the �lms were measured to be greater than 30 % and its

sp3 character was observed to decrease with increasing deposition energy. Similar results

were found with direct ion beam depositions.

The as-deposited DLC �lms were implanted with Co ions at 30 keV energy and an im-

plantation �uence varying from 0.8 - 20 ×1016 atoms.cm−2. Even though the implantation

was carried out at room temperature, a bimodal distribution of Co ions were measured by

HR-RBS for �uence greater than 2.4 ×1016 atoms.cm−2. The distribution was characterized

by formation of a near-surface Co peak followed by a peak at the predicted mean projected

range from DTRIM simulations. A region depleted of Co was measured between the sur-

face and center peaks. Increase in implantation �uence resulted in an asymmetric bimodal

distribution with greater accumulation of Co in the near surface region. The most promi-

nent bimodal distribution was obtained for a Co dose of 7 × 1016 atoms.cm−2. The surface

peak accumulated more than twice the amount of Co than the center peak. A steady state

213
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condition was �nally achieved at a �uence of 12× 1016 atoms.cm−2.

Ion implantation was also observed to cause nanoparticle formation within the implanted

�lms. Cross-sectional TEM imaging revealed the nanoparticles to follow the Co distribution

measured by HR-RBS. At high �uences, nanoparticles located at the surface peak was ob-

served to be much larger than the nanoparticles formed at the center peak. For example,

at F = 7 × 1016 atoms.cm−2, the surface nanoparticles were about 5 nm in diameter while

those nanoparticles formed at the center peak were only 2 nm in size. The bimodal size dis-

tribution and the bimodal Co distribution formed during implantation was explained with

a model based on collision cascades, thermal spikes and defect formation.

The model proposed that ion implantation leads to manifestation of two competing pro-

cesses: nanoparticle formation and localized di�usion. Di�usion leads to broadening of

implanted pro�le reducing the peak concentration, on the other hand nanoparticle forma-

tion leads to accumulation of Co leading to a localized increase in Co concentration. Near

the predicted range where the collision cascade is expected to have maximum e�ect, di�usion

dominates leading to the depleted region. On the other hands the defects formed during ion

implantation acts as traps and nucleating sites for larger nanoparticle growth leading to the

surface peak. A crucial factor that makes this model work is the low thermal conductivity

of DLC which is mainly attributed to the presence of hydrogen within them. In absence of

hydrogen the conductivity rises and similar distribution is not expected. Experimental inves-

tigations of Co implantation into amorphous carbon �lms reveals that bimodal distribution

is not observed in absence of hydrogen. This observation veri�es the proposed model.

The hydrogen distribution within DLC was measured before and after Co implantation.

It was observed that Co implantation leads to massive rearrangement in the hydrogen pro-

�le and leads to signi�cant e�usion of near-surface hydrogen atoms. The resultant hydrogen

pro�le of the implanted DLC �lms show again a bimodal distribution. Raman spectroscopy

further revealed that the ion implantation leads to graphitization of DLC �lms. Graphiti-

zation implies an increase in the sp2 nature of the �lms. In the case of hydrogenated DLC,

this happens predominantly by increase in the cluster size of sp2 carbon. On the other hand,

in the amorphous carbon �lms, due to absence of hydrogen, the dangling bonds of sp3 car-

bons generated during ion implantation remains unsatis�ed leading to rehybridization of sp3

carbon to sp2 carbon leading to the rise in sp2 character of the DLC �lms.

Magnetic measurements showed that Co implanted DLC �lms show room temperature

magnetic order. Further the magnetic order was inferred to arise predominantly from the dis-

ordered metallic Cobalt carbide nanoparticles formed during implantation. These nanoparti-

cles exhibit a spin glass behavior which shows strong, exponential temperature dependence.

It was further found out that increasing the implantation �uence reduces the structural
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disorder which inhibits the spin glass behavior. An increasing structural order leads to

manifestation of ordered ferromagnetic phase which can be observed as an additional Bloch

contribution to the spin glass magnetic moment in the temperature dependent measure-

ments. ZFC-FC measurements revealed that the nanoparticles have a blocking temperature

ranging from 4 K to 15 K. The particle size was con�rmed to increase with implantation

�uence. A further interesting e�ect is the observation of a positive dipole interaction among

the nanoparticles leading to a Curie-Weiss behavior observed at the high temperature region

of the ZFC-FC measurements. The Weiss temperature was measured to be 71 K for Co 7

sample. The saturated magnetization further indicated that only 30 % of implanted DLC

are present in the nanoparticles. The rest are possibly diluted within the DLC matrix.

Transport measurements showed that in Co implanted DLC, electron transport primarily

occur at the Co implanted regions. The dominant conductivity pathway for electron trans-

port was observed to occur through the disordered metallic nanoparticles present at the

near-surface region. However at higher temperature a parallel pathway through the small

nanoparticles near the predicted range becomes available due to thermal activation. This

pathway is mainly semiconducting in nature in the case of Co 7 sample while it also includes

a metallic contribution in the case of Co 12 sample. The transport mechanism overall is

dominated by the tunneling between the large metallic nanoparticles.

Thus the overall conclusion of the research is that low energy ion implantation into DLC

results in manifestation of unique properties seldom reported in literature. These properties

could be very useful for understanding the ion-solid interactions in thermal insulators and

for interesting magnetic and spintronic applications in the form of spin glass and condensed

magnetic semiconductors.

8.2 Outlook

Diamond-like carbon since its inception has been predominantly used for their physical and

mechanical properties. Even when studies suggested that DLC can be modi�ed to show

a wide range of electrical conductivity, DLC did not �nd applications beyond the coating

industry. At the beginning of this work on ion implanted DLC �lms, there were uncertainties

regarding the possible novel aspects of this research. However, Co implanted DLC �lms

showed several features and properties that were not expected or even observed in other

materials at the same experimental conditions. This work merely show case some of the

many aspects of ion implanted DLC �lms. The results obtained indicate that it is worth

exploring this �eld in greater detail.

The interest in this �eld can be split into two separate domains. One domain of interest
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is to explore di�erent combinations of ion species and host materials in the implantation

work with an aim to measure similar interactions and e�ects. For example, ions with mass,

heavier and lighter than Co can be experimented to �nd out their consequent e�ect on

the elemental distribution and DLC structure. Silver or gold is a good choice. They are

expected to show useful transport and optical properties. Both these elements are inert

and silver especially is reported to show high di�usivity. Structural investigations on Ag or

Au implanted DLC can lead to further developments and shed more light on the ion-solid

interactions in DLC. Another approach would be to experiment with noble gas ions. Since

these ions would not form nanoparticles it would be particularly interesting to study their

distribution across DLC. Polymers can be an interesting choice for exploring a variation in

the host matrix. Polymers like DLC are composed of light elements and are excellent thermal

insulators. The e�ects due to thermal spikes and collision cascades are thus expected to be

even more signi�cant for such materials.

The other domain of interest is to explore other properties of implanted DLC �lms.

This study focused on the structure and magnetic behavior of implanted �lms. Future

work on this research would lead towards exploration of magneto-transport properties of

Co implanted DLC �lms. They can be expected to show quasi linear magnetoresistance

and strong temperature dependence which can be useful for sensor applications. Other

unexplored area is the optical properties of implanted DLC �lms. Silver implantation in

particular can lead to observation of surface plasmon resonance in DLC. The variation in the

electrical and optical band gaps in DLC upon implantation can add interesting perspective

to this research.

Another area that is worth exploring is the chemical bonding of the implanted ions with

the DLC matrix. Synchrotron X-Ray analysis on the chemical state of C and Co or any

other metallic dopant in the implanted region would shed light on the chemistry involved in

this process. Since the interactions occur in short time scale and under extreme conditions,

novel and exotic chemical compounds of carbon with the dopant of interest can form during

ion implantation.

In short, this work on Co implanted DLC �lms revealed many interesting aspects which

are of signi�cant interest for a wide range of applications. Further explorations in this �eld

could result in novel applications and can reduce the new knowledge gap identi�ed in this

research work.
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