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 Abstract 

Spectral Induced Polarization (SIP) is a geophysical technique that measures the 

frequency dependence of the electrical conductivity of a material. This thesis is an 

attempt to investigate the potential of using SIP as a proxy to predict the hydraulic 

conductivity of New Zealand shallow coastal aquifers. SIP measurements were made on 

sand samples that are typical of New Zealand coastal aquifers with a custom built 

impedance spectrometer and sample holder allowing the measurement of a phase 

difference as small a milliradian.  

 Even though the relaxation time shows a small dependence on pore fluid conductivity, 

especially at lower pore fluid conductivities, this variation is not serious enough to affect 

the hydraulic conductivity estimation at the field scale, but could be significant in the 

investigation of mechanisms that cause polarization in porous media. 

Measurements on sieved fractions of sand established that there is an excellent 

correlation between the Cole-Cole relaxation time constant and grain size. The Cole-Cole 

relaxation time constant is very sensitive to the grain size distribution. Hydraulic 

conductivity predictions were attempted using various existing models. While the 

results are encouraging, it looks like there may not be a single universal model to predict 

hydraulic conductivity using SIP response. 

When a correction term in the form of a multiplication constant is used, all the tested 

models seem to make very good predictions. But the constants calculated by fitting to 

the measured data could be applicable only to the type of materials studied. The 

dependence of the existing models on quantities like counterion diffusion coefficient, 

electrical formation factor and porosity makes hydraulic conductivity prediction 

challenging as these quantities are difficult to measure accurately in a field setting. 

Nevertheless it is concluded that SIP can be successfully applied to study hydraulic 

conductivity of New Zealand shallow coastal aquifers.  
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1. Introduction 

Water is the elixir of life. There is no life without water. The movement of water between 

land, oceans and the atmosphere, called the hydrologic cycle, ensures the continuous 

availability of freshwater to all forms of life on land. Water is essential for agriculture 

and all forms of economic activity. It is so important to us that many early civilizations 

e.g. Babylonian, Egyptian, Chinese, Mexican and Indus Valley evolved around water 

sources that supplied freshwater in abundance. The survival of early civilizations 

depended on their ability to manage water resources. Water is plentiful on our planet 

but the difficulty is that enough water may not be available at places that are suitable 

for human inhabitation. For a long time the main source of freshwater was surface water 

which is available in the form of rivers, lakes and wetlands. But such natural sources 

alone were never sufficient to supply enough water for increasing populations. Hence 

ancient civilizations developed elaborate water supply systems like aqueducts and canal 

systems to harvest surface water. Qanats, series of gently sloping underground tunnels 

that carry water from a ‘mother’ well at a higher elevation to low-lying neighbouring 

areas, were used to access groundwater in southwest Asia, North Africa and the Middle 

East (Cech, 2003). Like the ancient civilizations we continue the process of managing our 

water resources through storage, redistribution and regulation to satisfy the need for 

drinking water, irrigation and flood protection. 

Dramatic increase in population over the past two centuries has increased the demand 

for freshwater. As surface water resources are already utilised to maximum capacity the 

focus has been on groundwater. This is natural because about 95% of accessible 

freshwater exists as groundwater (Chilton, 1992). The term groundwater is used to 

indicate subsurface water that is present below the water table. It is the only form of 

freshwater available in many areas. Groundwater has the advantages that it does not 

require a storage reservoir. Unlike surface water reservoirs it is free from loss caused by 

evaporation and protected from contaminants by the soil cover. Groundwater has 

contributed significantly to the growth of irrigated areas benefiting millions of farmers 

in the past 50 years. 

Until recently the dependence on groundwater was limited to shallow wells, springs and 

mountainside tunnels. The advancement in drilling technology and pumping systems 



2 

have made possible the production of deep wells and low cost submersible pumps. 

Government subsidies have made the use of groundwater even more attractive for 

farmers in many countries. Initially aquifers were considered as having a capacity to 

supply unlimited amounts of water and not much attention was given either to the rate 

of usage or to protecting them. Over time the intensive use of aquifers has led to either 

depletion or degradation in their quality. This has made people realise that groundwater 

cannot be taken for granted. 

The increased use of groundwater for both irrigation and domestic purposes has, in 

many cases, led to abstraction of groundwater at a rate greater than its recharge. This 

is referred as ‘intensive use of groundwater’. The intensive use of groundwater can 

cause a multitude of negative effects which are threatening to the prosperity generated 

by the use of groundwater. The first negative effect is that the intensive use of 

groundwater may cause a decrease in the groundwater levels. This makes extraction 

more costly; sometimes levels can be so low that the existing wells are rendered useless. 

As the pressure drops there is a decrease in spring discharge, river base flow and the 

surface area of wetlands (Custodio, 2002). Intensive use of groundwater can also cause 

geological hazards like land subsidence, earth fissures and surface faults, sinkholes, 

seawater intrusion and some less common hazards such as earthquakes and landslides 

(Angelos, 2011). 

Contamination of groundwater by various anthropogenic activities is another threat to 

aquifers, in addition to the over use of groundwater. The sources of these contaminants 

may be domestic waste, sewage, industrial waste and effluents like hydrocarbon 

products, fertilisers and pesticides, saline water intrusion etc. Once the contaminants 

get into the subsurface they keep spreading affecting the quality of groundwater and 

the ecosystem. So depletion and contamination of aquifers are definitely important 

challenges ahead. Decontamination and remediation is very difficult and expensive.  

Quality freshwater is a necessity for domestic, agricultural and industrial purposes. 

Human consumption of freshwater is increasing. This puts greater stress on freshwater 

resources. The increasing population and depleting freshwater resources provide a 

formidable challenge for governments. This calls for management of groundwater 

resources in terms of identifying new locations for high yielding aquifers, deciding the 

sustainable usage pattern of an aquifer, and enhancing its recharge or artificial recharge.  
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Steps have to be taken for the prevention of contamination from various effluents both 

industrial and domestic. Governments have the responsibility to come up with 

necessary water management policy and guidelines. 

1.1 Geophysical techniques in hydrology 

Sustainable management of groundwater sources demands a good understanding of 

hydrological systems and the transport properties of the shallow subsurface of the 

earth. We need tools to characterize, monitor and investigate hydrogeological 

parameters and processes. This calls for new and improved hydrogeological 

characterisation and monitoring methods. The emerging discipline of hydrogeophysics 

has the aim of applying geophysical methods for mapping subsurface features, 

estimating properties, and monitoring processes that are important to hydrological 

studies such as those associated with water resources, contaminant transport, and 

ecological and climate investigations (Rubin and Hubbard, 2005).  

The extent and resolution of the subsurface structure that is required varies according 

to the type of application, and may vary from a global to a laboratory scale. In particular, 

detailed high resolution data are required for contamination-related studies. 

Traditionally, various hydrogeological methods like bore holes etc. have been used for 

the study of the subsurface. But invasive approaches like this have many drawbacks. It 

is well known that there is extensive heterogeneity in the distribution of transport 

properties both vertically and horizontally. There is no way we can be certain that the 

properties that we estimate by invasive methods represent other than a local picture of 

the subsurface. More than that, an invasive method does not guarantee an accurate 

measurement as it disturbs the medium during the process of drilling. Another factor is 

that invasive methods are costly and time consuming and not practical at many locations 

because of terrain features and inaccessibility for vehicles. 

 Geophysical methods on the other hand are either surface methods or require only a 

few bore holes to cover a large area. They can give high resolution information of 

hydrogeological properties though they can be time consuming and labour intensive and 

hence may be more expensive. But the biggest challenge or drawback of geophysical 

methods is that there is not necessarily a direct relationship between the measured 

physical properties and the transport properties of the medium. Although the measured 
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physical properties can be related to transport properties through some petrophysical 

relationship, in many cases there is no clarity on how exactly the measured physical 

properties are related to the transport properties. What also makes the application of 

geophysical methods more challenging is that the geophysical response of the 

subsurface is not unique i.e. different transport properties can lead to the same 

geophysical response. This is especially so for geoelectrical methods.  Geoelectrical 

responses are controlled by a combination of factors such as pore fluid chemistry, 

temperature, saturation, the presence of metallic minerals etc.  

Even with all these challenges in the past two decades there have been tremendous 

improvements in the application of geophysical methods to subsurface transport 

property estimation using electrical, electromagnetic, magnetic, ground penetrating 

radar (GPR), nuclear magnetic resonance (NMR) and seismic methods. This has been 

accelerated by the advancements in data acquisition and data processing hardware and 

software. One important concept that has been developed is combining data collected 

from various geophysical and hydrogeological methods to improve estimates. While 

hydrogeological methods provide a direct high resolution measurement, geophysical 

methods gather data over wide area with a decreasing resolution. Hydrogeological data 

act as some sort of constraint in modelling the transport properties using geophysical 

methods. 

The aim of this PhD study is to test the viability of using Spectral Induced Polarization 

(SIP) measurements for the determination of hydraulic conductivity, with the specific 

aim of applying SIP technique to study the hydraulic properties of shallow coastal 

aquifers of New Zealand. SIP laboratory measurements were undertaken as a precursor 

to field studies. The study began with adapting a custom-made impedance spectrometer 

to make high resolution SIP measurements. This was followed by developing the control 

software that performs data acquisition and sophisticated data analysis and forms first 

part of this study. SIP Measurements were carried out on samples that are typical of 

New Zealand coastal aquifers.  

As the pore fluid electrical conductivity is a factor that varies considerably in the field 

setting, investigations were carried out that explore the influence of pore fluid electrical 

conductivity on SIP spectra. SIP measurements on very well sieved sand fractions were 

used to study the relationship between the Cole-Cole relaxation time, a parameter 
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recovered from SIP response, and the grain size and hydraulic conductivity which forms 

the basis on which SIP is used to predict permeability. Further measurements on 

samples made up of a mixture of two different grain size were helpful in proving the 

sensitivity of Cole-Cole relaxation time to grain sizes distribution. With these new data, 

various models were tested for their ability to predict hydraulic conductivity. 

The structure of the thesis is as follows. The first chapter contains the introduction and 

the role of hydrogeophysics in groundwater studies. The second chapter is on the 

electrical methods in geophysics.  It goes on to look at the history of electrical methods 

in geophysics and briefly explains the fundamentals and advancements in the technique 

over the past century. In the third chapter the phenomenon of Spectral Induced 

Polarization (SIP) is discussed in detail. It covers the different mechanisms that possibly 

give an SIP response, and a mechanistic model that explains the origin of the SIP 

response in unconsolidated media. The fourth chapter gives the details of the 

instrumentation and measurement procedures adopted for this project. It consists of 

the design and operational details of the impedance spectrometer and the 

permeameter set up. It also describes the measurement of the electrical formation 

factor, porosity, electrical conductivity of pore water, and sample preparation methods. 

The fifth chapter presents the results of the investigation of pore water electrical 

conductivity on the SIP parameters. The sixth deals with the relationship between the 

SIP parameters, grain size and the hydraulic conductivity. This chapter looks at various 

models used to predict hydraulic conductivity from SIP measurements. The summary is 

presented in chapter seven. 
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2. Electrical methods in geophysics 

2.1 Introduction 

Electrical prospecting involves the detection of surface effects produced by electric 

current flow in the ground [Telford et al., 1976]. The use of electricity to study the 

subsurface began in 1830 with the work of R.W. Fox in the mines of Cornwall, UK [Fox, 

1830]. He studied the natural electric currents associated with sulphide ore deposits. 

Many scientists followed up the work of Fox and contributed to the development of 

electrical prospecting (see Van Nostrand and Cook, 1966 for the detailed history of early 

developments in electrical prospecting). The enormous variation of electrical properties 

across different geological materials has contributed to the development of a wide 

variety of electrical methods. Rust Jr. (1938) summarises the developments in the 

application of electrical methods in geophysics in the first 100 years. The electrical 

methods commonly used in hydrogeophysics include electromagnetic induction (EMI), 

ground penetrating radar (GPR), time-domain reflectometry (TDR), self-potential 

method (SP), electrical resistivity(ER), induced polarization (IP) and spectral induced 

polarization (SIP). The last four techniques are explained here as they have many things 

in common and have the advantage that they are non-intrusive, or minimally intrusive, 

making them especially suitable for hydrogeophysical applications.  

2.2 The self-potential method 

The self-potential method is the oldest (about 185 years) of the electrical methods. The 

self-potential method is a passive method i.e. unlike the other three electrical methods 

it does not require any external current source. The self-potential method involves 

measuring the electrical potential distribution with respect to a reference electrode and 

then creating a map that describes the distribution of the potential difference over the 

area of interest. The manifestation of this potential difference between the reference 

electrode and the electrode at a given location is caused by the existence of electric 

current in the ground. There are a number of sources for these currents. These include 

the formation of ‘geobatteries’, streaming current due to flow of water, and the 

diffusion currents associated with gradients in the chemical potential of charge carriers 

(Revil et al., 2012b). Self-potential mapping helps to locate areas of anomalous 

conductivity and groundwater flow. Hence this method has been used widely to locate 
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mineral deposits. It is the simplest of the electrical methods, but the presence of noise, 

such as telluric currents from electromagnetic induction by the geomagnetic field, 

makes it difficult to interpret. Details about the theory and applications of the self-

potential method to hydrological problems can be found in Revil et al. (2006). 

2.3 Direct Current (DC) resistivity methods 

 DC electric resistivity is a method by which subsurface electrical resistivity is measured 

using an array of electrodes normally placed on the surface of the ground. Initial surveys 

were to check for a variation in electrical resistivity which might indicate the presence 

of materials that have a higher conductivity because of the presence of metallic ores, 

the presence of water, or an increased concentration of salts in the water. The search 

for mineral deposits using electrical methods was in place as early as 1883. Two 

important personalities in the use of electricity for prospecting were Frank Wenner from 

United States and Conrad Schlumberger from France who worked independently during 

the same period around 1912. As there is a lot in common, such as survey configurations, 

between DC resistivity methods and Spectral Induced Polarization methods it is useful 

to explore the principles of DC electric resistivity methods in detail. 

2.3.1 Principle of DC resistivity methods 

In the DC resistivity method an electric field is set up in the ground using an external 

source of current. This external current causes an electric potential distribution in the 

ground. For a 3-D isotropic electrical conductivity distribution 𝜎(𝒓) the electric potential 

𝑉(𝒓) at a point due to a single current electrode idealized as point source at the origin 

with strength I is defined by the Poisson equation (Binley and Kemna, 2005).  

∇. (𝜎∇𝑉) = −𝐼𝛿(𝒓)      (2.1) 

subject to condition 

𝜕𝑉

𝜕𝑛
= 0        (2.2) 

at the ground surface and condition 

𝑉 = 0        (2.3) 
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at other infinite boundaries; with 𝛿 the Dirac delta function and 𝑛 the outward normal. 

A single current source as explained above creates an electric potential distribution as 

shown in Figure 2.1. The electric potential at any point is given by 

𝑉 =
𝜌𝐼

2𝜋𝑟
       (2.4)  

where 𝜌 is the resistivity and 𝑟 the distance from the electrode. Usually in a resistivity 

survey the current is injected into the ground using two electrodes (called current 

electrodes C1 and C2) and the potential is measured using two other electrodes (called 

potential electrodes P1 and P2) as shown in Figure 2.2. Such an array of current sources 

produces a potential distribution as shown in Figure 2.3. The blue dotted lines in Figure 

2.3 indicate the equipotentials. The potential difference between the electrodes P1 and 

P2 as shown in Figure 2.2 can be calculated using equation (2.4) as 

Figure 2.1: The flow of current into a homogeneous half-space from a point 

current source and the resulting potential distribution. 
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∆𝑉 =
𝜌𝐼

2𝜋
(

1

𝑟𝐶1𝑃1
−

1

𝑟𝐶2𝑃1
− 

1

𝑟𝐶1𝑃2
+

1

𝑟𝐶2𝑃2
)    (2.5) 

In the case of a uniform resistivity distribution the resistivity of the homogenous half 

space can be written as 

𝜌 = 𝑘
∆𝑉

𝐼
       (2.6) 

where 𝑘 =
2𝜋

(
1

𝑟𝐶1𝑃1
−

1

𝑟𝐶2𝑃1
− 

1

𝑟𝐶1𝑃2
+

1

𝑟𝐶2𝑃2
)
    (2.7) 

The parameter k is called the geometric factor or configuration factor; the value of which 

depends upon the type of electrode array. A list of commonly used four electrode arrays 

and the respective geometric factors is given in Table 2.1. 

C2 P2 C1 P2 

Figure 2.2: A conventional four-electrode array. 

Figure 2.3: Current streamlines (red) and equipotentials (blue) in a homogenous 

half space. (http://www.tricon-online.de/html/body_geoelektrik.html) 
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Each of these configurations has its advantages and disadvantages with regard to depth 

of investigation, resolution of horizontal and vertical structures, and sensitivity to lateral 

changes in resistivity and inhomogeneity (Seidel and Lange, 2007). A suitable 

configuration is selected based on the requirements of the survey. Further details of 

Table 2.1: Electrode configurations. (Seidel and Lange, 2007).  
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electrode configurations can be found in (Szalai and Szarka, 2008), (Whiteley, 1973) and 

(Ward, 1990).  

In all practical cases the surface under investigation will not have a uniform resistivity 

distribution. Hence in the case of an inhomogeneous resistivity distribution the 

resistivity as calculated by equation (2.6) is not a true resistivity i.e. it does not represent 

the resistivity of the subsurface under investigation, nor the resistivity of any 

layer/portion of the subsurface. It is not even some sort of average of the true 

resistivities. The resistivity as calculated in a DC resistivity survey is called the “apparent” 

resistivity. The apparent resistivity is the resistivity of a homogenous ground that will 

give the same resistivity value for the same electrode arrangement. True resistivity 

values can be estimated from apparent resistivity values.  

DC resistivity instruments usually use a switched square wave current signal like the one 

showed in Figure 2.4. This helps to reduce the polarization at the electrodes. An ideal 

measured voltage waveform should be similar to the applied current waveform. But in 

reality the measured voltage wave differs from the current signal because of background 

self potential and the capacitance of the ground as shown in Figure 2.4 and Figure 2.5 

respectively 

Figure 2.4: Typical current and idealized voltage waveforms for field DC resistivity 

surveys. VP is the primary voltage, Vsp is the observed self potential voltage. 

(Binley and Kemna, 2005). 
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2.3.2. DC resistivity survey configurations 

The method of conducting a DC resistivity survey is not unique. The survey 

configurations differ from each other in the manner in which the electrode placements 

are changed during the measurements. These different types, of electrode placement 

methods are called DC resistivity survey configurations, or modes of deployment. Each 

type of survey configuration provides resistivity data about a different region of the 

subsurface under study.  The choice of survey type depends on various factors like the 

existing information about the geology, time frame, equipment used etc. The survey 

configurations explained below can be used for DC resistivity, IP and SIP methods. 

2.3.2.1 Vertical electrical soundings 

A vertical electrical sounding (VES) is carried out by making a series of resistivity 

measurements such that while electrode separation is increased in each subsequent 

measurement the centre of the electrode array remains at the same point. This means 

that a VES effectively measures the apparent resistivity at different depths. This method 

is best suited when the subsurface can be considered as a series of horizontal layers, 

each with uniform but different resistivity. The variation of apparent resistivity with 

depth is a function of the resistivity and thickness of each layer. VES can provide a good 

picture of the vertical distribution of resistivity. The result of a VES is vertical sounding 

curve which is a plot of the measured apparent resistivity against a measure of depth of 

Figure 2.5: Measurement of time-domain induced polarization. (Binley and 

Kemna, 2005). 
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penetration of electrical current. Figure 2.6 shows a sounding curve and the interpreted 

resistivity values for a Schlumberger array sounding. 

2.3.2.2 Horizontal traversing or profiling 

Horizontal Traversing or Constant Separation Traversing (CST), also called surface 

profiling, is a technique for detecting lateral variations in resistivity along a straight line. 

The measurements involve moving the electrode array along a straight line for 

consecutive measurements while maintaining constant electrode separations. This 

provides the resistivity at a particular depth along the profile. The depth at which the 

resistivity is measured depends on the electrode separation. Figure 2.7 shows a constant 

separation traverse using a Wenner array with 10m electrode spacing over a clay filled 

feature(position arrowed) in limestone [Reynolds, 2011]. 

2.3.3 Electrical resistivity tomography 

Electrical Resistivity Tomography (ERT) which is also known as Subsurface Imaging (SSI) 

effectively combines both vertical electrical sounding and horizontal traversing. ERT 

measurements are made with modern field systems that use multicore cables and 

computer/microprocessor controlled ‘smart’ electrodes. Multicore cables come with 25  

Figure 2.6: (a) Example of a Schlumberger array sounding curve from a VES 

survey. Circles indicate the measured data and the solid line shows the modelled 

curve. AB/2 (in m) is the half distance between the current electrodes. (b) 

Interpreted model of resistivity as a function of depth at a single location. (Binley 

and Kemna, 2005). 
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Figure 2.7: Example of horizontal traversing (Reynolds,2011). 

Figure 2.8: The arrangement of electrodes for a 2-D electrical survey and the 

sequence of measurements used to build up a pseudosection (Loke, 2004). 
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or more takeouts for connecting electrodes spaced at constant separation like 5m or 

10m and may also have the provision to connect a number of rolls one after the other. 

A four electrode resistivity measurement is possible with any of these ‘smart’ electrodes 

as a current electrode or potential electrode. Figure 2.8 shows the sequence of 

measurements to produce an ERT profile using a Wenner array of electrodes. 

At first all possible measurements are made with an electrode separation a. The next 

set of measurements will be for all possible combination of electrodes for a separation 

of 2a. In the successive steps the electrode separation is increased as 3a, 4a, 5a and so 

on. This process is repeated until the electrode separation reaches the maximum 

possible value. After completing all possible measurements with the available multicore 

cable rolls the measurement can be extended in the horizontal direction by the roll-

along method. In the roll-along method the first roll of cable is removed and connected 

at the other end of the cables as shown in Figure 2.9.  

The measurements are then repeated as explained previously. Using these resistivity 

measurements a pseudosection image is generated by assigning certain locations for 

each of the resistivity measurements. The horizontal position of resistivity measurement 

on the pseudosection is selected as the midpoint of the electrodes and the vertical 

position is taken as a distance proportional to the separation between the electrodes 

(Loke, 2004). A contoured pseudosection like the one in Figure 2.10 provides some 

general information about the subsurface even though it is a distorted representation 

of true resistivity and true depth. 

Figure 2.9: The use of roll-along method to extend the area covered by an ERT 

survey (Loke, 2004). 
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The real power of ERT comes from the fact that by using a form of processing known as 

inversion the pseudosection can be converted into an image that represents the true 

depth and true resistivities (Barker, 2007). Figure 2.11 shows the images of a 

pseudosection, the respective computer modelled pseudosection and the ERT image 

produced after inversion.  

 2.3.4 3D and borehole techniques 

3D ERT images can be produced by either merging a number of parallel 2D ERT images 

or by making 3D measurements by arranging the electrodes in the form of a grid as 

shown in Figure 2.12 (Loke and Barker, 1996); (Loke, 1999). The first method is referred 

to as the quasi-3D technique (Dahlin and Loke, 1997). The measurements can be 

extended in a given direction by using the roll-along method as used in 2D imaging. 3D 

surveys are not very common because of the longer time involved in gathering data, the 

higher cost, and lack of necessary instrumentation and imaging software. 

The spatial resolution of surface resistivity methods decreases with depth. A possible 

solution for this problem is to place the electrodes in boreholes. Placing electrodes in 

boreholes is convenient when it is not possible to place electrodes on the surface such 

as when there are buildings covering the surface. Common methods using boreholes are 

cross borehole ERT imaging, surface-to-hole configurations (Tsourlos et al., 2011) and 

mise-à-la-masse method(Rubin and Hubbard, 2005). Cross borehole measurements 

involve placing all the electrodes in the boreholes. Imaging using borehole electrodes is 

a straightforward extension of surface electrical imaging (Binley and Kemna, 2005).  

 

Figure 2.10: An example of a Wenner pseudosection(Barker, 2007). 
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2.3.5 Data interpretation 

In the early stages of using the DC resistivity method data interpretation was done by 

empirical methods, qualitative approaches, and the use of master curves. Some of the 

empirical methods adopted are the Moore cumulative resistivity method and the Barnes 

layer method (Burger et al., 2006). However, these methods are applicable only in the 

case of very simple resistivity distributions and they are not very reliable. In using a 

qualitative approach the shape of the sounding curve indicates the approximate number 

of layers present, and the relative values of the resistivity layers. The turning points in a 

Figure 2.12: Using the roll-along method to survey a 10 by 10 grid with a 50 electrode 

system (Loke, 1999).  
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sounding curve indicate the presence of subsurface layering. Therefore the number of 

layers is considered to be one more than the number of turning points in a sounding 

curve (Reynolds, 2011). An early quantitative approach to data interpretation was the 

use of master curves. The master curves are theoretically calculated sounding curves for 

a range of relative resistivity values which are expressed in terms of the reflection 

coefficients k. Figure 2.13 is a master curve for a two-layer model. As the number of 

layers increase master curves become cumbersome and hence are practical only up to 

four-layer models. In curve matching using master curves field data are plotted on a log-

log graph on transparent paper. This paper is then placed on top of a set of master curves 

and moved to match a particular master curve and the respective k value of the curve is 

noted.  

From 1970s computer programs have been used for curve matching. The computer 

program generates an apparent resistivity profile for a given set of resistivity values and 

layer thickneses. These computer generated models are then compared with field data 

and the difference between the modelled and field data is reduced by adjusting the layer 

thickness and resistivity values. There are various software packages that display some 

sort of statistical measure (for example the RMS error) that explains how well the 

Figure 2.13: Two-layer apparent resistivity master curves for the Wenner array. 

When matched to a field curve obtained over a two-layer earth, the line a/h = 1 

points to the depth of the interface and the line a/1 = 1 points to the resistivity 

of the upper layer.  The value of k giving the best fit to the field curve allows the 

value 2 of the lower layer resistivity to be calculated (Reynold, 2011). 
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modelled data correlate with the field data. The user can set this criteria and the 

program executes a number of iterations to match the criteria. For example in Figure 

2.11 the RMS error is 1.76% and the number of iterations is 4. 

2.3.6 Forward and inverse problem 

DC resistivity surveys aim to delineate the subsurface resistivity distribution from 

resistivity measurements. This process is not straightforward as the DC resistivity 

measurements give only the apparent resistivities. The theoretical outcome of an 

electrical resistivity survey can be mathematically determined or modelled by solving 

equation (2.1), subject to appropriate boundary conditions (Binley and Kemna, 2005). 

This process is called the “forward problem”. Forward modelling involves estimation of 

apparent resistivities as measured by a DC resistivity survey when the resistivity 

distribution is known. The main methods used for forward modelling are (i) analytical 

methods (ii) boundary element methods and (iii) finite difference and finite element 

methods (Loke, 2004). Similarly from the data set from a DC resistivity survey the 

subsurface resistivity distribution can be directly derived; and this is called the “inverse 

problem” (Figure 2.14). Both forward and inverse modelling are difficult tasks because 

of non-uniqueness i.e. there exist a large number of models that will produce the same 

response. This is further complicated by limitations in data, and uncertainties involved 

in the measurements. Nowadays inversion is done by sophisticated software which use 

different approaches to solve the problem. The inversion software runs through a 

number of iterations of forward and inverse modelling until a satisfactory solution is 

obtained.  

Figure 2.14: Definition of electrical forward and inverse problems. (Kemna et al. 

2012)  
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2.4 Induced Polarization (IP) 

During DC resistivity measurements we have seen that the waveform of the voltage 

signal differs from that of the applied current signal as illustrated in Figure 2.5. The 

voltage between the potential electrodes does not become zero immediately when the 

exciting current source is switched off. Also, when the current source is switched on it 

takes a finite time to reach the maximum value of voltage. This behaviour is somewhat 

similar to that of a capacitor. The persistence of voltage between the potential 

electrodes, even after the current source is switched off, is because of the ability of the 

ground to polarize. This phenomenon is called the induced polarization (IP) effect. But 

the IP effect is not the same as the behaviour of an electrical circuit with a resistor and 

capacitor in parallel. In an RC circuit the voltage gradually decreases to zero from the 

maximum value. In the IP effect the voltage suddenly drops to a certain value and then 

decreases to zero as shown in Figure 2.15.  

The credit for discovering the IP effect goes to Conrad Schlumberger who first observed 

the IP effect in 1912 (Sumner, 1976). IP is similar to the electrode polarization that 

occurs at the anode and cathode of an electrochemical cell when an electric current is 

passed through the cell (Bleil, 1953). The resistivity measured using the DC resistivity 

method is mainly controlled by ionic conduction through the pore fluids. This makes 

delineation of geological materials using resistivity alone a difficult task. It is possible 

that two different materials have the same resistivity because of variations in electrical 

conductivity of pore fluids. Usually such cases are resolved using DC resistivity in 

combination with other geophysical techniques. However, the sensitivity of the IP effect 

to the fluid-grain interface has the potential to improve the ability for delineation of 

geological materials. This has been used successfully to distinguish between different 

geological materials that have same resistivity (Slater and Lesmes, 2002). The low 

frequency capacitance of porous materials that causes the IP effect depends on their 

surface chemical properties. The slow decay of the voltage indicates the accumulation  

of charges at the grain fluid interfaces. 

2.4.1 Induced Polarization Measurement Systems 

 Geophysical zinvestigations using the IP effect can be carried out by three different 

methods. These differ from one another in terms of the parameter used to measure the 

IP effect and to relate it to the geological properties, and in the instrumentation used. 
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The commonly used measures of polarization are the chargeability (M), percentage 

frequency effect (PFE), and the phase angle (). Chargeability is measured in the time 

domain while the other two are measured in the frequency domain.  

2.4.1.1 IP in the time-domain 

In time-domain IP a steady current is applied as in the case of DC resistivity. When the 

current is switched off there will be a slow decay of voltage at the potential electrode as 

shown in Figure 2.15. The voltage measured while the current is flowing is referred to 

as the primary voltage (Vp). As soon as the current is switched off, the voltage suddenly 

drops to a value referred to as the secondary voltage (Vs) and then slowly decays to zero 

as in the case of a discharging capacitor.  The ratio of the secondary voltage to the 

primary voltage is a measure of the chargeability, called the apparent chargeability 𝑀𝑎 , 

given by Siegel (1959) as 

𝑀𝑎 =
𝑉𝑠

𝑉𝑝
        (2.8) 

Figure 2.15: (a) Transient decay of electric field strength in a rock sample. (b) Transient 

decay of voltage in an RC circuit. (Keller and Frischknecht, 1966).  
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 As it is difficult to measure the secondary voltage accurately in the field (Binley and 

Kemna, 2005), chargeability is often calculated using the relationship 

𝑀𝑎 =
1

(𝑡2−𝑡1)

1

𝑉𝑝
∫ 𝑉(𝑡)𝑑𝑡
𝑡2

𝑡1
      (2.9) 

where 𝑡1and 𝑡2 are as shown in Figure 5. Here the chargeability is given by the integrated 

amplitude of the decay curve after the excitation current is switched off, normalized 

with respect to the excitation voltage. The unit of chargeability is mV.V-1. In modern 

instruments the voltage decay is recorded using a very high sampling rate and hence the 

frequency domain properties can also be determined using Fourier transformation. 

Chargeability is a useful parameter for distinguishing between different kinds of 

materials.  

2.4.1.2 IP in the frequency-domain 

In the frequency-domain, subsurface apparent resistivity is measured at different 

frequencies using the same electrode array as in the case of time domain IP and DC 

resistivity measurements. Induced polarization causes a variation of apparent resistivity 

as the frequency of the excitation current varies. The apparent resistivity measured at 

high frequencies is smaller compared to that at lower frequencies. A measure of the IP 

effect in the frequency-domain is the percentage frequency effect (PFE) given by 

𝑃𝐹𝐸 =
𝜌𝑎0−𝜌𝑎1

𝜌𝑎1
𝑋100       (2.10) 

where 𝜌𝑎0 and 𝜌𝑎1 are apparent resistivities at low and higher frequencies respectively. 

It is found that a frequency of 0.05 Hz for lower frequency and 10Hz for higher frequency 

is a good choice to measure the frequency effect. But in practice frequencies higher than 

0.05Hz and lower than 10Hz are used for lower and higher frequencies respectively 

because of time constraints of the survey (Beck, 1981). 

2.4.1.3 Spectral Induced Polarization (SIP)  

IP surveys that provide the apparent chargeability (𝑀𝑎) and percentage frequency effect 

(PFE) are mainly used for identifying metallic minerals. More detailed information about 

the nature of the porous medium that has potential to provide important hydrological 

information can be obtained by measuring the complex conductivity of the porous 

medium (or, alternatively, its impedance or admittance). Here the term complex is used 

to indicate that the measured quantity has both a real and imaginary part. This 

technique, known generally as spectral induced polarization (SIP), involves 

measurement of complex electrical conductivity at a very large number of frequencies 
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spanning from about 1 mHz to 1 kHz. Often the selected frequencies are ten 

logarithmically equally spaced frequencies per decade. 

In complex conductivity measurements, a sinusoidal current is injected compared to the 

square waves used in time-domain and frequency-domain IP. The capacitive nature of 

the porous medium introduces a phase difference between the injected current and the 

measured voltage waveform between the potential electrodes as shown in Figure 2.16. 

The instrumentation used in SIP measurements is much more sophisticated than for 

other electrical methods. In SIP measurements the instrument stores both the injected 

current and measured voltage waveforms in digital form. By analysing the digitised 

waveforms the impedance is calculated in terms of its modulus and phase. The real and 

imaginary part of the complex conductivity are then calculated from the knowledge of 

the geometric factor; which depends on the type of electrode array and spacing 

between the electrodes.  

2.5 History of Spectral Induced Polarization 

The very first observation of the IP effect is attributed to Conrad Schlumberger. He 

noticed it as early as 1912 and correctly identified it as an electrochemical effect. After 
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Figure 2.16: Current and voltage waveforms in SIP measurements showing a phase 
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some initial trials Schlumberger gave up attempts to use IP for mineral prospecting as 

he noticed that both mineralized and unmineralized rocks exhibited the IP effect. 

Thereafter, the IP phenomenon, similar to that observed by Schlumberger, was noted 

by other workers who were possibly unaware of his original work. Hence the 

development of IP for geophysical prospecting has a number of relatively independent 

roots. These developments took place mainly in the USSR, in the US Naval Ordnance 

Laboratory, in mining companies, and in universities in the United States. Siegel et al. 

(2007) give a detailed description of the early development of the induced polarization 

method. 

IP related research in USSR started with the observations of D.M. Murashov in 1927. 

Scientists who followed up the work of Murashov investigated the dependence of the 

IP effect on the density of polarizing current, the time of establishment, the composition 

of the sulphides, and the nature of electrolyte in contact with the minerals. IP effects of 

non-sulphide rocks and sandy clays were also studied. V. A. Komarov and Y. S. Ryss were 

able to develop a method to distinguish between mineralized and unmineralized rocks 

from their IP response; the problem that earlier forced Schlumberger to abandon IP.  

With continued support from theoretical and experimental research, by the mid-1960s 

IP became one of the prominent tools for exploration of sulphide related minerals in 

USSR.  

It was the 1942 US navy project to develop a mine locator using IP that created renewed 

interests in IP in North America. The scientists who worked on the mine locator project 

continued their research in IP after they left the US Naval Ordnance Laboratory. This led 

to spreading and adaptation of IP techniques for geophysical applications. Though the 

mine detector project was top secret one of the scientists involved, David Bleil was 

permitted to complete a PhD in the subject area. Bleil investigated the possibility of 

using IP for locating buried minerals. His work clearly established the capability of IP as 

a tool for geophysical prospecting. The summary of his PhD thesis named “Induced 

Polarization, a method of geophysical prospecting” (Bleil, 1953), which was published in 

the journal Geophysics, inspired many to further develop IP method; and is considered 

as the first publication about IP in North America. It was Bleil who coined the term 

“Induced Polarization”. 
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In an attempt to develop new techniques for mining, the New York based Newmont 

Mining Corporation came across the IP phenomenon. They developed necessary 

instrumentation for applying IP for field work. The PhD work of Harold Siegel, in 

association with Newmont Mining Corporation, was an important milestone in the 

application of IP for prospecting. His work identified the contributions to IP from non-

mineralized sources also. Newmont Mining Corporation established a team of scientists 

and engineers who successfully developed IP for commercial applications. The research 

work at Newmont is summarised in the book “Overvoltage Research and Geophysical 

Applications” edited by James R. Wait (Wait, 1959). The Newmont team were the first 

to make an attempt at Spectral Induced Polarization even though they did not pursue it 

further. 

Like Newmont, another mining company Anaconda Copper Company was also 

interested in using IP for prospecting.  Under Ed McAlister, who was also part of the 

team that developed the mine locator for US Naval Ordnance Laboratory, Anaconda 

developed necessary instruments and field techniques in IP. They were the first to use a 

telluric cancelling system to improve the signal/noise ratio.  

Inspired by the work of David Bleil, and with support from the U.S. Atomic Energy 

Commission, Ted Madden of Massachusetts Institute of Technology formed a team of 

students that conducted research in IP.  Madden pioneered the use of sine wave current 

forms. It was Ted Madden’s team that first identified other potential mechanisms of IP 

like membrane polarization. They introduced the terms “percent frequency effect” and 

“metal factor”.  

The main aim of the IP works discussed above was mineral discrimination. IP was most 

successful in the prospecting of porphyry copper deposits which were not responsive to 

other geophysical techniques like electrical, electromagnetic, gravity or magnetics 

(Siegel et al., 2007). Even though the possibility of frequency domain measurement was 

known, it did not get much attention mainly because of the complexities in 

instrumentation. The potential for the application of IP to detect groundwater was 

investigated by a group at New Mexico Institute of Mining and Technology under Victor 

Vacquier (Vacquier et al., 1957). It was the work of Kenneth Zonge and W. H. Pelton that 

pioneered the development of Spectral IP. Zonge developed instruments for complex 

resistivity measurements, and found a practical general solution to the problem of EM 



28 

coupling. He went on to establish the Zonge Engineering and Research Organization. The 

seminal paper “Mineral Discrimination and Removal of Inductive Coupling with 

Multifrequency IP” (Pelton et al., 1978) by Pelton, and his use of the Cole-Cole model 

made Spectral Induced Polarization measurements popular for mineral discrimination. 

Research and development in the application of IP continued till the late 1970s. But the 

crash of copper prices in 1983, followed by decline in oil prices in 1985 (Mathews and 

Zonge, 2003), caused a decline in IP research activities. Irrespective of the loss of 

commercial importance, there was a steady increase in the capability of SIP 

instrumentation; fuelled by the advancements in microprocessor and computing 

technology.  

 SIP is now used increasingly for hydrogeophysical, environmental and biogeophysical 

applications. In the early years, however there was hardly any attempt for using SIP for 

groundwater studies other than the work of Vacquier et al. (1957). More recently Frank 

D. Börner (Börner, 1992) used IP for a number geophysical investigations starting in the 

early 1990s.  

2.6 Conclusion 

This chapter introduces four electrical methods widely used in geophysics, the self-

potential method, the DC resistivity method, the Induced Polarisation method and the 

Spectral Induced Polarisation method. The DC resistivity method has a lot in common 

with the SIP method. The electrode configurations, survey configurations, tomographic 

techniques, and borehole techniques are all also applicable in principle for SIP surveys. 

An SIP survey provides all the details that a DC resistivity survey provides and some 

additional information about the surface properties of the medium. The difference 

between DC resistivity and an SIP survey is that in an SIP survey the measurements 

between two electrodes are repeated at a number of frequencies compared to a single 

measurement in the case of DC resistivity. The DC resistivity instruments use a low 

frequency square wave to record the amplitude of the signal while an SIP instrument 

uses a sine wave signal and records both the amplitude and phase difference or the 

quadrature component of resistivity. It is this quadrature component of resistivity that 

is ,believed to be controlled by the surface properties of the porous medium, that 

provides additional information about the medium which can act as a proxy for hydraulic 
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properties like hydraulic conductivity. This chapter end with a note on a short history of 

the development of SIP. 
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3. SIP Mechanisms and SIP spectra models 

3.1 Introduction 

 The Induced Polarization phenomenon is understood in terms of the transport and 

distribution of charge carriers around the mineral surfaces in porous media under the 

influence of an external electric field. Even though the phenomenon of IP has been 

around for about 100 years, there are no clear models that explain the origins of spectral 

induced polarization. One thing that makes the interpretation of observed phenomenon 

of IP challenging is that there are many competing mechanisms. These include electrode 

polarization, membrane polarization, electrical double layer polarization and Maxwell-

Wagner polarization that might be acting either alone or in parallel. It is difficult to 

segregate the effects of each of these different mechanisms. 

Various international workshops have reiterated the necessity to develop a mechanistic 

model for describing Induced Polarisation. Ward et al., (1995) summarise the 

recommendations of the John S. Sumner Memorial International Workshop on Induced 

Polarization in Mining and the Environment held 17-19 October 1994 in Tucson, Arizona. 

They say that “more theoretically-based physiochemical models are needed to relate 

directly the measured complex electrical properties of rocks to their specific 

microgeometrical and surface chemical properties. Progress in this direction may also 

lead to better understanding of the Cole-Cole empirical parameters in terms of the 

physiochemical properties of rocks”. Although a lot of work has been done on this since 

1995, there is no comprehensive mechanistic model that describes the IP mechanism. 

3.2 Induced Polarization mechanisms 

The frequency dependent variation of impedance in SIP cannot be explained in terms of 

the atomic or molecular structure of the material, but appears to depend on the texture 

or microstructure of the porous medium. The microstructure of a porous medium is 

defined by the grain size, grain shape, pore size, and the pore throats as illustrated in 

Figures 3.1 and 3.2. Such a microstructure where there may be grains of different types 

of minerals responds to the flow of charges through the medium resulting in charge 

accumulation and separation at the interfaces. This polarization of charges influences 

the impedance of the medium. Hence the exact mechanism that gives rise to SIP may 

depend on the size and nature, size and shape of the grains, the pore size and the pore 
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throats. 

Kemna et al. (2012) have identified the following five main mechanisms that contribute 

to the SIP response;  

(1) Electrode polarization,  

(2) membrane polarization; the 

(3) Maxwell-Wagner Polarization;  

(4) polarization of the diffuse layer, i.e., the outer part of the electrical double layer 

(EDL); and 

(5) polarization of the Stern layer, i.e., the inner part of the EDL at the interface between 

minerals and water. These will be defined and elaborated in the next section. 

Figure 3.1: Schematic of the geometry of current passages in sandy-clay 

sediments. (a) Pure water-saturated sand, (b) pure unsaturated sand, (c) saturated 

sandy-clay sediments. In the saturated sand, water filled spaces can be considered 

as large pores of length l1. Areas of grain contact where the water is in a closer 

bond on the grain surface, can be considered as narrow pores of length l2. In the 

unsaturated sand the water film at the surface of moistened grains can be 

considered as narrow capillaries of length l2, while areas of grain contact can be 

considered as large capillaries of length l1. In the sandy-clay saturated sediments 

the large passages are water filled pores between the grains, while the narrow 

pores are filled with clay particles (Titov et al. 2002).  
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3.2.1 Electrode polarization or overvoltage 

When a metal electrode is immersed in an electrolyte, separation of charges 

surrounding the metal takes place as shown in Figure 3.3. This separation of charges 

leads to the establishment of a potential difference between the metal and the 

electrolyte. The charge distribution has the form of an electrical double layer. The 

electrical double layer consists of an adsorbed layer and a diffuse layer of ions. The net 

potential difference between the electrolyte and the solution is called the Nernst 

potential, and the contribution from the adsorbed layer is called the zeta potential. 

Application of an external voltage can disturb the existing charge distribution and cause 

a current flow. When the external voltage is removed, the charge distribution returns to 

the initial state by the diffusion of ions. 

The presence of metallic mineral grains in a geological material can create centres of 

electrode polarization as explained above. The most common example of this is when 

disseminated metallic sulphides are present in rocks. The majority of the electrical 

conduction in such a rock is ionic in nature, and takes place by the movement of ions in 

the electrolyte that fills the pores in the rock. But it is possible that such flow paths of 

Figure 3.2: Examples of rock interstices and the relation of rock texture to porosity. 

(a) Well-sorted sedimentary deposit having high porosity. (b) Poorly sorted 

sedimentary deposit having low porosity. (c) Well sorted sedimentary deposit 

consisting of pebbles that are themselves porous, so that the deposit as a whole 

has very high porosity. (d) Well sorted sedimentary deposit whose porosity has 

been diminished by the deposition of mineral matter in the interstices (e) Rock 

rendered porous by solution. (f) Rock rendered porous by fracturing (Todd, 1959).  
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ions can be blocked by the presence of metallic grain as shown in Figure 3.4. This causes 

accumulation of charges, which in turn increases the potential difference between the 

metallic particle and the electrolyte. As the ‘pile-up’ of charges leads to an increased 

potential difference between the grain and electrolyte, the phenomenon of electrode 

polarization is also called the overvoltage (Beck, 1981). Upon the removal of an applied 

external voltage, the ions diffuse back to initial state and the overvoltage disappears. 

This slow diffusion of ions give rise to the characteristic overvoltage decay recorded in a 

time-domain IP measurement. The factors affecting the rate at which the ionic balance 

is restored are extremely complex and may depend upon the pore shape and size, rock 

structure, permeability, electrolytic conductivity, ionic concentration and the electronic 

conductivity of the mineral grain (Reynolds, 2011).  

Figure 3.3: Illustration of elements of electrode polarization (Beck, 1981).  
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3.2.2 Membrane or electrolytic polarization 

The second type of polarization mechanism is membrane polarization. There are two 

possible causes for membrane polarization; the constrictions in pore channels, and the 

presence of clay in pore channels. Mineral surfaces have a tendency to develop a 

negative charge. This causes the accumulation of positive charges on mineral surfaces 

as shown in Figure 3.5(A). This concentration of positive ions can extend up to 100µm 

Figure 3.4: (A) Fluid filled pore in a rock indicating potential, V1, which could be 

measured between two planes in conditions of free ionic motion. (B) Same pore 

as in (A) but blocked by a sulphide particle between the planes in (A). Ionic charges 

build up, a new potential, V2(>V1), would be measured, and “overvoltage” 

develops. (C) General scheme for alternate ionic paths when some pores are 

blocked by sulphide particles (Beck, 1981).  

Fluid filled pores that acts as alternate conducting path  
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into the pore fluid from the mineral surface. If the sizes of pore throats are the same 

size as the positive charge layer this can prevent the movement of ions when a voltage 

is applied. As a result, negative and positive ions build up on either side of the pore 

producing a potential difference across the blockage as shown in Figure 3.5(A). Once the 

external voltage is switched off the charge distribution returns to its initial state by 

diffusion which produces the measured IP response (Reynolds, 2011).  

The presence of clay particles or filaments of fibrous minerals in the pore channel can 

cause an accumulation of negative charges (Figure 3.5(B)). These negative charges in 

turn attract positively charged ions creating a positively charged cloud surrounding the 

negatively charged particles. When an external voltage is applied the positive charges 

can move between the similarly charged clouds but the negatively charged ions are 

blocked and this produces a difference in ionic concentration. When the external voltage 

is switched off, the ions diffuse back to attain the initial state which give rise to a 

measurable IP response. 

3.2.2 Maxwell-Wagner Polarization 

The third type of polarization mechanism is called Maxwell-Wagner Polarization. 

Maxwell-Wagner Polarization is an interfacial polarization caused by the discontinuity 

of displacement currents in a multiphase system with discontinuities of dielectric 

permittivity and/or electrical conductivity at the interphase between the different 

phases. This mechanism is controlled by the tortuosity of the different phases, their 

volume fractions and the conductivity and permittivity of the different phases. Maxwell-

Wagner Polarization is mainly responsible for polarization phenomena at the upper end 

of the considered frequency spectrum (typically above 1 kHz) (Kemna et al., 2012). 

 3.2.4 Polarization of diffuse layer 

In unconsolidated sediments the polarization is mainly associated with the electrical 

double layer surrounding the mineral grains. Hence the mechanism of polarization is 

slightly different. Figure 3.6 shows the formation of an electrical double layer around a 

mineral grain. When a mineral grain is immersed in water, the chemical reaction 

between water and certain functional groups like silanol and aluminol (Revil and Florsch, 

2010) leads to the formation of a net surface charge on the grain. This net surface charge 
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on the grain causes the formation of a layer of counter ions (counter ions are ions that 

have the opposite charge to the mineral surface) that surrounds the mineral grain. This 

layer is called the Stern layer. But the Stern layer alone does not balance the net surface 

charge on the grain. This leads to the formation of another layer surrounding the Stern 

layer, called the diffuse layer. Unlike the Stern layer, coions (ions that have the same 

surface charge as the mineral surface) are also present in the diffuse layer though in a 

minority. This distribution of charges surrounding a grain is called the electrical double 

layer. According to Revil and Florsch, (2010) the condition for polarization of the diffuse 

layer is that the grains are far enough apart that the diffuse layer does not form a 

Figure 3.5: Development of membrane polarization associated with (A) a 

construction within a channel between mineral grains, and (B) negatively 

charged clay particles and fibrous elements on the sides of a channel 

(Reynolds, 2011).  
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continuum. Thus when the grain density is small the polarization of the diffuse layer can 

take place. Polarization of the electrical diffuse layer can cause an increase of the salinity 

on one side of the grain and a decrease of the salinity on the other side of the grain as 

shown in Figure 3.7. (See Revil and Florsch (2010) for the detailed explanation of diffuse 

layer polarization). This difference in salinity causes a back diffusion through the pore 

space and this can give rise to an IP response. This sort of polarization of the diffuse layer 

can lead to membrane polarization as discussed in section 3.2.2 (Revil and Florsch, 

2010). 

3.2.5 Polarization of the Stern layer  

The counterions in the Stern layer are held firmly to the mineral surface by the 

electrostatic force of attraction; but they are free to move in a direction tangential to 

the surface of the mineral grain. So when an external electric field is applied, the Stern 

Figure 3.6: Sketch of ionic species in the pore space of a charged porous medium 

at equilibrium. The pore water is characterised by a volumetric charge density 𝑄ത𝑣 

corresponding to the charge of the diffuse layer per unit pore volume (in Cm-3). 

The Stern layer is responsible for the excess surface conductivity Σ𝑠 (in S) with 

respect to the conductivity of the pore water 𝜎𝑓 while the diffuse layer is 

responsible for the excess surface conductivity Σ𝑑. The Stern layer lies between 

the o-plane (mineral surface) and the d-plane, which is the inner surface of the 

electrical diffuse layer. The diffuse layer extends from the d-plane to the pores 

(Revil and Florsch, 2010). 
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layer becomes polarized. However, there is a possibility of back diffusion in the Stern-

layer also (Revil and Florsch, 2010). This back-diffusion of counter ions in the Stern layer 

can also generate an IP response.  

3.3 The influence of the nature of the medium on the SIP mechanism 

The predominant mechanism of induced polarization also depends to some extent on 

the nature of the porous medium. Figure 3.8 describes the three different scenarios 

where the leading IP mechanism is different because of the pore structure of the 

medium under consideration. As shown in Figure 3.8, polarization of the diffuse layer is 

an important contributing mechanism in colloidal suspensions; while it is the Stern layer 

polarization that is predominant in a dense collection of mineral grains. When it comes 

to a consolidated porous medium like rock diffuse and layer Stern layer polarization are 

not that relevant, and membrane polarization dominates the SIP response. 

 

Figure 3.7: Sketch of membrane polarization of a pore sandwiched between two 

grains. The back-diffusion can occur both in the electrical double layer for the 

counterions and in the bulk pore water for the coions. The salt accumulated on 

one side of the pore diffuses back with a diffusion coefficient that is equal to the 

mutual diffusion coefficient of the salt (Revil and Florsch, 2010). 
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Figure 3.8: Three types of porous materials characterised by different polarization 

mechanisms. Type A corresponds to colloidal suspensions for which four 

polarization mechanisms coexist (polarization of the Stern and diffuse layers, 

membrane polarization, Maxwell-Wagner polarization). For dense granular media 

(Type B), the diffuse layer is continuous and does not polarize. In case of type C, 

the Stern and diffuse layers are continuous at the scale of representative 

elementary volume and therefor do not polarize. Only the membrane polarization 

and the Maxwell-Wagner polarization coexist and are influenced by the electrical 

conductivity in the electrical double layer (Revil and Cosenza, 2010). 
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3.4 Spectral Induced Polarization a mechanistic approach 

Revil et al., (2012b) give a summary description of the developments so far in terms of 

understanding the polarization phenomenon in porous media. The approach to 

understanding the IP mechanism is as follows. First, we look at the behaviour of a single 

grain in an alternating electric field and try to predict the outcome. Then, in the next 

step, an up scaling methodology is used to predict the result for bulk materials. In this 

approach the two steps are considered independent of each other. Two potential tools 

for the upscaling are a volume averaging approach, and a differential effective medium 

approach. 

Attempts to describe the IP phenomenon in terms of polarization of the electric charges 

around a mineral grain begin with Schwarz (1962). Many people have since worked on 

this and proposed various models. The main discussion is around the nature of 

polarization of the electrical double layer. The focal point of these discussion is where 

the polarization takes place; whether it is only in the Stern layer or diffuse layer or if 

both of them polarize. Additionally, does the electrochemical environment and/or the 

pore size have an influence on the polarization or relative contribution from these two 

layers? Important contributions were made by Schurr (1964), Dukhin and Shilov (1974), 

Fixman (1980), Razilov and Dukhin (1995) and Zukoski and Saville (1986 a, b). 

The work of Leroy et al. (2008), Revil and Florsch (2010), Schmutz et al. (2010), Vaudelet 

at al. (2011 a, b) and Revil and Skold (2011) favour the polarization of the Stern layer as 

the major source of the IP in the frequency range of 1mHz to 100 Hz. These works 

resulted in the development of a mechanistic model that explains the SIP response as a 

result of Stern layer polarization and thereby relates the grain size to the Cole-Cole 

relaxation time constant. The Cole-Cole relaxation time constant is one of the 

parameters used to explain a SIP spectra. However, recently Revil et al. (2012) suggest 

that it is the characteristic pore size that controls the SIP response rather than the grain 

size of the porous medium. In this section an attempt is made to understand and explain 

the IP mechanism in terms of the polarization of the Stern layer and it is considered that 

other mechanisms are not significant in the frequency range of 1mHz to 1kHz. The 

rationale is that in the case of unconsolidated sediments that are made of well-sorted 

grains the characteristic length scale that controls both the SIP response and the 
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hydraulic conductivity of the porous medium is the same; irrespective of whether it is 

due to the grain size or the pore size/ pore throat size.  

Revil and Florsch(2010) argue that the electrical conductivity of a porous medium (e. g. 

rock) consisting of grains with an electrical double layer as described above can be 

represented as  

𝜎0 =
1

𝐹
(𝜎𝑓 + 𝛽𝑠 𝑄𝑣)       (3.1) 

where 𝜎0 is the DC electrical conductivity of the porous medium, 𝜎𝑓 is the conductivity 

of the pore water, 𝛽𝑠 is the apparent mobility of counter ions, 𝑄𝑣 is the total charge 

density of counter ions per pore volume and F is the electrical formation factor of the 

medium. 

In SIP we are interested in the variation of complex conductivity of the porous medium 

with frequency. A complex surface conductivity model is given by de Lima& Sharma 

(1992); Leroy et al. (2008); Leroy and Revil (2009) and Revil and Florsch (2010) as 

𝜎𝑠 =
4

𝑑𝑜
(

𝑑
+

𝑠
) −

4

𝑑0

𝑠

1+𝑖𝜔𝜏𝐶𝐶0
    (3.2) 

𝜏𝐶𝐶0 = 
𝑑0
2

8𝐷𝑖
        (3.3) 

where 
𝑑

 is the specific surface conductivity associated with the diffuse layer, 
𝑠
 is the 

specific surface conductivity associated with the Stern layer at high frequencies  (𝜔 ≫

1

𝜏𝐶𝐶0
 ), and 𝐷𝑖  is the diffusion coefficient of the counter ions in the fluid 

Revil and Florsch (2010) explain both membrane polarisation and the Stern layer 

polarisation by analysing the behaviour of the electrical double layer under an applied 

electrical field. In the analysis, it is assumed that the polarization of the diffuse layer 

happens only if it does not overlap with the diffuse layer of the neighbouring grain. The 

current caused by the applied electric field flows through the electrolyte, and also 

through the electrical double layer surrounding the grain (Figure 3.7). In the electrical 

double layer, the current density is greater in the Stern layer as it contains most of the 

counter ions. In the electrolyte the current resulting from counterions and coions is 

proportional to their concentrations. As far as the current in the electrical double layer 
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is concerned the higher concentration of counterions prevents the flow of coions 

through the electrical double layer. This leads to an accumulation of coions on one side 

of the grain, and thereby an increase in concentration of salt. The difference in 

concentration of salt levels is then balanced by a back diffusion through the pore space 

surrounding the mineral grain. This is nothing but membrane polarization. 

The polarization of the Stern layer can be considered as the mechanism that gives rise 

to the frequency dependent variation of surface conductivity under the following 

assumptions. (1) The double layer is thin with respect to the radius of the grains. (2) The 

charges of the Stern layer can move only tangentially along the mineral surface.  Back-

diffusion in the Stern layer is responsible for the decrease of electrical conductivity with 

decrease in frequency. (3) The polarization of the diffuse layer is minimized by the fact 

that the diffuse layer is above a percolation threshold at the scale of a representative 

elementary volume. Therefore, there is no or only small deformation of the diffuse layer 

in response to an electric field as illustrated in Figure 3.7. 

Given sufficient time the back-diffusion of counterions in the Stern layer can nullify the 

dipole moment around the mineral grain. The time taken for this is represented by the 

relaxation time constant 𝜏𝐶𝐶0. The relaxation time constant 𝜏𝐶𝐶0 is given by eqn (3.3) 

and is proportional to the square of the grain size. An equation for the variation of 

complex surface conductivity caused by the polarization of the Stern layer can be written 

as 

𝜎𝑠 = 𝜎𝑠
∞ +

𝜎𝑠
0−𝜎𝑠

∞

1+𝑖𝜔𝜏𝐶𝐶0
          (3.4) 

where 

 𝜎𝑠
0 =

4

𝑑𝑜

𝑑
           (3.5) 

and   

 𝜎𝑠
∞ =

4

𝑑𝑜
(

𝑑
+

𝑠
)      (3.6) 

are the low frequency and high frequency asymptotic surface conductivities as can be 

seen from letting 𝜔 → 0 and 𝜔 → ∞ in equation (3.2). We can expect equation (3.4) to 

describe the variation of complex surface electrical conductivity of a porous medium 

only if the medium consists of identical grains. In reality all porous media will have a 

grain size distribution and hence a range of relaxation time constants rather than a single 

relaxation time constant. 
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Revil and Florsch, (2010) suggest an appropriate expression to replace the single 

relaxation time with a distribution of relaxation times is 

𝜎𝑠 = 𝜎𝑠
∞ + (𝜎𝑠

0 − 𝜎𝑠
∞) ∫

𝑔(𝜏𝐶𝐶)

1+𝑖𝜔𝜏𝐶𝐶

∞

0
𝑑𝜏𝐶𝐶       (3.7) 

where 

∫ 𝑔(𝜏𝐶𝐶)𝑑𝜏𝐶𝐶 = 1
∞

0
         (3.8) 

Equation (3.7) is a generalization of equation (3.4) and gives a distribution of relaxation 

times rather than a single relaxation time 𝜏𝐶𝐶0 . This means that the both low and high 

frequency contributions to surface conductivities are also convolved by the grain size 

distribution. The next step is to replace the function ∫
𝑔(𝜏𝐶𝐶)

1+𝑖𝜔𝜏𝐶𝐶

∞

0
𝑑𝜏𝐶𝐶  that describes the 

distribution of relaxation times with a function that represents the distribution of grain 

sizes that in turn causes the distribution of relaxation times rather than a single 

relaxation time. Revil and Florsch, (2010) go on to show why Cole-Cole and log-normal 

probability distribution are successful in fitting the observed polarization spectra at low 

frequencies. If the distribution of relaxation times obeys a Cole-Cole distribution, then 

the surface conductivity is given by 

𝜎𝑠 = 𝜎𝑠
∞ + (𝜎𝑠

0 − 𝜎𝑠
∞) [

1

1+(𝑖𝜔𝜏𝐶𝐶)𝑐
]       (3.9) 

where 𝑐 is the Cole-Cole exponent. The complex bulk conductivity of a porous medium 

(𝜎∗) can be considered as the sum of ionic conductivity through the pore fluid and the 

complex surface conductivity. Revil and Florsch, (2010) suggest the following linear 

model. 

𝜎∗ =
1

𝐹
[𝜎𝑓 + (𝐹 − 1)𝜎𝑠]        (3.10) 

The overall conductivity model then becomes 

𝜎∗ = 𝜎∞ +
𝜎0−𝜎∞

1+(𝑖𝜔𝜏𝐶𝐶)𝑐
        (3.11) 

where 

𝜎0 =
1

𝐹
[𝜎𝑓 + (𝐹 − 1)𝜎𝑠

0]         (3.12) 

𝜎∞ =
1

𝐹
[𝜎𝑓 + (𝐹 − 1)𝜎𝑠

∞]        (3.13) 

The above discussion gives a theoretical foundation for analysing the complex 

conductivity spectra in terms of a relaxation mechanism. In its simplest form, i.e. when 

all the mineral grains in the media are perfect spheres, the SIP spectra can be fitted by 

a Debye relaxation model. In reality, the grain size distribution, and the fact that 

probably none of the grains will be a perfect sphere, suggest that the experimental 
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spectrum is going to be better described by a model that accounts for a distribution of 

relaxation times rather than a single relaxation time constant. This has led to the use of 

a number of empirical models to fit the experimental complex conductivity/resistivity 

spectra. All these models are based on the Cole-Cole dielectric dispersion model (Cole 

and Cole, 1941).  

3.5  SIP spectra models 

The purpose of analysis of the complex impedance spectra in this thesis is to estimate 

the so called SIP parameters which in turn can be used to predict hydraulic properties 

of the porous media. It can be seen from the literature that the lack of a single 

mechanistic model has led to the use of a wide variety of phenomenological models. 

Table 3.1 from Dias (2000) lists the commonly used SIP spectra models. This is not 

surprising because of the wide variety in the nature of the interfaces present in various 

porous media and their respective SIP spectra which show tremendous variation from 

one another. It is interesting to note that certain phenomenological models fit a 

particular set of data well but fail to sufficiently fit all the data found in the literature. 

Also the relationship between the SIP parameters and bulk properties of the medium 

differs according to the phenomenological model used. This makes it difficult to make 

meaningful comparison of results in the literature. Some of most commonly used 

phenomenological models are discussed below. 

3.5.1  The Debye model 

The very first attempt to use a phenomenological model to explain a spectrum can be 

traced back to the work of Debye for explaining the variation with frequency of the 

dielectric constant of a polar liquid with frequency (Debye, 1929). Debye suggested the 

dispersion of dielectric constant can be described by the following equation 

𝜀∗ = 𝜀∞ +
(𝜀0−𝜀∞)

(1+𝑖𝜔𝜏𝐶𝐶0)
           (3.14) 

where 𝜀∗ is the complex dielectric conductivity,  𝜀∞  and 𝜀0 are the limiting values (real) 

of 𝜀∗ at very high and very low frequencies, 𝜏𝐶𝐶0 is the relaxation time and 𝜔 is the 

angular frequency. The subscript CC is used to differentiate between the relaxation time 

used with two different models, the Cole-Cole model and the Pelton model. 

Equation (3.4) is the equivalent of equation (3.14) in terms of electrical conductivity. As 

explained in the previous section, the Debye model may explain the SIP spectra of a 
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porous medium consisting of identical grains. Some models consider the SIP spectra as 

a sum or product of a number of Debye relaxations.  

3.5.2 The Cole-Cole model 

Cole and Cole (1941) suggested modifications to the Debye model. They suggested the 

following empirical formula to describe the dielectric polarization. 

𝜀∗ = 𝜀∞ +
(𝜀0−𝜀∞)

[1+(𝑖𝜔𝜏𝐶𝐶0)
(1−𝛼)

]
      (3.15) 

 Equation (3.15) differs from equation (3.14) by an additional term (1 − 𝛼) appearing as 

the power of the term (𝑖𝜔𝜏𝐶𝐶). This is sometimes represented by c, commonly known 

Table 3.1: Models, equivalent circuits and complex resistivities proposed for SIP 

(in chronological order). From Dias (2000). 



47 

as the Cole-Cole exponent. The introduction of the term (1 − 𝛼) is mainly to account 

for the distribution of relaxation times. The Cole-Cole equation has been used to 

describe the complex electrical conductivity by substituting the complex dielectric 

constant with the complex electrical conductivity as follows (Tarasov and Titov, 2013) 

𝜎∗ = 𝜎∞ +
𝜎0−𝜎∞

1+(𝑖𝜔𝜏𝐶𝐶)𝑐
        (3.16) 

where 𝜎∗ is the complex electrical conductivity, 𝜎∞ and 𝜎0 are high frequency and low 

frequency values of electrical conductivity. Equation (3.16) can also be expressed as 

𝜎∗ = 𝜎0 {1 +
𝑀

1−𝑀
(1 −

1

1+(𝑖𝜔𝜏𝐶𝐶)𝑐
)}      (3.17) 

where 𝑀 is the chargeability given as 

𝑀 =
(𝜎∞−𝜎0)

𝜎∞
         (3.18) 

Table 3.1 continued. 
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It is common to express the SIP spectra in terms of complex resistivity and the Cole-Cole 

equation can also be written in terms of complex resistivity as follows 

𝜌∗ = 𝜌∞ +
𝜌0−𝜌∞

1+(𝑖𝜔𝜏𝑃𝑀)𝑐
        (3.19) 

where 𝜌∗ is the complex electrical resistivity, 𝜌∞, and 𝜌0 are the high frequency and low 

frequency values of electrical resistivity. Here the subscript 𝑃𝑀  stands for ‘Pelton 

Model’ Equation (3.17) which can also be expressed as  

𝜌∗ = 𝜌0 {1 − 𝑀 (1 −
1

(1+(𝑖𝜔𝜏0)𝑐)
)}      (3.20) 

where M is the chargeability given as  

𝑀 =
(𝜌0−𝜌∞)

𝜌0
         (3.21) 

Both equations (3.17) and (3.20) are used for fitting SIP spectra. But it should be noted 

that they are not equivalent (Tarasov and Titov, 2013).  This is highlighted by the use of 

two different subscripts for the relaxation time constant. Considering 𝜎∗ as the 

reciprocal of 𝜌∗ rewriting equation (3.20) leads to the following equation 

𝜎∗ = 𝜎0 {1 +
𝑀

1−𝑀
(1 −

1

1+(𝑖𝜔𝜏𝑃𝑀)𝑐(1−𝑀)
)}    (3.22) 

Equation (3.22) reduces to equation (3.17) if  

𝜏𝑃𝑀 =
𝜏𝐶𝐶

(1−𝑀)1/𝑐
       (3.23) 

As there are two forms of the Cole-Cole model, the hereafter the subscript 𝐶𝐶  or 𝑃𝑀 is 

used with the relaxation time constant to indicate this difference. 

3.5.3  The Pelton model 

The most successful application of the so called Cole-Cole phenomenological model was 

by Pelton et al. (1978). They assumed that the dispersive nature of the resistivity is 

similar to that of the dielectric dispersion as explained by equation (3.15). Hence the 

Cole-Cole equation can be used to describe the SIP spectra by replacing the dielectric 

permittivity terms with resistivity terms, and they arrived at equation (3.20) as explained 

in section 3.5.2. It should be noted that there is no theoretical support for the use of the 

Cole-Cole model in explaining the dispersion of resistivity/conductivity. Still Pelton et al. 

(1978) were successful in analysing the spectra of mineralized porous rock.  

3.5.4 The Cole-Davidson model or Generalised Cole-Cole model 

Cole-Cole models like equation (3.16) fail when there is a considerable dispersion at 

lower and higher frequencies. Davidson and Cole (1951) modified the original Cole-Cole 
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model, to account for these types of dispersion. If adopted like the Cole-Cole model the 

Cole-Davidson model can explain impedance spectra that are not fitted well with Cole-

Cole models.  A generalized model that can fit well on a wide range of experimental data 

suggested by Pelton et al., (1983) is  

𝜌(𝜔)
∗ = 𝜌0 [1 − 𝑀(1 −

1

(1+(𝑖𝜔𝜏𝑃𝑀𝐺𝐶𝐶)
𝑐
)
𝑎)]    (3.24) 

Equation (3.24) is called the generalized Cole-Cole model. In equation (3.24) when a=1 

it reduces to the Cole-Cole model. Again if c=1 then it becomes the Debye model. 

3.5.5 Cole-Cole model with multiple dispersion terms 

Further variations of Cole-Cole models, with more than one term for the relaxation 

process, have been successfully used for interpretation of measured data. In some 

models the resultant spectrum is considered as a product of the relaxation terms, while 

some consider it as the sum of the relaxation terms. Pelton et al. (1978) used the 

following equation with two relaxation terms to fit data with a higher frequency 

dispersion as shown in Figure 3.9 

𝑍(𝜔) = 𝑅0 {1 −
1

1+(𝑖𝜔𝜏𝑃𝑀1)
𝑐1} {

1

1+(𝑖𝜔𝜏𝑃𝑀2)
𝑐2}    (3.25) 

Where 𝑍(𝜔)  is the impedance 𝑅0 is the DC electrical resistance 𝜏𝑃𝑀1 and 𝑐1 are the 

relaxation time constant and Cole-Cole exponent for the relaxation taking place at the 

lower frequency while 𝜏𝑃𝑀2 and 𝑐2 are the same for the relaxation at higher frequency. 

Kemna (2000) used a modified form of the Cole-Cole equation. He considered that the 

SIP spectra may consist of one or more Cole-Cole dispersion terms. These additional 

terms can be SIP responses with multiple Cole-Cole relaxations, or can represent 

electromagnetic coupling terms 

𝜌(𝜔)
∗ = 𝜌0 [1 − ∑ 𝑀𝑙

𝐿
𝑙=1  (1 −

1

1+(𝑖𝜔𝜏𝑃𝑀𝑙)
𝑐𝑙
)]    (3.26) 

where  𝜌(𝜔)
∗  is complex resistivity 𝜌0 is DC resistivity, 𝑀𝑙  is chargeability, 𝜏𝑃𝑀𝑙 is Cole-

Cole relaxation time constant 𝑐𝑙 is the Cole-Cole exponent and 𝑙 is the number of Cole-

Cole relaxations. 
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3.5.6 The Generalised Cole-Cole model with high-frequency capacitive 

element 

Kruschwitz et al., (2010) suggest that the high frequency dispersion can be very well 

fitted by adding a high-frequency capacitive element 𝜀∞  in parallel with the generalized 

Cole-Cole relaxation model. They used the following equation 

𝜎(𝜔)
∗ =

𝜎0

1−𝑚

(

 
 
1−(

1

(1+𝑖𝜔(𝜏𝑃𝑀𝐺𝐶𝐶
)
𝑐
)
𝑎)

)

 
 

+ 𝑖𝜔𝜀∞    (3.27) 

3.5.7 The Debye decomposition model. 

The fundamental mechanism of polarization of charges, whether it is in the Stern layer 

or in the diffuse layer, is described in terms of the Debye relaxation as described by 

equation (3.14). The presence of a range of such relaxation times may be a function of 

Figure 3.9: Phase angle spectra fitted with a Cole-Cole model that has two 

relaxation terms (Pelton et al., 1978).  
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the variation in grain size and/or the fractal nature of the rough surface of grains that 

necessitates the use of a Cole-Cole model for the description of low frequency 

impedance spectra. So it can be argued that the resultant spectrum is a superposition 

of a large number of Debye relaxations. The Debye decomposition model was put 

forward by Nordsiek and Weller (2008). They consider both the spectra of resistivity 

amplitude and phase as a superposition of a number of different Debye spectra. These 

spectra are each characterised by a specific chargeability 𝑀𝑘 and relaxation time 𝜏𝑃𝑀𝑘; 

considering that the Debye formula represents the frequency analogue of an 

exponential decay function in the time domain. According to Nordsiek and Weller (2008) 

the frequency dependant impedance spectrum is described by the equation 

𝑍(𝜔) = 𝑅0 (1 − ∑ 𝑀𝑘
𝑛
𝑘=1 (1 −

1

1+𝑖𝜔𝜏𝑃𝑀𝑘
))    (3.28) 

The 𝑛 pairs of relaxation time 𝜏𝑃𝑀𝑘 and chargeability  𝑀𝑘, and the value of DC resistance 

𝑅0 ,are the resulting parameters of this model. The DC resistance 𝑅0 is approximated by 

extrapolating the impedance amplitude to lower frequencies. In an additional step, after 

the determination of all other parameters, the value of 𝑅0 is adjusted using only the 

amplitude spectrum. In order to determine the parameters of this model, the 

impedance is normalized and then separated into real and imaginary parts and 

expressed in a matrix form. This over determined system of linear equations is solved 

under the constraint that no negative chargeability value 𝑀𝑘 is allowed. This can be 

easily implemented in MATLAB using the “lsqnonneg” function. 

The result of Debye-decomposition analysis is expressed in terms of the following four 

integrating parameters 

(1) The total chargeability ∑𝑀 which sums up all chargeability values 𝑀𝑘 determined as 

solution from the system of linear equations 

(2) The mean relaxation time 𝜏𝑃𝑀തതതതത describes the logarithmic average value of the 

relaxation times weighed by their chargeability. It is calculated using the formula 

𝜏𝑃𝑀തതതതത = 𝑒𝑥𝑝 (
∑ 𝑀𝑘𝑘 𝑙𝑛𝜏𝑃𝑀𝑘

∑ 𝑀𝑘𝑘
)      (3.29) 

(3) Now use a non-uniformity parameter 𝑈𝜏𝑃𝑀  defined in analogy to the degree of 

nonuniformity of a grain-size distribution curve and is calculated using the formula 

𝑈𝜏𝑃𝑀 =
𝜏𝑃𝑀60

𝜏𝑃𝑀10
        (3.30) 
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Expressions 𝜏𝑃𝑀10 and 𝜏𝑃𝑀60 mark those relaxation times whereby in a cumulative 

curve 10% and 60% of the total chargeability is reached. The parameter 𝑈𝜏𝑃𝑀  

characterises the width of the relaxation time distribution which reflects the different 

scale lengths of structures involved in the relaxation process. 

3.6 Conclusion 

This chapter explains five main mechanisms that give rise to the SIP response and 

various models used to explain the observed SIP spectra. Among these five mechanisms 

the predominant mechanism depends on the nature of the porous medium. The 

mechanistic approach by Revil and Florsch (2010) is able to give an explanation of why 

the Cole-Cole model is able to fit the observed SIP spectra and also tries to relate the 

distribution of relaxation times to the distribution of grain sizes in the medium. The 

presence and ability of various SIP spectra models is an indication of the complexity of 

the phenomenon of Spectral Induced Polarization. There is no single model yet that is 

able to completely explain the SIP spectra. 
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4. Instrumentation and Experimental Setup 

4.1. Introduction 

This chapter gives the details of the instrumentation, experimental setup, and the 

procedures adopted for sample preparation and measurement of hydraulic 

conductivity, porosity, formation factor and pore fluid electrical conductivity. The details 

include the working and the design of the custom made impedance spectrometer, the 

setup of the permeameter used to measure hydraulic conductivity, and the sample 

holder design. Good quality SIP measurements demand taking care of a number of 

issues. Kemna et al., (2012) identify some of the issues involved in the study of 

unconsolidated sediments using SIP and suggest the best practices. Both the procedure 

for the measurements and the experimental set up used in this work continued to evolve 

throughout the project. Excellent quality, reproducible measurements of 

unconsolidated sediments are now possible. 

4.2. Operation and construction of the impedance spectrometer 

The SIP measurements on unconsolidated sediments involve measuring the impedance 

at a number of frequencies between 1mHz and 1kHz. The impedance is measured in the 

form of the modulus of impedance and phase. For further interpretation the measured 

impedance can be expressed either in terms of complex resistivity or complex 

conductivity. The impedance measurements were carried out using a custom made 

impedance spectrometer. The impedance spectrometer was originally developed for in-

situ measurements of sea ice (Ingham et al., 2012). Figure 4.1 shows the block diagram 

and Figure 4.2 a photograph of the impedance spectrometer. 

Some major changes were carried out to make the original instrument suitable for SIP 

measurements. They were: (1) Changing the signal generator to achieve low frequency 

sine wave signals; (2) Changes to the method of signal analysis to increase the accuracy 

of phase measurements; and, (3) Changes to the user interface and a number of other 

requirements like DC resistivity measurement and temperature measurement of the 

sample. This continued improvement of the software made the measurements more 

accurate and the software easier to use. The impedance spectrometer consists of a data 

acquisition device, a microcontroller, sine-wave generator, amplifier, electrode 
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selection multiplexers, current control relays, electrodes, and the PC with control 

software. These are explained in detail below. 

 

 

Figure 4.1: Block diagram of the impedance spectrometer used for SIP 

measurements. See text for definition of symbols. 
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4.2.1 The data acquisition device – NI-USB-6009. 

The data acquisition (DAQ) device, NI-USB-6009 from National Instruments, plays a 

major role in the functioning of the impedance spectrometer. The DAQ device serves 

two functions: (1) It acts as the intermediary for all the communications between the PC 

and the microcontroller on board the impedance spectrometer; (2) It records voltage 

signals across the sample under study and across the reference resistance which are 

then used to determine the impedance. The DAQ device used in the impedance 

spectrometer is an NI-USB-6009.  

The NI-USB-6009 is a low cost multifunction DAQ device ideal for data logging 

operations. It has 8 analog input channels with 13/14 bit resolution for single ended and 

differential inputs respectively. The maximum sampling rate is 48,000 Samples/s (S/s). 

This maximum sampling rate is divided among channels that are in use at any instant. 

This means that the maximum sampling rate of each channel will be 48k S/s divided by 

number of channels being used. They can be used as maximum of 8 single ended inputs 

or 4 differential inputs or a combination of single ended and differential inputs. The 

input voltage range for single ended operations is ±10V. For differential input operation 

the input voltage ranges are ±20V, ±10V, ±5V, ±4V, ±2.5V, ±2V, ±1.25V and ±1V. The 

Figure 4.2: Impedance spectrometer used for SIP measurements.  
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DAQ comes with ready to run data logging software and NI-DAQmx Base measurement 

services driver software for programming the device in LabVIEW or C. 

4.2.2. The microcontroller – ATTiny84. 

The various units like the DDS sine-wave generator, current control relays and 

multiplexers are controlled using the on board microcontroller ATTiny84, from Atmel 

Corporation. Communication between the microcontroller and the controlling software 

is established through the digital outputs of the NI-USB-6009. These communications 

include the signals for selecting the desired current and the correct combination of 

potential and current electrodes. 

4.2.3. The signal generators. 

The signal used in the measurement of impedance is a sine wave. The original 

impedance meter was designed to generate 13 discrete frequencies between 10 Hz and 

100 kHz, which covered the range of frequencies of interest in the case of sea ice studies. 

For good quality spectra of unconsolidated samples the required frequency range is 1 

mHz to 1 kHz with at least 10 logarithmically separated frequencies per decade. This 

necessitated finding a suitable replacement for the sine wave generator. During the 

course of this project two different sources were used for generating the sine wave. 

4.2.3.1 The Tektronix AFG 3102  

The low frequency signals were first achieved using a Tektronix AFG 3102 signal 

generator. The availability of a USB interface made the interfacing of the generator 

straightforward. Necessary changes were made to the software to control the Tektronix 

generator through the USB interface. The updated software enables the selection of any 

frequency between 1 Hz to 100 MHz with a resolution of 1 Hz. It is also possible to 

select either a sine wave or a square wave. The 1 Hz resolution of the signal generator 

is very helpful in optimizing the number of frequencies per decade for the complex 

resistivity spectrum. Figure 4.3 shows the Tektronix AFG 3102 function generator. 

4.2.3.2 The custom made signal generator with direct digital synthesizer 

At a later time during the project a new custom made sine wave generator was 

introduced.  The main reason for this was that the bulky Tektronix AFG 3102 is 
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inconvenient for field measurements. It also consumes a large amount of power which 

is not a desirable feature when day-long field measurements are made in a remote area 

using battery power. A direct digital synthesizer (DDS) based sine wave generator is very 

compact and could be easily fixed inside the existing chassis of the impedance 

spectrometer. The power consumption of this new generator is about 1W while that of 

the Tektronix AFG 3102 is 35W. However, the resolution of this new signal generator is 

1.164 mHz and the upper limit is 5 MHz, which has the effect of reducing the number of 

possible frequencies in the decade 1 mHz to 10 mHz from 10 to 7. As the compactness 

of soil in locations where field measurements are generally made means that the range 

of frequencies at which relaxation occurs is much higher, this is unlikely to be a 

significant impediment. It does not affect the measured complex spectrum and the 

overall accuracy of the SIP parameters. However, the Tektronix AFG 3102 was used for 

all the laboratory measurements as it has better resolution, and neither size nor power 

consumption is an impediment for laboratory measurements.  

The heart of the new signal generator is the AD9851 Direct Digital Synthesizer from 

Analog Devices. When referenced to an accurate clock source, the AD9851 generates a 

stable frequency and phase programmable digitized analog output sine wave. The 

frequency of the output from the DDS synthesiser is controlled by a 32-bit frequency 

Figure 4.3: Tektronix AFG 3102 used initially for generating low frequency signals. 
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‘tuning-word’. The relationship between the output frequency, system clock, and the 

‘tuning-word’ of the AD9851 is determined by the expression: 

𝑓𝑜𝑢𝑡 =
(∆𝑃ℎ𝑎𝑠𝑒 𝑋 𝑆𝑦𝑠𝑡𝑒𝑚 𝐶𝑙𝑜𝑐𝑘)

232
        (4.1) 

where 

∆𝑃ℎ𝑎𝑠𝑒 = decimal value of 32-bit frequency tuning word. 

𝑆𝑦𝑠𝑡𝑒𝑚 𝐶𝑙𝑜𝑐𝑘 = direct input reference clock (in MHz)  

𝑓𝑜𝑢𝑡 = frequency of the output signal in MHz. 

4.2.4  The operational amplifier 

The sine wave signal generated by the Direct Digital Synthesizer is amplified in the next 

stage. The amplification is performed using an OPA827 JFET operational amplifier. After 

the amplification stage the resulting signal is 12Vpp and can deliver up to a maximum of 

20mApp.   

4.2.5 Electrode selection multiplexers 

A number of multiplexers are used to select the required pair of current and potential 

electrodes from among the available 21 pairs of electrodes. The multiplexor is the 16-

Ch/Dual 8-Ch CMOS Analog Multiplexer DG406.  This is a 16 channel single-ended analog 

multiplexer designed to connect one of sixteen inputs to a common output as 

determined by a 4-bit binary address.  

The combination of four multiplexers in the impedance spectrometer has the ability to 

connect 21 different pairs of electrodes. Any two of these 21 electrode pairs can be 

selected as a current or potential electrodes. The purpose of the multiplexer was to 

automatically scan through an array of electrodes for measurements on sea ice. This is 

not a required feature for SIP measurements for this project, but the multiplexers do 

give the impedance meter the ability to make measurements for complex resistivity 

tomography.  

4.2.6  Current control relays 

The microcontroller drives a number of relays to change the current through the sample 

holder. The available options of currents are 20mApp, 10mApp, 5mApp, 2mApp, 1mApp, 

500µApp, 200µApp and 100µApp. The ability to change the current is important for two 
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reasons. The first is to obtain a sufficiently high voltage signal, which is necessary to 

maintain the phase resolution. This is particularly true in the case of a sample with low 

impedance. The second reason is that the current has to be sufficiently low in the case 

of high impedance samples as the maximum available voltage of the signal is only 12Vpp. 

This is a crucial feature because during salinity dependency the impedance of the 

samples varies from a few ohms to more than 105 Ω studies where the electrical 

conductivity varies from 5Scm-1 to 1000Scm-1 or more.  

4.2.7  The electrodes 

The potential electrodes are rings made of stainless steel. The current electrodes are 

either 15µm stainless steel mesh or 50µm brass mesh. Electrodes are explained in detail 

in section 4.5.1. 

4.2.8  PC with interface software. 

The measurements using the impedance spectrometer are controlled from the PC using 

custom made interface software. The software is developed in LabVIEW. A screen shot 

of the interface software is shown in Figure 4.4. The software provides an option to load 

a frequency configuration file that contains the values of frequencies at which the 

impedance is to be measured, and the sampling rate and number of samples for each of 

these frequencies. Depending on the resistance of the sample, there is an upper limit 

for the current that the impedance spectrometer can drive through the sample. Table 

4.1 gives the maximum value of sample resistance corresponding to the 8 different 

currents available. The main factor that determines the resistance of the sample is the 

pore water electrical conductivity. If the impedance spectrometer cannot drive the 

selected current, then it will display a message of overload. Once an overload is 

detected, it either automatically steps down to the next current, or waits for the user to 

manually change the current; depending upon which option was selected by the user. 

After measurement at each frequency the software analyses the signal and displays the 

detected frequency of the signal, and the impedance in amplitude and phase form. A 

graph of the voltages across the reference resistor and the sample is provided. There is 

an option to save the raw signals for further analysis later. With an additional NI-USB-
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6009 and thermocouple the temperature of sample can be recorded for monitoring 

purposes. 

4.3 Measurement of DC resistance 

The electrical formation factor of the sample is calculated from the DC resistance of the 

sample measured at different values of pore water electrical conductivity. The DC 

resistivity measurements use a square wave instead of the sine wave that is used for the 

SIP spectra measurements. This change from sine wave to square wave is easy as the 

Tektronix AFG 3102 also generates square waves. The electrical conductivity of pore 

water used for DC resistivity measurements is in the range of 20µScm-1 to 500µScm-1. 

The IP effect exhibited by the samples increases with decrease in electrical conductivity; 

hence a square wave of sufficiently long period has to be used. Figure 4.5 shows the IP 

Figure 4.4: A screen shot of the front panel of the LabVIEW control software 
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effect displayed by a sand sample. This IP effect, which is significant at low electrical 

conductivities of pore water, necessitates the use of a sufficiently long period of the 

square wave; otherwise it may lead to the underestimation of DC resistivity.  The time 

period of the square wave used to determine the DC resistivity is 128 s.  

4.4 Measurement of impedance 

Like any other SIP device, the custom built impedance spectrometer also measures the 

complex resistivity as two parts. The first part is the modulus or amplitude of the 

Figure 4.5: Typical IP effect displayed by a sand sample. 

Current 

in mApp

Maximum 

resistance of 

the sample in Ω

20 100

10 200

5 400

2 1000

1 2000

0.5 4000

0.2 10000

0.1 20000

Table 4.1: Values of current that can be selected in the impedance spectrometer 

(Peak to peak) and the corresponding maximum value of load resistance. 
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impedance, and the second part is the phase difference between the applied current 

signal and the measured voltage between the potential electrodes. In order to measure 

the actual current supplied, the voltage across a reference resistor in series with the 

sample is measured. 

The modulus of impedance is given by 

|𝑍| =
∆𝑉𝑃.𝐸.

∆𝑉𝑟𝑒𝑓
 𝑅𝑟𝑒𝑓       (4.2)  

where |𝑍| is the modulus of the impedance, ∆𝑉𝑃.𝐸. and ∆𝑉𝑟𝑒𝑓 are respectively the 

voltage between the potential electrode and the voltage across the reference resistor 

respectively and 𝑅𝑟𝑒𝑓 is the value of standard resistance which is connected in series 

with the sample as shown in Figure 4.1. 

The DC resistance and impedance are determined by the analysis of the digitized voltage 

waveforms across the potential electrode and the reference resistor. The digitization of 

the voltage signals is performed by the Data Acquisition (DAQ) device NI-USB-6009. All 

DAQ devices digitize an analogue signal by measuring the signal with a certain 

frequency. The average number of samples measured per second is called the sampling 

rate or sampling frequency (fs). The digital to analogue conversion is done by the 

analogue-to-digital converters (ADC). The NI-USB-6009 has only one ADC and hence it is 

not a simultaneous sampling device. This means that it records the two voltage signals 

alternately, with a time delay dependent on the sampling rate or frequency of sampling. 

This alternation between the two channels that are connected to the voltage sources 

gives rise to an additional phase difference between the two recorded signals. This 

introduced phase difference depends on the sampling frequency. It is negligible at 

higher frequencies but becomes significant at low frequencies. This added phase 

difference caused by the non-simultaneous sampling of the voltage signals is corrected 

using a mathematical function implemented in the LabVIEW program. There a number 

of factors that affect the accuracy of the final SIP parameters estimated from the 

digitized voltage signals. These are discussed below 
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4.4.1 Number of frequencies in the SIP spectra. 

SIP parameters are estimated by fitting the measured spectra to the Cole-Cole model. 

In Cole-Cole modelling the accuracy of the estimates depends to some extent on the 

number of frequencies at which the spectra are recorded. Usually the frequencies are 

selected such that they are equally spaced in the logarithmic scale, so there can be 5, 10 

or 20 frequencies per decade. In this project measurements were made using the 

Tektronix AFG 3102 at ten logarithmically equally spaced frequencies per decade; with 

the frequency range of measurements covering six decades i.e. 1mHz-1kHz. This means 

that the complex conductivity was measured at 61 different frequencies for most the 

measurements. Although increasing the number of frequencies at which measurements 

are made increases the accuracy of estimation of the SIP parameters, increasing the 

number of frequencies also increases the time required for completion of recording one 

complete spectrum. This is very significant as it is the frequencies below 1Hz that are 

critical to this study. It is found that ten logarithmically equally spaced frequencies give 

a good compromise between accuracy and overall time. Table 4.2 gives the details of 

time duration for one set of measurement for a number of different frequencies in a 

decade. 

4.4.2 The frequency of sampling and the number of samples. 

 The amplitude and phase of the impedance is calculated using LabVIEW VIs. The 

abbreviation VI stands for Virtual Instrument, a term used in LabVIEW to refer to a 

program or function that does a specific task. The sampling rate or frequency of 

1 Cycle 2 Cycles 3 Cycles

5 1 2 3

10 1.5 3 4.5

20 2.7 5.4 8.1

Number of 

frequencies 

per decade

Duration of Sampling in 

hours

Table 4.2: The time taken for one complete set of measurement for three different 

numbers of frequencies per decade and three different durations of sample 

collection expressed in terms of the cycle of the respective frequencies 
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sampling (𝑓𝑠) and the number of samples collected (𝑁𝑠 ) affects the resolution of phase 

measurement. The resolution of the phase increases with increase in the values of 𝑓𝑠 

and 𝑁𝑠; but both these values are limited by the capability the DAQ device. Appendix 1 

gives the values of 𝑓𝑠 that were found to be optimum for measurements with NI-USB-

6009 when used with the custom made impedance spectrometer. The maximum 

possible value of 𝑓𝑠 with the NI-USB-6009 when two channels are being used is 24,000 

samples per second (S/s). As the highest frequency at which the impedance is measured 

is only 1000 Hz at each frequency a maximum sampling rate of 24,000 S/s is much 

greater than the Nyquist rate. The Nyquist rate is the minimum sampling frequency 

required to avoid aliasing. The sampling frequencies listed in Appendix 1 give excellent 

phase resolution.  

The phase resolution also improves with the duration of sample collection. For a given 

sampling rate, the duration of sample collection is determined by the number of samples 

collected (Ns). As the number of samples is increased at a given sampling rate the time 

required for the completion of measurement also increases. This means that there is a 

trade off between the phase resolution and the time taken to complete a set of SIP 

measurements. 

Table 4.2 gives the time taken for measurements for different durations of sample 

collection, expressed in terms of the number of cycles. The number of samples collected 

is chosen based on two criteria; first, they are a power of 2; and, secondly the total time 

for collection of all these samples is equal to an integral multiple of the time period of 

the frequency at which the measurements are made. In other words, the samples are 

collected for an integral number of cycles. This makes sense as the estimation of phase 

is done by a Fast Fourier Transform. 

4.4.3 Testing of the impedance spectrometer with an RC circuit. 

An easy way to check the accuracy and resolution of the impedance spectrometer is to 

measure the impedance of an RC circuit. Figure 4.6 shows the diagram of the RC circuit 

used for the testing of the impedance spectrometer. Figures 4.7, 4.8 and 4.9 show the 

comparison between the theoretically predicted phase values of the RC circuit and the 

measured values of phase. The measurements were made for different number of 

samples as explained. It can be noted that there is slight deviation from theoretical 
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values at very low frequencies when the duration of collection is only one cycle. The 

mismatch between the calculated and measured phase close to 1 kHz is due to 

instrumentation related effects. 

 

 

R1 =990 Ω R2 = 2200 Ω 

C = 100 µF 

Figure 4.6: Circuit diagram of the RC circuit used to check measurement of phase 

by the impedance spectrometer. 
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Figure 4.7: Calculated and measured phase for the circuit in Figure 4.6 for 

measurements made over 1 cylce at each frequency. 
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Figure 4.8: Calculated and measured phase for the circuit in Figure 4.6 for 

measurements made over 2 cycles at each frequency. 
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Figure 4.9: Calculated and measured phase for the circuit in Figure 4.6 for 

measurements made over 3 cycles at each frequency. 
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4.4.4 Testing of the impedance spectrometer with water of various 

electrical conductivities. 

The impedance of water depends on its electrical conductivity. As the electrical 

conductivity decreases the phase of the impedance of water increases (Lasne et al., 

2008). Figure 4.10 shows the phase vs frequency plot of water at different electrical 

conductivities. Measurements were made at six different electrical conductivities in the 

range of 5 µScm-1 to 1000 µScm-1. The very small phases measured at low frequencies 

are an indication that there are no significant electrode polarization effects resulting 

from the use of stainless steel potential electrodes.  

4.4.5 Measurements on low polarizing sand 

Measurements on pure silica sand which has a very low polarizability are shown in Figure 

4.11. This further confirms that spurious phase effects, resulting for example from 

electrode polarization, are minimal over the range of 1mHz to 1Hz. 
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Figure 4.10: Measurements of phase made on water samples of different 

conductivities (in S.cm-1). 



68 

4.5 Hydraulic conductivity measurements. 

Hydraulic conductivity, measured in ms-1, represents the ease with which water flows 

through a porous medium such as soil or rock. This ability of a porous material to allow 

water flow can also be expressed in terms of permeability. Permeability is an intrinsic 

property of the material from which the rate of flow of any fluid can be calculated from 

the knowledge of the dynamic viscosity and density of the fluid. The relationship 

between hydraulic conductivity and permeability is given below 

𝑘 = 𝐾
𝜇

𝜌𝑔
        (4.3) 

where 

𝑘 is the permeability in m2, 𝐾 is the hydraulic conductivity in ms-1, 𝜇 is the dynamic 

viscosity of the fluid in kgm-1s-1, 𝜌 is the density of the fluid in kgm-3, and 𝑔 is the 

acceleration due to gravity in ms-2.  

While permeability is an intrinsic quantity the hydraulic conductivity is not, as it depends 

on the density and viscosity which in turn depend on the temperature, pressure and the 

nature and concentration of solutes in water. From equation (4.3) it can be seen that for 
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Figure: 4.11: SIP phase measurements made on pure silica sand 
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a given fluid the permeability and hydraulic conductivity are directly proportional.  The 

success of efforts to find a link between SIP and hydraulic conductivity depends on the 

accuracy with which the SIP parameters and the hydraulic conductivity are measured. 

There are two potential laboratory methods for determination of hydraulic conductivity. 

The first is called the constant head method and the second is the falling head method. 

The choice of method depends on the hydraulic conductivity of the material. The falling 

head method is generally applicable for materials with hydraulic conductivities ranging 

from 10-9 to 10-5 ms-1, while the constant head method is generally applicable to 

materials with hydraulic conductivity ranging from 10-5 to 10-3 ms-1 (Nielsen, 1991). The 

hydraulic conductivity of all the samples dealt with during this project is between 10-5 

to 10-3 ms-1 hence the constant head method was used throughout. 

4.5.1 The permeameter 

The permeameter consists of a cylindrical column with inlet and outlet for entry and exit 

of water. The water flows through the cylindrical column from the high pressure region 

to the low pressure region. The sample holder design enables it to also be used as the 

cylindrical column for the permeameter (Figures 4.12 and 4.13). The set up to measure 

hydraulic conductivity consists of a specially designed wooden ‘stand’ as shown in the 

Figure 4.12. On top of the stand a large funnel is fixed.  This funnel is provided with an 

overflow. Water is continuously poured into the funnel from a large tank that is kept 

above the funnel. The funnel and overflow act as the constant pressure head for the 

permeameter. The sample holder is mounted on the wooden stand with the help of two 

wooden holders. It is possible to move the sample holder along the wooden stand so 

that it can be fixed at any point on the wooden stand. This allows a variation of pressure 

head to be applied to the sample. The hydraulic conductivity is calculated using Darcy’s 

law as follows. 

𝐾 =
𝑄𝐿

𝐴𝐻
         (4.4) 

Where 𝐾 is the hydraulic conductivity in ms-1, 𝑄 is the volume of water collected in unit 

time in m3s-1, 𝐴 is the cross-sectional area of the sample perpendicular to the flow 

direction in m2,and 𝐻 is the hydraulic head difference between the ends of the sample 

in m. 
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For Darcy’s law to be valid, certain conditions have to be met. One of the conditions is 

that the fluid has to be in laminar flow (Bear, 1972). Hence, very high water flow speeds 

are not desirable for hydraulic conductivity estimation. To avoid any unwanted effects 

which may invalidate the use of Darcy’s law, the pressure head is varied according to 

the hydraulic conductivity of the sample. 

Figure 4.12: The set up for of hydraulic conductivity measurement. 
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A stopwatch is used to measure the time for which water is collected and the mass of 

the water collected is determined with an electronic scale. Hence 

 𝑄 =
𝑉

𝑡
=

𝑚

𝜌𝑡
          (4.5) 

where 𝑚 is the mass of water collected during an interval of 𝑡 and 𝜌 is the density of 

water. 

The water used for the hydraulic conductivity measurement was distilled and the 

electrical conductivity was carefully controlled by adding table salt. The water that flows 

out of the outlet of the permeameter is re-used for maintaining the constant water 

supply as the capacity of the water tank is only 20 litre.It is not viable o obtain a 

continuous supply of distilled water. Before re-use the water was filtered using a 50 m 

filter to remove any sediment which might settle on the current electrode. It was found 

in some early measurements that some biological mass (most probably algae) did settle 

on the current electrode and tended to cause a successively reducing value of hydraulic 

conductivity. The electrical conductivity also was checked and corrected before the 

water was re-used. 

4.6. The sample holder 

When a sample holder is filled with an unconsolidated material like sand, the sand forms 

a certain structure inside the sample holder. This structure controls the quantities like 

porosity, formation factor, pore size, hydraulic conductivity; and therefore also the Cole-

Cole relaxation time constant derived from an SIP spectrum and used to predict the 

hydraulic conductivity. This structure is influenced by the method adopted for filling the 

sample holder, and there is a degree of uncertainty with which the structure can be 

replicated for successive tests. Any transfer from one sample holder to another, or even 

movement of the sample in the sample holder itself, can change the structure of the 

porous medium. Therefore hydraulic conductivity, formation factor and SIP 

measurements were carried one after the other without changing sample holders or 

disturbing the sample. The materials used in constructing the sample holder were easily 

available materials like PVC pipe and fitting parts that are commonly used in plumbing; 

such as a straight couplers and end caps. No metal parts were used except for the 

electrodes as they can influence the SIP spectra. 
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4.6.1 The current and potential electrodes 

The low polarization of the samples demands the use of a four-electrode method for the 

measurement of impedance (Kemna et al., 2012). The phase component of a typical SIP 

response is of the order, at most, a few tens of milli-radians; hence, it is important to 
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50 m brass mesh 

current electrode 

Water inlet for 

hydraulic property 

measurement 

Water outlet 

Removable end cap 

Sample Impedance 
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and data 
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Figure 4.13: Schematic of the sample holder and measurement system used for 

SIP measurements. 
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minimize all other factors than can affect the impedance. In the case of laboratory 

measurements, the factor that is most likely to affect the impedance measurement is 

electrode polarization; discussed in section 3.2.1. One solution to avoid electrode 

polarization is the use of non-polarizing electrodes. Various types of non-polarizing 

electrodes are used for SIP measurements including water electrodes. Such non- 

polarizing electrodes have the disadvantage that they make contact with only one point 

in the sample. For impedance spectrometers with high input impedances, non-polarizing 

electrodes are not a strict requirement (Kemna et al., 2012). Stainless steel is a 

commonly used electrode material both in the laboratory and field measurements. 

Other metals like copper, and alloys like brass and bronze, can also be used. The metal 

electrode can be a ring electrode or a point electrode. One solution to reduce electrode 

polarization in potential electrodes is to remove the metal potential electrode from the 

current path by placing it in contact with the sample at the edge of the current flow 

(Vineagar and Waxman, 1984). This can be achieved by using ring electrodes as 

illustrated in Figure 4.13. 

4.6.2 Construction of the sample holder 

During this project a number of sample holders were tried and one with the following 

dimensions was finally selected. However, some of the earlier measurements were 

made with sample holders with slightly different dimensions. The sample holder is made 

up of a PVC pipe of radius 0.038 m and a total length of 0.3m. The size of the sample 

holder was finalized by considering the fact that a larger sample holder would require a 

larger quantity of sample and also may lead to inhomogeneous packing (Kemna et al., 

2012). Figure 4.13 shows a schematic of the sample holder.  For hydraulic conductivity 

measurements the sample holder is mounted on the stand in such a way that after 

hydraulic conductivity and formation factor measurements it can be removed from the 

stand without disturbing the sand inside the sample holder. The design of the stand and 

the sample holder is such that there is no scope of losing water from the sample holder 

at any point during the measurements.  

The main parts of the sample holder are: (1) the three PVC pipe pieces which are of 

length 100 mm and inner radius 38 mm each as shown in Figure 4.14; (2) two straight 

connectors with the potential electrodes fitted in them; and (3) two end caps with the 

current electrodes inserted in them. The last two components are assembled separately 
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and then all three parts are put together to complete the construction of the sample 

holder. 

Figure 4.15(a) shows the rings used as the potential electrodes. They are made of 316 

grade stainless steel rod of diameter 1mm. The diameter of the ring is such that it fits 

tightly inside the straight connector. The ring is provided with an extension which passes 

through a hole in the straight connector. This is used to make electrical connections to 

the potential electrode. Figure 15(b) shows the potential electrodes fitted inside the 

straight connector.  

Figure 4.14: PVC pipes used in construction of the sample holder. 

Figure 4.15: (a) Stainless steel rings used as potential electrodes; (b) after 

insertion into PVC pipes. 

a b 
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Figures 4.16(a) and (b) respectively show the front and the side view of the end cap 

prepared to fix the current electrode. A hose tail is fixed at the centre of the end cap for 

connecting water inlet/outlet pipes. The end cap has a small hole through which a brass 

rod soldered onto the current electrode can pass through for making electrical 

connections. 

Figure 4.17 shows the current electrode. It is made by soldering 50 micron brass mesh 

onto a ring made of brass rod of diameter 1.6mm. A short brass rod is soldered onto the 

brass ring perpendicular to the plane of the brass mesh for making electrical 

connections. 

Figure 4.16: End (a) and side (b) views of the end caps into which the current 

electrodes are inserted. 

a b 

Figure 4.17: A mesh current electrode. 
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The current electrode is then inserted into the end cap. Figures 4.18(a) and (b) 

respectively show the front and side view of the end cap with the current electrode in 

place. 

Figure 4.18: End (a) and side (b) views of the end caps after insertion of the 

current electrode. 

a b 

Figure 4.19: PVC pipe and straight connector joined together so that the ring 

potential electrode sits in the groove between them. 
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At this stage the three components are ready to be joined together. First the two straight 

connectors are fitted on the two ends of the one of the three PVC pipes. Note that when 

the straight connector is connected to the PVC pipe the ring electrode sits inside the 

groove formed between the PVC pipe and the straight connector as shown in Figure 

4.19. As the potential electrodes are situated inside the groves, they do not enter the 

path of current flowing in the sample. This reduces any electrode polarization effects.  

Figure 4.20 shows the sample holder after both straight connectors, with potential 

electrodes, inserted in the PVC pipe. The remaining two pipes are connected as shown 

in figure 4.21, and in the last stage the sample holder is closed at both ends with the end 

caps into which the current electrodes are attached. The end cap at one end of the 

sample holder is sealed with a sealant while the other end can be conveniently opened 

Figure 4.21: The connected straight pieces with the potential electrodes in place. 

Figure 4.20: Sample holder with potential electrodes in place. 



78 

and closed. After filling with the sample the end cap is sealed using hot melt glue. The 

completed sample holder is shown in Figure 4.22. 

 

  

Figure 4.22: The completed sample holder. 
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4.7 Sample preparation and packing 

Samples were collected from five different locations in the lower North Island. Most 

measurements were made on sand collected from the beds of the Hutt and Rangitikei 

Rivers. Other sources of samples were Waitarere Beach, and the Koputaroa sand dunes. 

Figure 4.23 shows the locations of sample collection.  

The sample collected is first cleaned of biomass. This is to prevent blocking of the current 

electrode mesh. The sample is then repeatedly washed in tap water. Exceptional care is 

taken while washing to avoid losing the finer grains. Beach sand requires a more 

thorough washing compared to river sand as it contains salt. The washed sand is dried 

in an oven at 110C for two hours. Samples used in the study of variation of hydraulic 

conductivity with grain size are prepared by sieving the natural sample into different 

fractions. The sizes of the sieve meshes used differ successively by 0.25ϕ as defined by 

the Krumbein Phi (ϕ) scale (Krumbein and Aberdeen, 1937). The Krumbein Phi scale is a 

logarithmic scale computed by the expression 

φ = 𝑙𝑜𝑔2 (
𝐷

𝐷0
)        (4.6) 

where 𝜑 is the Krumbein Phi, 𝐷 is the diameter of the particle, and 𝐷0 is a reference 

diameter equal to 1mm. Table 4.3 gives the size of the sieves used in Krumbein Phi scale 

and the range of diameters of sand collected on each of the meshes. 

Sample packing is one of the biggest challenges in laboratory SIP measurements. There 

is a suggestion that the SIP effect is governed by the pore/pore throat size rather than 

by the grain size (Revil et al., 2012). Obviously the pore/pore throat size will depend on 

the method of sample packing; for example, if the sand was packed wet or dry, or it was 

compacted by some means etc. Hence the sample preparation method can have a 

significant impact on the resulting SIP spectrum. Figure 4.24 from (Kemna et al., 2012) 

demonstrates the effect on SIP spectra resulting from changes in packing and saturation. 

Even though sample preparation is critical, it appears to have been largely ignored in the 

literature. Reproducible measurements are necessary to compare results, especially of 

different working groups and experimenters, and to find universally valid statements for 

unconsolidated sediments.  

 



80 

 

Figure 4.23: Locations from where samples were collected. (1) Rangitikei 

River. (2) Waiterere beach. (3) Hutt River 

(http://newzealandatitsbest.com/node/55). 
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Although this is an essential issue of laboratory IP-measurements (Kemna et al., 2012) ; 

(Slater and Glaser, 2003), studies concerning the influence of the preparation method 

are sparse (Bairlein et al., 2014). The reproducibility of SIP measurements of sand posed 

a challenge for the sample preparation in this project also.  

Initially a sample was prepared by filling water saturated sand into the sample holder. 

But this method has a drawback as it is difficult to control the porosity of the sample 

prepared. A decrease in porosity causes an increase in formation factor and a decrease 

in the hydraulic conductivity. As a result, the relaxation time constant also tends to 

decrease. This variation in porosity poses a problem when it comes to the investigation 

of variation of hydraulic conductivity with grain size. The variations in the hydraulic 

conductivity caused by variations in porosities of the respective samples itself is found 

to be greater than the expected variation from the grain size. Therefore the experiment 

demands a sample preparation method that is capable of controlling the porosity much 

more precisely. 

The second method of sample preparation involves filling the sample holder with dry 

sand. This has the advantage that the porosity can be precisely controlled by varying the 

Table 4.3: Mesh sizes and corresponding ranges of sample grain diameters. 

Mesh size in 

Krumbein  ϕ 

Scale

Mesh size 

in µm

Range of grain 

diameter  in µm

Median grain 

diameter in µm

0 1000 1189.21 - 1000.00 1094.61

0.25 840.9 1000.00 - 840.90 920.45

0.5 707.11 840.90 - 707.11 774

0.75 594.6 707.11 - 594.60 650.86

1 500 594.60 - 500.00 547.3

1.25 420.45 500.00 - 420.45 460.22

1.5 353.55 420.45 - 353.55 387

1.75 297.3 353.55 - 297.30 325.43

2 250 297.30 - 250.00 273.65

2.25 210.22 250.00 - 210.22 230.11

2.5 176.78 210.22 - 176.78 193.5

2.75 148.65 176.78 - 148.65 162.71

3 125 148.65 - 125.00 136.83
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amount of dry sand filled into the sample holder. After a number of trials the following 

method was adopted for filling the sample holder. The sieved sand is dried in the oven 

at 100C for 2 hours to completely remove moisture. It takes about 2.1-2.2 kg of sample 

to fill the sample holder to produce a sample that has a porosity of 40±1%. About 50 g 

of dry sand is poured into the sample holder and, after closing the sample holder, it is 

shaken well. While shaking the sample holder is overturned at regular intervals. This is 

to avoid vertical sorting effects i.e. the bigger grains moving towards the surface and 

smaller grains accumulating at the bottom (Revil et al., 2012a). This is repeated 4 times 

i.e. after each filling of 50 g of sand the sample holder is shaken about 40 times, turning 

it upside down after 5 shakes. The shaking involves vertically lifting and lowering the 

sample at a high velocity. 

After the sample holder is almost completely filled, it is shaken a few more times to 

make sure that the sand is tightly packed. To obtain an accurate value of hydraulic 

Figure 4.24: (Left) SIP spectra of a sand sample (from an aquifer in Almeria, Spain) 

acquired intentionally with different sample preparation methods (FZJ: sample 

highly compacted, BAM-1: sample loosely compacted, BAM-2: sample loosely 

compacted and use of non-optimized sample holder). (Right) Comparative 

measurements on BAM reference material over 3 years at six German institutions. 

BAM: Federal Institute for Materials Research and Testing, Berlin; TU C: Clausthal 

Technical University; TU B: Berlin Technical University; TU Bs: Braunschweig 

Technical University; TU L: Leipzig University; FZJ: Jülich Research Centre; RWTH: 

Aachen Technical University (Kemna et al., 2012).  
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conductivity a number of repeat measurements are required. If the sample holder is not 

tightly packed there will be compaction while water flows through the sample. If the 

packing of the sand is not tight enough there can therefore be a continuous decrease in 

the measured hydraulic conductivity from the increasing compaction or settling of the 

sample during the flow of water. This compaction will also affect the value of electrical 

formation factor. The above mentioned procedure ensures that variations in porosity, 

formation factor, and hydraulic conductivity do not happen when water flows through 

the sample. It is found that the maximum porosity value that does not lead to a variation 

in packing during the measurement is around 40%. This porosity is the minimum value 

that can be achieved with reasonable effort in the lab. This is further justified when we 

consider the fact that in the field  

4.8 Measurement of porosity 

The porosity is a measure of void/empty space in a material. It is defined as the ratio of 

void space to the total volume of the material. Hence its value varies from 0 to 1. 

Φ =
𝑉𝑉

𝑉𝑇
         (4.7) 

Here Φ is the porosity, 𝑉𝑉 is the void space, and 𝑉𝑇 is the total volume of the material. 

The pore volume 𝑉𝑉 of the filled sample holder is equal to the volume of water that is 

used to saturate the sample and the total volume 𝑉𝑇 is equal to volume of the sample 

holder itself. The volume of water required to fully saturate the sample can be calculated 

by weighing the sample holder before and after saturation. If 𝑊𝑑 and 𝑊𝑠 are the masses 

of the sample holder before and after saturation, then the porosity of the sample is given 

by 

Φ =
𝑊𝑠−𝑊𝑑

𝜌𝜋𝑟2𝑙
          (4.8) 

where 𝜌 is the density of the fluid, 𝑟 is the inner radius of the sample holder, and 𝑙  is 

the length of the sample holder as shown in Figure 4.13. The error in measurement of 

porosity is around 6%. 
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4.9 Determination of the electrical formation factor 

The electrical resistivity of a saturated rock or sediment is a function of the porosity, the 

electrical resistivity of the saturating fluid, the resistivity of the solid rock or soil, the 

surface conductance of the rock or soil, and the tortuosity of the fluid and electrical path 

[Huntley, 1986]. The ratio of total measured resistivity of the porous material to the 

resistivity of the fluid that fills the pore space of the porous medium is called the 

electrical formation factor, and it is an important quantity in geophysics. At very low 

resistivities of the pore fluid, the entire current is conducted through the pore fluid. In 

such cases the electrical formation factor does not vary with the electrical resistivity of 

the pore fluid and is called the intrinsic formation factor. But at high resistivity values of 

pore fluid conductivity, the contribution from surface conductivity becomes significant. 

In such cases a parallel resistor model is used to accommodate the electrical 

conductance other than that through the fluid (Huntley, 1986).  This can be expressed 

as follows 

1

𝑅𝑡
=

1

𝑅𝑤
+

1

𝑅𝑔
+

1

𝑅𝑠
        (4.9) 

where 𝑅𝑡 is the bulk measured resistance of the sample, 𝑅𝑤 is the resistance of the path 

through the pore fluid, 𝑅𝑔 is the resistance of the grains or rock and 𝑅𝑠 is the resistance 

along the surface of grains or rock due to surface conductance effects referred to as 

matrix conduction. This matrix conduction has significance for the determination of 

electrical formation factor. For a medium with significant matrix conduction the 

formation factor measured at higher fluid resistivities will be less than the intrinsic 

formation factor and it is called the ‘apparent’ formation factor (𝐹𝑎). Figure 4.25 shows 

the variation of  apparent formation factor with resistivity of the pore fluid. The 

magnitude of the electrical resistance (𝑅𝑔) of the rock or grains is large compared to 

other contributions and hence it can be neglected, then the equation (4.9) becomes  

1

𝑅𝑡
=

1

𝑅𝑤
+

1

𝑅𝑠
         (4.10) 

Expressing the resistances in terms of the corresponding electrical resistivities the 

above equation can be written as 

1

𝜌𝑡
=

1

𝜌𝑤𝐹
+

1

𝜌𝑠
         (4.11) 
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where 𝜌𝑡 is the measured bulk resistivity, and the resistivity of the path through the 

pore fluid has been written in terms of the actual resistivity (𝜌𝑤 ) of the pore fluid and 

𝐹 the intrinsic electrical formation factor, 𝜌𝑠 is the matrix resistivity. Expressing this in 

terms of respective electrical conductivties equation (4.11) becomes 

𝜎𝑡 =
𝜎𝑤

𝐹
+ 𝜎𝑠         (4.12) 

the above equation  can also be written as  

𝜎𝑤 = 𝜎𝑡𝐹 − 𝜎𝑠𝐹        (4.13) 

and  

𝐹𝑎 =
𝐹𝜎𝑤

𝜎𝑠𝐹+𝜎𝑤
         (4.14) 

From equation (4.13) it can be seen that the gradient of a plot of 𝜎𝑤 vs 𝜎𝑡 will give the 

true/intrinsic formation factor 𝐹. An equation similar to (4.14) was used by Weller et 

al. (2013) to describe the dependence of apparent formation facton on pore fluid 

conductivity.   

 

Figure 4.25: Variation of apparent formation factor with fluid specific conductance 

for well-sorted, clay-free, medium grained sand (Huntley, 1986).  
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4.9.1 Experimental method to determine electrical formation factor 

From equation (4.13) it can be seen that the gradient of the plot of pore fluid 

conductivity against the measured bulk conductivity gives the intrinsic formation factor. 

Such a plot can used to determine the electrical formation factor as shown in Figure 

4.26. In order to determine the electrical formation of the samples studied in this project 

the electrical conductivity of the sample was measured at three different electrical 

conductivity of the pore fluid. Then the intrinsic formation factor was determined from 

the values of pore fluid conductivity and bulk conductivity of the sample. This was done 

in Microsoft Excel using the LINEST() function. The formation factor of unconsolidated 

sediments varies according to the porosity/compaction. In the case of clay free sand 

samples with porosity around 40% the formation factor is about 3.8.   

4.9.2 A method for estimating intrinsic formation factor from a single 

apparent formation factor 

For some of the initial samples the electrical resistivity was measured only at a single 

electrical conductivity of the pore water that too at a relatively low electrical 

conductivity. Hence as discussed earlier, the formation factor calculated from a single 

Figure 4.26: Determination of the intrinsic formation factor. 
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electrical conductivity of pore fluid will be an underestimate of the intrinsic formation 

factor, and hence it requires a correction. A method for estimating intrinsic formation 

factor is given by (Weller et al., 2013). According to them the apparent formation factor 

is  

𝐹𝑎 =
𝐹𝜎𝑤

𝑎+𝜎𝑤
        (4.15) 

where 𝐹𝑎 is the apparent formation factor, 𝐹 is the intrinsic formation factor, 𝜎𝑤 is the 

electrical conductivity of pore water, and 𝑎 is a free parameter that correspond to the 

product of 𝐹𝜎𝑠𝑢𝑟𝑓
′ . Note that this equation is equivalent to (4.14) above with 𝑎 = 𝜎𝑠𝐹.  

If the value of a is known, and the apparent formation factor is measured at a known 

single fluid conductivity, the intrinsic formation factor can be calculated. 

4.10 Measurement of electrical conductivity of pore fluid. 

The electrical conductivity of the pore fluid was measured using the YSI Model 3100 

conductivity meter. The pore fluid conductivity is measured by dipping the conductivity 

cell into the fluid. The YSI Model 3100 is a microprocessor based instrument designed 

to perform laboratory measurements of conductivity, salinity and temperature. The 

Model 3100’s microprocessor allows the system to be calibrated with the press of few 

Figure 4.27: The YSI Model 3100 conductivity meter. 
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keys. Additionally, the microprocessor performs a self-diagnostic routine each time the 

instrument is turned on. The self-diagnostic routine provides useful information about 

the cell constant, the function of the instrument circuitry, and the quality of the 

readings. The system simultaneously displays the temperature (in °C) along with one of 

the following parameters: conductivity (in µScm-1 or mScm-1), temperature 

compensated conductivity (in µScm-1 or mScm-1), or salinity (in parts per thousand, 

[ppt]). The user can easily switch back and forth between these modes using the [MODE] 

key. Figure 4.27 shows a photograph of the conductivity meter. 

4.11 Conclusion 

This chapter details the necessary instrumentation and procedure for laboratory SIP and 

hydraulic conductivity measurements. The instrument used is a custom made 

impedance spectrometer which is able to make accurate phase measurements of 1 milli 

radian. The sample holder design permits both SIP and hydraulic conductivity 

measurements to be made without disturbing or moving the sample which is the most 

important requirement for a study like this. The procedure developed for sample 

preparation ensures uniformity of samples and hence also ensures that the difference 

in SIP signal is only due to the variation in grain size and not due to packing effects.  The 

high quality instrumentation, experimental set-up, and the procedure was able to also 

give accurate measurements of formation factor and porosity. This chapter also explains 

a how the intrinsic formation factor can be estimated from the apparent formation 

factor. 
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5. Dependence of SIP on Pore Fluid Conductivity 

5.1 Introduction 

This chapter reports on the variation of SIP spectra with the conductivity of the pore 

fluid, and is based on Joseph et al., (2015).  

As discussed in Chapter 3.4 the measured bulk conductivity of an unconsolidated 

material may be expressed in terms of a parallel combination of ionic conductivity 

through the pore fluid (𝜎𝑖𝑜𝑛𝑖𝑐) and a complex surface conductivity (𝜎𝑠𝑢𝑟𝑓) (Keller and 

Frischknecht, 1966)  

   𝜎∗ = 𝜎𝑖𝑜𝑛𝑖𝑐 + 𝜎𝑠𝑢𝑟𝑓     (5.1) 

In a saturated material, the ionic conductivity may be related directly to the conductivity 

of the pore fluid (𝜎𝑤). As discussed in Chapter 4.9, for high pore fluid conductivity, this 

relationship is through the formation factor (𝐹) (Archie, 1942)  

   
𝜎𝑤

𝜎𝑖𝑜𝑛𝑖𝑐
= 𝐹 = 𝛷−𝑚     (5.2) 

where 𝛷 is the porosity of the material and 𝑚 is referred to as the cementation 

exponent. Combining equations (5.1) and (5.2) leads to  

𝜎∗ =
1

𝐹
𝜎𝑊 + 𝜎𝑠𝑢𝑟𝑓

′ + 𝜎𝑠𝑢𝑟𝑓
′′     (5.3) 

in which 𝜎𝑠𝑢𝑟𝑓
′ and 𝜎𝑠𝑢𝑟𝑓

′′  are the in-phase and quadrature-phase parts of the surface 

conductivity. As outlined in Chapter 3, 𝜎𝑠𝑢𝑟𝑓
′  represents conduction along the surface of 

grains and pore spaces which is in phase with an applied electric field while 𝜎𝑠𝑢𝑟𝑓
′′   is the 

result of diffusive polarization effects on the surface. The surface conductivity is 

frequency dependent and when the bulk conductivity of a saturated material is 

measured as a function of frequency. Not only does the magnitude of the conductivity 

vary with frequency but there is also a phase dependence on frequency. Typical phase 

values are of the order of not more than a few tens of milliradians, reflecting the fact 

that 𝜎𝑖𝑜𝑛𝑖𝑐 is much greater than either 𝜎𝑠𝑢𝑟𝑓
′  or 𝜎𝑠𝑢𝑟𝑓

′′ . 

If useful correlations between SIP and hydraulic parameters are to be derived, it is first 

necessary to fully understand the effect of other variables on the SIP response of 
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materials. One such variable is the conductivity of the pore fluid. Although for most 

practical situations the variation of the ionic conductivity with 𝜎𝑊 is well described by 

equation (5.2), the manner in which the real and quadrature parts of the surface 

conductivity vary with pore fluid conductivity is less certain. 

5.2 Measurements 

The two separate samples used to investigate the dependence of SIP spectra on fluid 

conductivity were sourced from a coastal location on the west coast of the lower North 

Island of New Zealand. These were of naturally occurring fine sand typical of that found 

in the shallow coastal aquifers in New Zealand. Particle size analysis showed a grain size 

distribution with a mean grain diameter of 168 µm, and a standard deviation of 40 µm 

as shown in Figure 5.1. Sands from further north have a very high titanomagnetite 

concentration (Nicholson and Fyfe, 1958). Coastal processes mean that sands further 

south also show considerable magnetic content; with up to 40% of grains carrying 

significant magnetic susceptibility (Hawke and McConchie, 2005,2006). Measurements 

of the mass susceptibility of the sand samples yielded a value of (1.22  0.03) x 10-6 m3kg-

1. In comparison clean quartz sand typically has a mass susceptibility of less than 0.6 x 

10-8 m3kg-1 (Hunt et al., 1995). Previous studies (Mansoor and Slater, 2007); Nordsiek 

and Weller, 2008); (Florsch et al., 2011) have shown that magnetic content in sands/soils 

leads to an enhanced SIP signal.  
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Figure 5.1: Measured grain size distribution for the natural sand used in Samples 

1 and 2. 
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Two separate sample holders of differing internal diameters (49 mm for Sample 1 and 

76 mm for Sample 2) were used in the measurements. The design of the sample holders 

was as discussed in Chapter 4. Impedance measurements were made for a range of pore 

fluid conductivities (𝜎𝑊) between 12 and 900 µS/cm. This covers the range from fresh 

water to a level of salinity just below the guideline given by the World Health 

Organization above which water becomes non-potable (WHO, 1996). The conductivity 

of the fluid was varied by adding KCl to distilled water. Prior to each measurements fluid 

of a given conductivity was passed through the sample until the conductivity of the fluid 

leaving the sample holder stabilized. Each set of measurements (i.e. using a particular 

sample) started with fluid of the lowest conductivity. The resulting SIP measurements 

for the two samples, both the magnitude of the bulk conductivity in µS/cm and the 

phase difference between current and potential in milliradians, are shown in Figures 5.2 

and 5.3.  

The SIP measurements show features typical of those observed by previous authors. For 

a given fluid conductivity, the magnitude of the conductivity shows a slight increase with 

increasing frequency. This results from the frequency dependence of the surface 

conductivity. For measurements on both samples, the phase response shows a 

characteristic shape. At high frequency (approximately > 10 Hz) the rapid rise in phase 

is the result of a combination of instrumentation effects (Breede et al., 2012) and 

Maxwell-Wagner polarization (Chelidze and Gueguen, 1999). The rise in phase with 

increasing frequency is also dependent on the magnitude of the current applied to the 

sample (e.g. the cross-over of phase curves for Sample 2 for fluid conductivities of 80 

and 100 µS/cm). However, at lower frequencies the phase is found to be independent 

of current. Below 10 Hz a maximum in the phase is observed. The magnitude of this is 

dependent on the pore fluid conductivity with the phase maximum decreasing as the 

salinity increases. This is largely a result of the increase in ionic conductivity associated 

with increasing salinity. Apart from for the lowest (12 µS/cm for Sample 2) and highest 

(800-900 µS/cm) fluid conductivities the phase peak occurs at an approximately 

constant frequency of about 0.1 Hz.  
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Figure 5.2: SIP measurements on sample 1 for different fluid conductivities (in μS 

cm-1) (a) conductivity magnitude, (b) phase. 
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5.3 Cole-Cole modelling 

As discussed previously, in order to further analyse the data it is necessary to model the 

measured spectra in terms of a polarization model. Given the likelihood of a range of 

relaxation times, but to retain a relative simplicity of representation, the Cole-Cole 

model has been used, for which the bulk complex conductivity of a sample as a function 

of frequency is given by 

  𝜎∗ = 𝜎0 {1 + 𝑀 (
(𝑖𝜔𝜏𝑃𝑀)

𝑐

1+(1−𝑚)(𝑖𝜔𝜏𝑃𝑀)𝑐
)}    (5.4) 

Note that equation (5.4) is equivalent to equation (3.22). Here 𝜎0 is the dc conductivity, 

𝜏𝑃𝑀 is the mean relaxation time, the exponent 𝑐 is a reflection of the spread of 

relaxation times, and 𝑀 is the total chargeability which is related to 𝜎0 and the high 

frequency conductivity 𝜎∞ by  

𝑀 = 1 −
𝜎0

𝜎∞
         (5.5) 

Equation (5.4) is derived by taking the reciprocal of the Cole-Cole model for complex 

resistivity as introduced by Pelton et al., (1978). The alternative approach is to apply a 

Cole-Cole model directly to the complex conductivity, in which case 𝜎∗ is represented 

by 

  𝜎∗ = 𝜎∞ +
𝜎0−𝜎∞

1+(𝑖𝜔𝜏𝐶𝐶)𝑐
      (5.6) 

Equation (5.6) is the formulation used by, for example, (Revil and Florsch, 2010). 

Although the relaxation times in each formulation are different (Tarasov and Titov, 

2013) they are related by 

  𝜏𝐶𝐶 = 𝜏𝑃𝑀(1 − 𝑀)
1/𝑐      (5.7) 

As the high frequency rise in the SIP phase is not related to the surface polarization 

effects of interest, and requires a more complex model to adequately represent it, 

equation (5.4) has been used to fit the measurements on both samples only in the 

frequency range from 0.01-3 Hz. Modelling was carried out in MS Excel using the data 

analysis package Solver. The results of this fitting, in terms of the variations in 

parameters 𝜎0, 𝜏𝐶𝐶, 𝑀 and 𝑐 with fluid conductivity are shown in Figures 5.4, 5.5, 5.6 

and 5.7. The derived SIP parameters and 𝜏𝐶𝐶  calculated using equation (5.7) are listed in  
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Table 5.1: Cole-Cole parameters 𝜎0, 𝜏𝑃𝑀 , M and c from fitting the measured SIP 

spectra for samples with different fluid conductivity 𝜎𝑤 with equation (5.4). 𝜏𝐶𝐶  is 

the relaxation time corresponding to equation (5.6) calculated from equation 

(5.7). The uncertainty in 𝜎𝑤 is ±1 µScm-1. The uncertainty in estimated Cole-Cole 

parameters is ±7%. 

s w 

(μScm
-1

)

s o 

(μScm
-1

)
t PM  (s) M c t CC  (s)

55 19.7 2.61 0.146 0.379 1.72

80 33.2 1.87 0.09 0.424 1.5

110 36.6 1.99 0.082 0.445 1.64

150 43.5 2.77 0.082 0.376 2.22

200 56.6 2.38 0.06 0.471 2.09

265 75 3.18 0.055 0.424 2.78

305 90.7 2.88 0.046 0.429 2.58

400 115.6 2.36 0.039 0.413 2.14

500 143.7 2.08 0.035 0.397 1.9

700 197.2 2.66 0.03 0.414 2.47

900 248.2 1.5 0.029 0.355 1.39

12 11.4 7.36 0.231 0.347 3.46

20 14 2.15 0.17 0.373 1.3

42 19.5 1.64 0.143 0.388 1.1

60 26.3 1.34 0.111 0.411 1.01

80 32.8 1.94 0.101 0.387 1.47

100 42.1 1.44 0.077 0.41 1.19

200 74.1 1.21 0.043 0.424 1.09

400 143.6 1.01 0.02 0.431 0.961

600 208.9 0.62 0.01 0.492 0.605

800 278.3 0.46 0.005 0.648 0.453

Sample 2

Sample 1
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Figure 5.5: Variation of Cole-Cole parameter relaxation time (𝜏𝐶𝐶) with fluid 

conductivity Sample 1 – squares; Sample 2 diamonds. 
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Figure 5.4: Variation of Cole-Cole parameter DC resistivity ( 𝜎0) with fluid 

conductivity Sample 1 – squares; Sample 2 diamonds. 
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Figure 5.6: Variation of Cole-Cole parameter chargeability (𝑀) with fluid 

conductivity Sample 1 – squares; Sample 2 diamonds. 
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Table 5.1.  

The linearity of the plot of 𝜎0 as a function of the fluid conductivity 𝜎𝑤 (Figure 5.4) allows 

estimation of the formation factor 𝐹 for each of the samples, and gives values of  𝐹 = 

3.54 ± 0.02 for Sample 1, and 𝐹 = 2.84 ± 0.02 for Sample 2. Assuming the validity of 

equation (5.2) the measured value of porosity of the Sample 2 of 47  1 % allows the 

cementation exponent 𝑚 to be calculated as 1.37  0.04. Given the broadness of the 

phase peaks shown in Figures 5.2(b) and 5.3(b), the results shown in Figure 5.5 

demonstrate that the relaxation time is not only independent of 𝜎𝑤, but is also essentially 

the same for both samples. Similarly, both sets of data show a similar monotonic 

decrease in chargeability with increasing fluid conductivity (Figure 5.6), and a constant 

value for the exponent 𝑐 (Figure 5.7). Several authors (Leroy et al., 2008); (Revil and 

Florsch, 2010); (Breede et al., 2012) have previously reported that the relaxation time is 

related to the square of the grain diameter. Thus, given that the data are all measured on 

the same sand, the independence of 𝜏𝐶𝐶  with fluid conductivity is unsurprising. Similarly, 

the constancy of 𝑐, related to the spread of relaxation times, is expected. As for the 

decrease in SIP phase with increasing fluid conductivity, the decrease in M can be 

explained by the increasing dominance of ionic conductivity over polarization effects as 

the fluid becomes increasingly conductive. As the Cole-Cole modelling provides a value 

for the dc conductivity, assuming that the ionic conductivity is much greater than the DC 

surface conductivity, equation (5.3) may be rewritten as 

  𝜎∗ = 𝜎0 + 𝜎𝑠𝑢𝑟𝑓
′ + 𝑖𝜎𝑠𝑢𝑟𝑓

′′      (5.8) 

and thus, for any fluid conductivity, surfs  may be estimated as 

  𝜎𝑠𝑢𝑟𝑓
′ = 𝑅𝑒(𝜎∗) − 𝜎0      (5.9) 

The imaginary part of 𝜎∗ gives 𝜎𝑠𝑢𝑟𝑓
′′ . Plots of 𝜎𝑠𝑢𝑟𝑓

′ and 𝜎𝑠𝑢𝑟𝑓
′′  as functions of 𝜎𝑤 at a 

frequency of 0.1 Hz (the phase peak), and the variation in 𝜎0 (𝜎𝑖𝑜𝑛𝑖𝑐) with 𝜎𝑤 are shown 

in Figure 5.8. 

For Sample 1 values of 𝜎𝑠𝑢𝑟𝑓
′ and 𝜎𝑠𝑢𝑟𝑓

′′   show a gradual increase with fluid conductivity. 

At lower fluid conductivities the same trend is shown by values for Sample 2. However, 

for Sample 2 the two highest fluid conductivity measurements suggest that a maximum 

in both the real and imaginary parts of 𝜎𝑠𝑢𝑟𝑓 exist. Although this is a similar behaviour 
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to that noted by Slater and Lesmes, (2002), who reported a broad maximum in  𝜎𝑠𝑢𝑟𝑓
′′    

over a fluid conductivity range of 10-2000 µScm-1, and further measurements at high 

conductivity are clearly desirable, the same measurements also lead to anomalously 

high values of 𝜏𝐶𝐶, and low values of 𝑐 compared to the other measurements (Figure 

5.7). These may result from difficulty in fitting a distinct model to these measurements 

due to the very low phase values and extremely broad maximum in the phase spectrum 

(Figure 5.2(b)). 

5.4 Conclusion 

The results of the above set of measurements on the influence of pore fluid conductivity 

on SIP spectra show that the variation of Cole-Cole relaxation time with pore fluid 

conductivity is very small for fluid conductivities in the range 100 µScm-1 to 2000 µScm-

Figure 5.8: Variation with fluid conductivity (𝜎𝑤) of the in-phase (𝜎𝑠𝑢𝑟𝑓
′  - squares) 

and quadrature-phase (𝜎𝑠𝑢𝑟𝑓
′′  - circles) parts of the surface conductivity. Diamonds 

show the variation of the ionic conductivity (𝜎𝑖𝑜𝑛𝑖𝑐). Open symbols are sample 1 

shaded symbols are sample 2. The uncertainty in 𝜎𝑤 is ±1 µScm-1. The uncertainty 

in estimated 𝜎𝑠𝑢𝑟𝑓
′  and 𝜎𝑠𝑢𝑟𝑓

′′  is ±7%. 
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1. Data from table 5.1 suggests that there is a possibility of significant variation of 

relaxation time constant below 100 µScm-1 and above 2000 µScm-1. Such variation of 

Cole-Cole relaxation time constant has been reported by Munch (2009). 

 Further investigations were not conducted as those pore fluid conductivities were 

outside the range of interest for the current project. It should be noted that it may be 

difficult to stabilise the pore fluid conductivity to a particular value at conductivities 

below 100 µScm-1 for natural samples that have minerals dissolving into the pore fluid. 

Such small variations in Cole-Cole relaxation constant are insignificant in the case of field 

measurements. But they may have relevance when it comes to the explanation of the 

phenomenon of SIP. Further observations, related to the samples presented in chapter 

6, reiterate the possibility of a noticeable variation of relaxation time constant at pore 

fluid conductivities less than 100 µScm-1. 
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6. Variation of hydraulic conductivity with grain 

size. 

6.1 Introduction 

Groundwater is a fragile natural resource that demands careful handling to maintain 

sustainable use. The development, management and protection of ground water 

resources requires a good knowledge of the transmissivity, storage coefficient and 

hydraulic conductivity.  These parameters help to assess the potential yield of aquifers 

over a long period of exploitation. The hydraulic conductivity is of great importance in 

geotechnical fields like determination of seepage losses, settlement computation, 

stability analyses, and virtually every other hydrogeologic investigation. 

The hydraulic conductivity is the most important hydraulic property of an aquifer. But 

determination of hydraulic conductivity is challenging because of the size of aquifers, 

and the spatial variation of hydraulic conductivity. The methods of determination of 

hydraulic conductivity include field measurements like pumping tests, laboratory 

measurements on core samples, and analysis of grain size distribution. Each of these 

methods has its advantages and disadvantages. Field measurements are costly and time 

consuming and cover only a very small portion of the aquifer. Measurements on core 

samples and other samples collected from the field provide only localised information. 

Hydraulic conductivity measurements can be performed on repacked or core sediments 

in the laboratory, but such measurements may not yield accurate measurements as 

sediment properties that affect hydraulic conductivity, such as grain cohesion, density 

and layering may be disturbed during laboratory measurements (Eggleston and 

Rojstaczer, 2001). In geophysical surveys, although there may be no direct relationship 

between the geophysical quantity under study and the hydraulic conductivity, there is 

the advantage that they can cover a large area at reduced cost and time. 

6.2 Permeability from grain size distribution. 

It has been widely recognised that the hydraulic conductivity of a porous medium is 

controlled by the grain size distribution. There exist various models that try to predict 

the permeability from the grain size distribution. These consist of empirical 

relationships, capillary models, statistical models, and hydraulic radius theories. These 
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predictions are usually based on properties of the medium such as the porosity, the size 

of the pores, the tortuosity and the pore connectivity (Chapuis and Aubertin, 2003). 

Rosas et al., (2014) tabulate 20 such equations that are in use. In all these equations the 

hydraulic conductivity is given by a general form  

𝑘 = 𝑐𝑑𝑛        (6.1) 

where 𝑘  is the intrinsic permeability, 𝑐 is a dimensionless constant representing the 

shape and packing of grains, 𝑑 is the representative diameter of the grains and 𝑛 is an 

exponent often equal to or very close to 2. 

The representative grain diameter used in various models include: (1) the diameter at 

which 10% of the particles are smaller (𝑑10); (2) the median diameter (𝑑50); (3) the 

geometric mean; and, (4) the harmonic mean (Koltermann and Gorelick, 1995). 

Attempts have been made to accommodate the effects of grain size distribution with a 

third term that contains the standard deviation of grain size distribution (Masch and 

Denny, 1966). Among these equations the Kozeny-Carman equation has been successful 

in the case of soils and sediments (Porter et al., 2013), (Koltermann and Gorelick, 1995) 

and takes the form 

𝑘 =
𝑑2𝛷3

180 (1−𝛷)2
        (6.2) 

where 𝑘 is the intrinsic permeability, 𝑑 is a representative grain diameter, and 𝛷 is the 

effective porosity. The intrinsic permeability is related to the hydraulic conductivity as 

shown in equation (4.3).  

When using the Kozeny-Carman formula the choice of the representative grain diameter 

is critical to the successful prediction of the permeability (Boadu, 2000). In case of 

bimodal mixtures of grains, the effective value of 𝑑 is computed as follows. When there 

are not enough finer grains to occupy the pores formed between the larger grains 𝑑 is 

taken as the geometric mean of the diameters of the finer and coarser grains weighted 

by their fraction of the mixture. If there are enough finer grains to occupy all coarse 

pores, then the representative diameter is calculated as the harmonic mean of the 

diameters of finer and coarser grains weighed by their fractions of the mixture (Porter 

et al., 2013). 
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During this project hydraulic conductivity and SIP measurements were conducted on the 

two series of samples that are made up sand sieved using sieves that differ by 0.25 𝜑 . 

As the sieves differ 0.25 𝜑 , the smallest grain and largest grain of sand differ in size by 

about 16% only. Therefore, the grain size can be taken as equal to the sieve mesh size. 

Figure 6.1 shows a plot of the measured permeability against the grain size of the series 

1 samples which are explained in section 6.4. When the data are fitted to the model 

given by equation (6.1) a values of 1.62±0.09 and (2.16±0.15)x10-5 respectively are found 

for the constants 𝑛 and 𝑐 

Figure 6.2 shows a plot of the measured permeability and the permeability estimated 

using equation (6.2) plotted against the grain size. It can be seen that equation (6.2) 

overestimates the permeability by a factor of about 3. Figure 6.2, however, clearly 

indicates that the samples under study shows a permeability variation as expected and 

hence they are suitable for investigating the relationship between permeability and 

grain size, or any other proxy that can be used to estimate permeability like Cole-Cole 

relaxation time. 
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Figure 6.1: Measured permeability plotted against grain size for series 1 samples 



104 

6.3 SIP measurements as a predictor of permeability  

There have been many attempts to use electrical methods for hydrogeophysical 

applications. The similarity between the flow of water and current through a porous 

medium encourages the use electrical methods for hydraulic conductivity/permeability 

estimation. Slater (2007) gives a summary of the efforts to relate electrical properties to 

hydrological properties like hydraulic conductivity. The conductivity of a saturated 

porous material is a complex quantity – that is, when an electric current is injected into 

such a material a measured potential difference has both in-phase and quadrature-

phase components  

  𝜎∗ = 𝜎′ + 𝑖𝜎′′      (6.3) 

The real part of the complex conductivity (s  ) is the result of a combination of ionic 

conductivity through the pore fluid and charge migration along grain/pore surfaces. The 

imaginary part (s  ) is the result of polarization processes resulting from the existence 

of an electrical double layer adjacent to the grain/pore surfaces. Equation (6.3) may also 

therefore be expressed as 

  surfsurfionicsurfionic issssss *
   (6.4) 
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Figure 6.2: Measured permeability and permeability predicted using Kozeny-

Karman equation plotted against grain size for Series 1 samples. 
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where the surface conductivity (𝜎𝑠𝑢𝑟𝑓) is complex.  

As the different components of the complex electrical conductivity are controlled by 

different mechanisms that operate during the flow of current, they provide information 

about different properties of the porous medium as shown in Figure 6.3. Compared to 

other electrical methods, SIP has promise to provide information more specific to a 

hydraulic length scale that controls the hydraulic conductivity. 

The phase part of the complex conductivity of a porous medium when plotted against 

frequency leads to a characteristics peak at lower frequencies as shown in Figure 6.4. 

This has been noted by many authors (Binley et al., 2005); (Koch et al., 2012); (Nordsiek 

and Weller, 2008); (Revil et al., 2013); (Weller et al., 2011). The knowledge that 

polarization processes that lead to this characteristic peak are taking place at grain/pore 

surfaces has led to the belief that such measurements may be a suitable proxy for the 

Figure: 6.3: Flowchart summarising efforts to predict hydraulic conductivity (K) 

from petrophysical relationships established for electrical measurements (from 

Slater, 2007). 
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hydraulic properties of a porous material. This has generated a renewed interest in using 

SIP for permeability prediction. (Avellaneda and Torquato, 1991); (Borner et al., 1996); 

(Hordt at al., 2007); (Koch et al., 2012); (Revil and Florsch, 2010); (Revil at al., 2012a); 

(Slater, 2007); (Slater and Lesmes, 2002); (Tong et al., 2006a;b); (Tong and Tao, 2008); 

(Zisser et al., 2010a;b).  

As detailed in Chapter 3 there are many possible mechanisms that contribute to the SIP 

response. While authors differ on the exact nature of polarization, it is generally 

accepted that at least in unconsolidated sediments like sands it is the polarization of the 

electrical double layer that gives rise to the characteristic SIP response as shown in 

Figure 6.4. A relationship between SIP spectra and hydraulic properties is established by 

fitting the observed spectra to one of the many available phenomenological models as 

explained in Chapter 3.  

In the Cole-Cole model the complex conductivity is represented by 
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Figure 6.4: Typical example of SIP phase spectrum showing a peak in the phase of 

the complex conductivity at low frequency. 
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(Tarasov & Titov, 2013) where so is the dc conductivity,  is the angular frequency (= 

2 f), tCC is the Cole-Cole relaxation time, c the Cole-Cole exponent, and M is the 

chargeability, related to both so and the high frequency conductivity s by M = (s - 

so)/ s . The relaxation time, tCC, is related to the frequency at which the peak in the 

phase spectrum occurs. It is this model for complex conductivity which is used in this 

thesis. 

The samples under investigation are prepared by tight packing of very well sieved sand 

into a cylindrical sample holder. The porosity of all the samples is around 40%. Two 

relationships connecting the SIP parameter 𝜏𝐶𝐶  and permeability have recently been 

investigated by Revil et al. (2012). Given the conditions under which these relationships 

were developed, and the nature of the samples in this study, these relationships appear 

promising as possible predictors of permeability. These two relationships are based on 

the suggestion by Johnson et al. (1986) that the permeability (k) of a porous material 

can be related to the dynamic pore radius (), a weighted pore volume to surface area 

ratio, and the electrical formation factor (F) by the approximation that 

  
F

k
8

2
         (6.6) 

The formation factor represents the ratio of the pore fluid conductivity to the dc bulk 

conductivity of the porous material and, through Archie’s Law (Archie, 1942), for a 

saturated material is related to the porosity (𝜙) by 

  𝐹 =
𝜎𝑓

𝜎0
= 𝜙−𝑚       (6.7) 

where m, known as the Archie’s exponent or cementation exponent, takes particular 

values for different types of consolidated or unconsolidated materials. An equation 

similar to (6.6) was developed by   Avellaneda and Torquato (1991) 

𝑘 =
𝐿2

8𝐹
         (6.8) 

where 𝑘  is the permeability 𝐿  is a parameter having dimensions of length and 𝐹 is the 

electrical formation factor. The parameter 𝐿 is related to eigen function expansion 

coefficients of the electric field in the pore space.  For porous rocks when averaged over 

the distribution of pore aspect ratios it turns out that 
𝐿

Λ
≈ 1  
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According to Johnson et al. (1986) the bulk conductivity of a porous material saturated 

with fluid of conductivity 𝜎𝑓 can be written in the form 

  







 Sf

F



ss

21
      (6.9) 

where S  is the surface conductance. Taking the high salinity limit and using a binomial 

expansion of the bulk conductivity equation proposed by Bussian (1983), Revil & Cathles 

(1999) suggested that the bulk conductivity as given by equation (6.9) can also be 

written as  

   sf Fm
F

sss )1(
1

      (6.10) 

where 𝑚 is the Archie’s exponent and 𝜎𝑠 is the surface conductivity of the grains. Based 

on the suggestion by Revil & Glover (1997) that dSs /4s   where d is the diameter of 

a spherical grain, equation (6.10) can be written as 

𝜎 =
1

𝐹
(𝜎𝑓 +𝑚(𝐹 − 1)4 

Σ𝑠

𝑑
)       (6.11) 

Now equating equation (6.9) and (6.11)   can be expressed in terms of d, m and F as 

1

Λ
= 2𝑚

(𝐹−1)

𝑑
          (6.12) 

Equation (6.12) along with (6.6) allows the permeability to be expressed in terms of the 

grain diameter and parameters related to the bulk electrical conductivity 

  
22

2

)1(32 


FFm

d
k       (6.13) 

The polarization process from which the SIP response is believed to be originating is 

characterised by the relaxation time constant which is related to the grain/pore size. 

Such a relationship between the relaxation time constant and grain size is given for 

colloids by Schurr (1964) as 

  
D

d

8

2

t         (6.14) 
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where 𝑑 is the dimater of the grain and 𝐷 is the diffusion coefficient of ions in the fluid 

that saturates the grains. 

The work of Leroy et al. (2008) and Revil & Florsch (2010) suggests that equation (6.14) 

can be adopted for the relaxation mechanism in porous media also, and the relaxation 

time is then identified with the Cole-Cole relaxation time 𝜏𝑐𝑐, and the diffusion 

coefficient with that of the diffusion coefficient (𝐷𝑖) of counter ions attached to the grain 

surface in the Stern layer.  

  
i

CC
D

d

8

2

t        (6.15) 

Combining equation (6.15) with (6.13) gives an expression that relates permeability to 

the Cole-Cole relaxation time of the SIP phase  

  22 )1(4 


FFm

D
k iCCt

      (6.16) 

The circumstances under which the above equation was developed indicate that it may 

be reliable only for unconsolidated sediments. A more promising relationship for 

consolidated sediments may be the one suggested by Revil et al. (2012). 

  
i

CC
D2

2
t         (6.17) 

To arrive at the equation (6.17) Revil et al. (2012) hypothesised that the dynamic pore 

radius can be equated to d/2. The suggestion by Binley et al. (2010) that for consolidated 

materials it could be the pore size rather than the grain size that could be the controlling 

factor as far as the Cole-Cole relaxation time is concerned supports the use of equation 

(6.17). 

Equation (6.17) and (6.6) together provides an alternative predictor for permeability as   

  
F

D
k iCC

4

t
        (6.18) 

Equations (6.16) and (6.18) can be considered to be based on the assumptions that the 

relaxation time is dependent on either the grain size or the pore size  
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Not all porous materials display the characteristic peak at low frequencies. For such 

samples the surface conductivity (𝜎𝑠𝑢𝑟𝑓), or the imaginary part of the conductivity (𝜎′′), 

measured at a certain frequency has been used for permeability prediction. The 

frequency typically used is 1 Hz.  This approach is seen in the work of Börner et al., 

(1996), and Weller et al. (2010). They consider that s   is related to the specific internal 

surface (Spor – the internal pore surface area per unit volume of material). Weller et al. 

(2015) have summarized this approach to predicting permeability and suggested fitting 

measured data with relationships of the form 

  
cbSF

a
k         (6.19) 

where a is a constant, b and c are empirically determined exponents. S may be either 

surfs or s   measured at some appropriate frequency.  

6.4 Sample preparation and measurement 

For this study, sand samples were sourced from two locations in the lower North Island 

of New Zealand. These were then sieved into 13 different grain size fractions ranging 

from  φ = 0.0 to φ = 3.0 that differ by 0.25 φ on the Krumbein scale (Krumbein & 

Aberdeen, 1937). Table 6.1 shows the diameter of the sieve meshes and the resulting 

range of grain sizes in each sample. Hydraulic conductivity and SIP measurements were 

conducted on these 13 sieved fractions of sand. These 13 fractions form the series 1 

samples. After the first set of measurements seven of these sieved fractions, from φ = 

0.0 to φ = 3.0 that differ by 0.50 φ  were sieved once again to check for consistancy. As 

the sands were sieved using a sieve shaker it is possible that the first series of samples 

may had slightly bigger or smaller grains sticking to them. When sieved for the second 

time it was found that there indeed was a small amount of smaller grains in the series 1 

samples. These re-sieved sands of seven fractions, φ = 0.00, 0.50, 1.00, 1.50, 2.00, 2.50 

and 3.00, form the series 2 samples. 

The samples of both series 1 and series 2 were prepared by the same procedure as 

explained in chapter 4. Tight packing of all the samples ensures that there is no 

significant variation in hydraulic conductivity due to settling or compaction during the 

flow of water through the sample. Series 1 samples were saturated with NaCl solution 

of electrical conductivity 100 μScm-1. The solution is prepared by adding table salt to 
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distilled water. After the determination of hydraulic conductivity by the constant head 

method the DC electrical resistivity is measured. Using the DC resistivity value and the 

electrical conductivity of the pore water the apparent formation factor is calculated. As 

explained in chapter 4 the formation factor measured at an electrical conductivity of 

pore water of around 100 μScm-1 could be an underestimate of the actual or intrinsic 

formation factor. Hence a correction was applied to calculate the actual formation factor 

as explained in section 4.9.2. The procedure for the second series of measurements 

differed in that the formation factor was calculated using DC measurements with fluid 

of three separate conductivities (50 μScm-1, 200 μScm-1 and 400 μScm-1) and then 

applying the method explained in section 4.9.1. A summary of the measurements of 𝜑, 𝐹 

and 𝑚 is given in Table 6.1. The known mass and volume of the sample holder and sand, 

both when dry and when saturated, were used to calculate the porosity of the sample. 

Table 6.1: Porosity (𝜙), formation factor (𝐹) and cementation exponent (𝑀) for 

Series 1 and Series 2 samples, and measured values of (𝑘). For the first series of 

measurements corrected values of 𝐹 and 𝑚 are discussed in the text and are also 

listed. The uncertainties are 8%, 3% ,9% and 7% respectively for porosity, 

formation factor, cementation exponent and measured permeability. Uncertainty 

for corrected formation factor and cementation exponents are 6% and 9% 

respectively. 

j f F M
k* 10

-10 

(m2)  
F corr M corr f F M

k* 10
-10 

(m2)  

0 0.409 3.11 1.27 3.64 3.86 1.51 0.419 4.22 1.59 1.78

0.25 0.386 2.97 1.14 2.15 3.7 1.37

0.5 0.389 3.09 1.2 1.29 3.85 1.43 0.374 4.48 1.51 1.56

0.75 0.404 2.9 1.18 1.09 3.61 1.42

1 0.394 3 1.18 0.8 3.73 1.41 0.415 3.47 1.41 1.02

1.25 0.433 2.75 1.21 1.06 3.42 1.47

1.5 0.401 3.11 1.24 0.527 3.87 1.48 0.452 3.58 1.61 0.447

1.75 0.44 3.05 1.36 0.335 3.79 1.63

2 0.43 3.13 1.35 0.273 3.89 1.61 0.452 3.8 1.68 0.315

2.25 0.424 3.07 1.31 0.209 3.82 1.56

2.5 0.415 3.1 1.29 0.147 3.86 1.54 0.452 3.86 1.7 0.194

2.75 0.424 3.16 1.34 0.171 3.93 1.59

3 0.419 3.09 1.3 0.0979 3.85 1.55 0.452 3.83 1.69 0.0811

Series 1 Series 2
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6.5 SIP and hydraulic conductivity measurements on sieved sands 

The measurements on each sample start with recording the dry weight of the sample 

for porosity calculations. Then the hydraulic conductivity is measured while water of 

known electrical conductivity is flowing through the sample. Once the hydraulic 

conductivity measurements are completed the DC resistivity is recorded at that 

particular pore water conductivity. For Series 1 samples DC resistivity was recorded only 

at one pore water conductivity, while it was recorded for three different values for the 

Series 2 samples. After this the sample holder was made tight at both ends and moved 

to a chamber made up of thermally insulating material for keeping the temperature 

stable. The temperature fluctuations in the chamber were of the order of ±1°C. The 

sample was left for about 48 hours then repeated SIP measurements were conducted.  

Figure 6.5 (a) and (b) show the recorded SIP phase spectra of Series 1 and Series 2 

samples respectively. All of the measured a samples exhibit a clear peak in measured 

phase. The position of this peak is spread between 0.001 and 1Hz. The position of the 

peak keeps moving towards the higher frequencies as the grain size decreases.  

The measured spectra are then fitted to the Cole-Cole model as given by equation (6.5) 

using the data analysis routine Solver in MS Excel. The fitting was done between the 

frequencies 0.001Hz to 1Hz as the response above 1Hz is suspected to be due to 

instrumentation effects (Breede et al., 2012) and possibly because of Maxwell-Wagner 

Polarization (Chelidze and Guéguen, 1999). The fit to the phase response has been 

refined using the curve fitting package in MATLAB which yields 93% confidence limits on 

the recovered parameters. Values of the fit parameter R2 for the phase data is in all cases 

in excess of 0.975. Figure 6.6 shows an example of the quality of fit. The Cole-Cole 

parameters estimated from the Cole-Cole modelling are listed in Table 6.2.  

It can be seen from Table 6.2 that there is a notable difference between the estimated 

values of 𝜏𝐶𝐶  for samples with the same 𝜑 values. The 𝜏𝐶𝐶   values for the Series 2 

samples are larger than the respective values of Series 1 by a factor of 1.5 to 3.  This is 

discussed later in section 6.7. To remove dependence on the nature of the fluid, the 

measurements of hydraulic conductivity (K) made on each sample have been converted 

to values of permeability (k) using equation (4.3). The values of k are listed in Table 6.1. 
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Uncertainties in these values, derived from the repeat measurements, are typically 

about 7%. 
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(b) 



114 

6.6 Correction to the formation factor for Series 1 samples. 

Using the values of formation factor 𝐹, and cementation exponent m listed in Table 6.1, 

and taking the grain size 𝑑 as the size of the respective sieves in which they are collected 

during the sieving, the permeability of both Series 1 and Series 2 can be calculated using 

equation (6.13). The comparison between the predicted permeability given by (6.13) 

and the measured value is shown in Figure 6.7(a). The large uncertainties in the  

Table 6.2:  Results of Cole-Cole fitting to SIP amplitude and phase spectra between 

0.001 and 1 Hz for Series 1 and Series 2 samples. The uncertainty in estimated 

Cole-Cole parameters is ±7%. 

j
s o 

(Scm
-1

)
t CC (s) c M

0 39.8 36.4 ± 2.2 0.414 0.153

0.25 42.7 12.9 ± 0.2 0.424 0.148

0.5 47.3 10.3 ± 0.3 0.439 0.115

0.75 46.4 5.60 ± 0.36 0.493 0.116

1 37.9 4.60 ± 0.14 0.482 0.129

1.25 49.8 4.37 ± 0.26 0.523 0.101

1.5 54.9 3.86 ± 0.11 0.481 0.104

1.75 50.3 1.50 ± 0.11 0.465 0.087

2 49.5 1.60 ± 0.11 0.401 0.089

2.25 43.6 0.863 ± 0.033 0.46 0.09

2.5 31.7 0.549 ± 0.021 0.467 0.107

2.75 36.9 0.525 ± 0.152 0.356 0.106

3 43.5 0.508 ± 0.088 0.605 0.065

0 42.7 34.5 ± 2.5 0.444 0.114

0.5 36.6 51.6 ± 3.4 0.406 0.187

1 45.1 15.1 ±0.4 0.448 0.202

1.5 47.6 7.44 ± 0.13 0.465 0.214

2 70.6 3.26 ± 0.22 0.508 0.066

2.5 60.1 1.52 ± 0.11 0.536 0.084

3 51.2 0.931 ± 0.072 0.564 0.137

Series 1

Series 2
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Figure 6.6:  Fit of a Cole-Cole model to SIP amplitude and phase for 𝜑 = 1.5. Fitting 

is in the range of 0.001 – 1 Hz. (a) phase, (b) conductivity magnitude 
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Predicted permeability arise the appearance of the term 𝐹(𝐹 − 1)2 in the denominator. 

While the calculated permeabilities for both Series 1 and Series 2 are close to a 1:1 line 

they are offset from each other by an amount significantly more than the uncertainties 

involved in both permeability and formation factor. Again a look at Table 6.1 shows that 

even though the porosities are nearly the same for respective samples of both series, 

the formation factor of Series 1 is lower than that of Series 2. This points to the fact that 

the formation factor measured at around 100 μScm-1 is an underestimate and hence 

require a correction. As the sand, except for removal of a tiny fraction of smaller size 

grains and the packing method involved are identical for both Series 1 and Series 2 a 

correction factor can be calculated based on formation factor for Series 2 samples.  The 

apparent formation factor given by equation (4.14) is  

𝐹𝑎 =
𝐹𝜎𝑤

𝜎𝑠𝐹+𝜎𝑤
          

where 𝜎𝑠 is the term indicating the contribution from surface conductivity. This surface 

conductivity term can be determined from a plot like the one shown in Figure 4.26 and 

then the apparent formation factor 𝐹𝑎 at any value of the pore water conductivity 𝜎𝑤 

can be calculated. When such an analysis was done on the seven samples of Series 2, it 

was found that the apparent resistivity measured at 100 μScm-1 is about 80±6 % of the 

intrinsic or true value of the formation factor. The corrected formation factor (𝐹𝑐𝑜𝑟𝑟), 

and the corresponding corrected cementation exponent ( 𝑚𝑐𝑜𝑟𝑟), are listed in Table 6.1. 

A plot of measured permeability against permeability calculated using equation (6.13) 

with the corrected formation and cementation exponent are shown in Figure 6.7(b). As 

expected now equation (6.13) makes better prediction of permeability. 

6.7 Relationship between 𝝉𝑪𝑪  and grain size 

Equation (6.14) indicates that 𝜏𝐶𝐶  is proportional to the square of the grain diameter. A 

plot of the recovered values of 𝜏𝐶𝐶  against the sieve mesh size is shown in Figure 6.8. 

Power law relationships provide excellent fits to the data from both series of 

measurements. The exponents obtained in the power law fit are, 1.97 ± 0.26 and 2.00 ± 

0.51, respectively for the two data series. Both of these encompass the power of 2 

predicted by equation (6.14). Calculated values for the diffusion coefficient are, 

respectively, 7.1 x 10-9 and 2.2 x 10-9 m2s-1. These are both larger than values generally  
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Figure 6.7: (a) Measured permeability plotted against predicted permeability given 

by equation (6.13) Series 1 open circles, Series 2 – squares. (b) as (a) after 

correction of the formation factor for data series 1. Uncertainties in the predicted 

values for Series 2 data come from the fit of equation (54) to apparent formation 

factor data. Uncertainties in the corrected values for series 1 data come from the 

estimate of uncertainty in the degree to which the intrinsic formation factor is 

underestimated by a single determination at one fluid conductivity. 
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quoted for Na+  in clean sands (e.g. 1.3 x 10-9 m2s-1 at 25 C, Revil et al., 2012) but have 

large uncertainties associated with them, which again encompass the expected value. 

The experimental data could therefore be considered to confirm the expected 

relationship between 𝜏𝑐𝑐 and 𝑑. However, even though both series display an excellent 

power law relationship, there is a disparity in the recovered values of the 𝜏𝑐𝑐. There are 

two possible reasons for this. The first is that the Series 1 samples had more of the 

smaller size grains sticking to them which may have had the effect of reducing the 

effective pore size which in turn predicts a decrease in the value of 𝜏𝑐𝑐.  The second 

reason may be the difference in electrical conductivity of the pore fluid as explained in 

section 6.10. For the second series, DC resistivity measurements were done at three 

different pore water conductivities starting with 400 μScm-1 and coming down to 50 

μScm-1. But for the first series the DC resistivity measurements were made only at 100 

μScm-1. Both series of samples were left for at least 48 hours before making SIP 

measurements. It has been observed for all samples that after they are saturated with 

pore water of a particular electrical conductivity there was a slow and steady increase 

in the pore fluid conductivity. Hence the pore water conductivity at which the Series 2 

samples were stabilised could have been slightly less than that of the Series 1 samples 

and this might have contributed to a small increase in 𝜏𝑐𝑐 of the Series 2 samples. 

6.8 SIP and hydraulic conductivity measurements on mixtures of grain 

sizes 

The observation of sensitivity of 𝜏𝑐𝑐  to grain size indicate that it is worth investigating 

the effect of the presence of smaller grains along with larger grains. This is very 

important because in a natural setting the geological materials consist of a grain size 

distribution rather than a single grain size. An investigation was done with samples 

prepared by mixing grains of size 𝜑 = 0.25 and 𝜑 = 2.50. Table 6.3 shows the different 

proportions of the two grain sizes in each sample, the measured porosity, formation 

factor, cementation exponent and permeability, and also the recovered value of 𝜏𝑐𝑐 

determined from Cole-Cole modelling of the SIP responses. The SIP phase spectra 

measured for these samples are shown in Figure 6.9. 

The two grain sizes chosen are such that the smaller grains can potentially fit in the void 

formed due to the larger grains. For this to occur the smaller grain diameter should be 
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at most 0.29 times smaller than the size of the larger grain (Zong, 2002). The range of 

ratio of diameter of the grains used for making the mixtures is in the range of 0.177 to 

0.25. If spherical grains of uniform diameter are considered the smallest porosity that 

can be achieved by close-packing is approximately 26% (Hales, 2005). For loose random 

packing, such as achieved by the method used to fill the sample holder, the expected 

porosity is 40% (Scott, 1960; Scott & Kilgour, 1969). As can be seen from Table 6.3 and 

Figure 6.10(a) this corresponds closely to the measured porosity for both the samples 

consisting of a single grain size. As the smaller grains fill up the voids the porosity of the 

mixture decreases with increasing percentage of smaller grains. As can be seen from 

both Table 6.3 and Figure 6.10(a) the porosity reaches a minimum and then increases 

again to the expected 40%, showing a variation that can be extremely well represented 

by a quadratic function. A variation in formation factor is also is expected with variation 

in the percentage of the smaller grain size. As more and more voids are filled the net 

resistance of the sample increases. This is because the resistance of the sand grains is 

much larger than the resistance of pore water. Figure 6.10(a) shows that the formation 

factor increases and then decreases as expected. 

Figure 6.8: Relaxation time derived from Cole-Cole modelling plotted against the 

grain size. Series 1 – open circles, Series 2 – squares. Uncertainties in the relaxation 

time are generally too small to show. 
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The changes in both permeability and the calculated Cole-Cole relaxation time with 

increasing percentage of the smaller diameter grains are shown in Figure 6.10(b). The 

permeability keeps decreasing with the increasing percentage of smaller grain sizes. This 

is expected as the percentage of smaller grain increases more and more pore space is 

occupied by the smaller grain, and this reduces the space available for flow of water 

through the medium. The reduction in permeability observed is close to 1 order of 

magnitude. The relaxation time 𝜏𝐶𝐶  behaves in a similar fashion, with even the addition 

of 10% of the smaller diameter grains leading to a nearly 50% decrease in 𝜏𝑐𝑐 

Such sensitivity of 𝜏𝑐𝑐 to the presence of smaller grain support the hypothesis that the 

mismatch of the lines in Figure 6.8 could be a result of the presence of smaller grains.  

This suggests that there could be an “effective grain diameter” (de) when it comes to 

mixtures of sand.  For Series 1 samples the sieve mesh size multiplied by some constant 

reduction factor C would bring consistency between the sets of measurements. It is 

found that a value of C  0.625 brings the Series 1 data into best alignment with the 

Series 2 data for which C = 1 is assumed. It can be calculated that the relaxation times 

have been reduced by about 40%. It cannot be considered that the mismatch in Figure 

6.8 is caused by the presence of smaller grains alone. There could be another factors like 

variations in pore fluid conductivity as discussed in section 6.7 and 6.10.  

6.9 Prediction of permeability from SIP for New Zealand coastal 

aquifers  

Equations (6.13) and (6.15) show that both the permeability and 𝜏𝑐𝑐 are proportional to  

𝑑2. Plots of measured permeability and 𝜏𝑐𝑐 against the grain size shown in Figure 6.1 

and Figure 6.8 strongly support this.  Hence given that the formation factor, porosity, 

and the counterion diffusion coefficient 𝐷𝑖  are known, equations (6.16) and (6.18) 

should be able to make good permeability predictions.  The equations (6.16) and (6.18) 

differ in choosing the dynamic pore radius that is assumed to control the permeability - 

as the grain diameter or pore radius respectively. 

The result of plotting measured values of permeability against those predicted by these 

two equations is shown in Figure 6.11. In all the permeability calculations the value of 

1.3 x 10-9 m2s-1, is used for the diffusion coefficient (𝐷𝑖). This value is suggested by Revil 

et al. (2012) for a pore fluid that consists of a majority of Na+ ions. 
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Figure 6.9: SIP phase spectra measured on mixtures of saturated sands with 

different proportions of grain sizes 𝜑  = 0.25 and 𝜑 = 2.50. 
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100 – 0 0.409 3.83 1.5 1.39 36.7 ± 1.5

90 – 10 0.384 4.38 1.55 0.583 20.1 ± 0.9

80 – 20 0.371 4.74 1.57 0.57 15.4 ± 0.5

60 – 40 0.35 4.81 1.5 0.282 6.43 ± 0.18

20 -80 0.358 4.66 1.5 0.098 2.27 ± 0.09

0 - 100 0.4 4.23 1.57 0.119 1.25 ± 0.09

f F m

Table 6.3: Porosity (φ), formation factor (𝐹), cementation exponent (𝑚), 

permeability (𝑘) and Cole-Cole relaxation time (𝜏𝐶𝐶) of samples consisting of 

mixtures of grain sizes 𝜑  = 0.25 and 𝜑 = 2.50. The uncertainties are 8%, 3% ,9% 

and 7% respectively for porosity, formation factor, cementation exponent and 

measured permeability 
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Figure 6.11 shows that both equations (6.16) and (6.18) are possibly useful predictors 

for all the three types of samples used, i.e. Series 1, Series 2 and the mixtures. While 

equation (6.16) under-estimates the permeability slightly, equation (6.18) over-

estimates it by close to an order of magnitude. This is not surprising as a look at the 

denominator of equation (6.16) and (6.18) shows that the only difference between the 

two equation is an absence of the term 𝑚2(𝐹 − 1)2. For unconsolidated sands, the 

average value of formation factor is around 4 and that of the cementation exponent is 

about 1.5. With these values it can be seen that for the same value of 𝜏𝐶𝐶  and 𝐷𝑖  the 

predicted permeabilities differ by a factor of 20 between equations (6.16) and (6.18). A 

measure of the goodness of fit is given by the RMS defined as 

    
2

1010 )(log)(log
1

measpredrms kk
N

    (6.20) 

with values of rms of 0.473 for equation (6.16) (Figure 6.11(a)) and 0.958 for equation 

(6.18) (Figure 6.11(b)). 

While equation (6.16) and (6.18) make reasonable predictions compared to any other 

method, it is worth investigating what is it that prevents both equations from making 

predictions closer to the 1:1 line. It has to be remembered that approximations were 

involved in the formulation of these equations that connect the permeability to the 

dynamic pore radius. Given the nature of the assumptions in equation (6.16), and the 

plots in Figure 6.11, it is worth investigating a correction in the form of a constant of 

multiplication for both equations (6.16) and (6.18) as follows.  

   22 )1(4 


FFm

D
Ak iCCt

      (6.21) 

and  

  
F

D
Bk iCC

4

t
        (6.22) 

Fitting equations (6.21) and (6.22) to the measured data gives the value of constants as 

A = 2.49  0.62 with rms = 0.258 and B = 0.122  0.034 with rms = 0.291.  Figure 6.12 (a) 

and (b) shows the result of the fit.  One factor that can affect the constants 𝐴 and 𝐵 is 

the diffusion coefficient 𝐷𝑖.  
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Not all samples show a significant peak in phase response as reported by Weller et al. 

(2015).  For such samples an empirical relationship like the one given by equation (6.19) 

is used to relate k and s  - the imaginary conductivity measured at a given frequency 

usually at 1Hz. Such differences in spectra may arise from the nature of the porous 

medium and especially the leading mechanism that contributes to the SIP response as 

detailed with Figure 3.8 could be responsible for the lack of a significant peak. Even 

though the nature of the spectra is different a look at Figure 6.5(a) and(b) and 6.9 shows 

that there is indeed a variation in 𝜎′′ at 1 Hz corresponding to variation in grain size. This 

variation arises from the fact that as the grain size varies the position of the phase peak 

also varies and since all of them have similar shapes a variation in imaginary conductivity 

is expected. Hence if the Cole-Cole relaxation time is plotted against the value of the 

imaginary conductivity at 1 Hz there is a degree of correlation between 𝜏𝐶𝐶  and s  .This 

correlation suggests that, even though the low frequency phase is not flat, relationships 

of the kind  

  
cbF

a
k

s 
        (6.23) 

as suggested by Weller et al. (2015) may still be a useful empirical predictor for 

permeability. The values for a, b and c that give the best fit for this relationship (with k 

expressed in m2 and s  in mSm-1) are poorly constrained but yield (Figure 6.13(a)) log10a 

= -11.7  2.4, b = 1.93  0.37 and c = 2.21 0.91. The misfit for this, defined as in (6.20), 

is rms = 0.315. For samples measured at the same pore fluid conductivity then the 

formation factor may be replaced by dependence on the bulk DC conductivity (𝜎0), as 

outlined in Weller et al. (2015).,  

  
c

b
od

k
s

s


        (6.24) 

where the constant d is equal to 
b

fa s/ . Since the SIP measurements on Series 2 and 

mixtures were conducted at the same fluid conductivity 50 μScm-1, the equation (6.23) 

could be tested on them. Using the exponents determined by fitting equation (6.24) to 

the measured permeabilities the best fitting value of 𝑑 is estimated as (4.07  1.06) x 

10-14, compared to a value of 
b

fa s/  of about 9 x 10-14, the difference most likely being 
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Figure 6.11: Measured permeability plotted against permeability predicted by (a) 

, and (b) by ,. Series 1 – circles, Series 2 – squares 

Mixtures – diamonds. The dashed lines show the 1:1 correspondence between 

measured and predicted permeability. Uncertainties are those based on 

uncertainties in  𝜏𝐶𝐶, 𝐹  and 𝑚. 
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Figure 6.12:  Measured permeability plotted against permeability predicted (a) by 

, and (b) by  . Series 1 – circles, Series 2 – 

squares, Mixtures – diamonds. The dashed line shows the 1:1 correspondence 

between measured and predicted permeability. Uncertainties are those based on 

the uncertainties in  𝜏𝐶𝐶, 𝐹  and 𝑚. 
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attributable to the use of Series 1 data in the determination of a. The result of this fit is 

shown in Figure 6.13(b) and gives a misfit of rms = 0.195.  At first sight therefore (6.24) 

actually appears to be the best predictor of permeability. However, there are some 

significant riders to this as discussed below. 

It can be considered that equations (6.21)-(6.24) are suitable for predicting the 

permeability of unconsolidated sands that are typical of New Zealand’s shallow coastal 

aquifers. However, while measurements on consolidated materials like rock and 

sandstones are relatively abundant there are few published works related to SIP 

measurements on unconsolidated sediments. Revil et al. (2012) compared both 

equations (6.16) and (6.18) against data from samples measured by Koch et al. (2012) 

who made measurements on both compacted and uncompacted samples. Both the 

method of preparation for the compacted samples and the mean grain sizes (between 

180 and 860 µm) were similar to the present study. Figure 6.14 (a) and (b) shows a test 

of equation (6.16) and (6.18) using data from present study and that reported for the 

compacted sample by Koch et al. (2012. 

Figure 6.15 shows a comparison of relaxation time of data reported by Koch et al. (2012) 

and the present study. Again it can be seen that the 𝜏𝐶𝐶  values are smaller compared to 

the present study. As discussed earlier this could be because the samples in the study of 

Koch et al. (2012) were not sieved to the degree to which the present samples. Hence 

there may be finer grains present. This in turn can bring down the value of 𝜏𝐶𝐶. 

Unsurprisingly the prediction of permeability through equation (6.16), shown in Figure 

6.14(a), is worse for the data of Koch et al. (2012) than for the samples in the present 

study; having an RMS misfit of 1.021 compared to 0.473. When equation (6.21) is applied 

with the value for A determined from the data in the present study, this misfit reduces 

to 0.669. The permeability predicted by (6.18), shown in Figure 6.14(b), gives a much 

better prediction for Koch et al. (2012) data. This indicates that developing a single 

predictive expression is not easy. 

An alternative predictor, which takes into account the fact that predicted values given 

by (6.16) are under-estimates for low values of permeability, is the empirical 

relationship given by fitting a power law to the measured permeability as a function of 

predicted permeability: 
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Figure 6.13: Measured permeability plotted against permeability predicted (a) by  

 and (b) by . Best fitting values of log 10 a,b,c and log 10 d are 

shown. Series 1 – circles, Series 2 squares, Mixtures diamonds. The dashed line 

show the 1:1 correspondence between measured and predicted permeability. 

Uncertainities in the predicted values are not shown as these depend upon the 

derived values of the exponent b. 

log 10 a = -11.7±2.4 

b= 1.93 ±0.37 

c = 2.21±0.91 

log 10 d = -13.4±0.1 
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Figure 6.14: Measured permeability plotted against permeability (a) measured by 

, and (b) by . Circles data from this study, diamonds 
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684.031001.1 predkxk       (6.25) 

where kpred is given by (6.16). The power law fitting was done using Microsoft Excel 

Solver. 

Figure 6.16 shows a plot of permeability predicted using equation (6.23) with data from 

the present study and reported by Weller et al. (2015). In their study Weller et al. (2015) 

used data from a number of sources, including Weller et al. (2013), Slater et al. (2014) 

and Xu (2014), to test expressions of the kind given by equations (6.23) and (6.24). The 

data selected for comparison are for sands and gravels whose SIP response could be 

similar to that of the samples in the present study.  Figure 6.16 shows that there is a 

good agreement between the measured permeability and the predicted permeability 

using )/( cbFa s   (with a, b and c as given above and in Figure 6.13(a)). The overall misfit 

Figure 6.15: Plot of 𝜏𝐶𝐶  against grain size. Open circles – Series 1 data from the 

present study; open squares Series 2 data from the present study; filled diamonds 

- data from Koch et al. (2012). For data from present study the sieve size is taken 

as the grain size. For data from Koch et al. (2012) the d50 value determined by laser 

diffraction measurements is taken as the grain size. 
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is rms = 0.439. Other samples used by Weller et al. (2015), including floodplain samples 

with low permeability and samples with clay content, were not compatible with this fit. 

Permeability prediction with equation (6.24) with the data reported by Weller et al. 

(2015) was not attempted because the measurements were conducted at different fluid 

conductivities.  

While this study cannot claim to have found a single predictor for permeability, it 

appears that equations (6.21), (6.22) and (6.23) may all be usable predictors for 

permeability of New Zealand shallow sand aquifers. The constants A, B, a, b and c may 

be applicable only for the New Zealand aquifers. 

Field measurements pose some more challenges. Permeability prediction using 

equations (6.21) - (6.23) require an accurate measurement of the intrinsic formation 

factor. Additionally, use of equation (6.21) also requires the porosity for the calculation 

of the cementation exponent. This may not be easy. Except in the case of highly saline 

aquifers, the measured formation factor will be an under-estimate of the intrinsic 
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Figure 6.16.  Measured permeability plotted against permeability predicted by 

 𝑘 =
𝑎

𝐹𝑏𝜎′′𝑐
 with values of a, b, c as given in Figure 6.13(a). Filled circles data from 

this study; diamonds data from Weller et al. (2015). The dashed lines show 1:1 

correspondence between measured and predicted permeability 
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formation factor. This necessitates the need for some alternate methods for correcting 

the formation factor. Equation (6.24) has the advantage that it does not depend on 

formation factor and porosity. However, the constants estimated in the laboratory may 

not be applicable for the field measurements. 

6.10 Dependence of SIP on pore fluid conductivity – further observations 

The Series 1 and Series 2 samples were saturated with pore water of a given conductivity 

by passing about 20 litres of fluid through the sample for determining the hydraulic 

conductivity. This takes about 10-20 minutes depending on the grain size of the sample. 

Normally SIP measurements are made on the sample after a further period of at least 

48 hours. However, if continuous measurements are made during this 48-hour period a 

gradual increase in the pore water conductivity can be inferred from the fact that the 

electrical conductivity of the sample keeps increasing. This variation in the conductivity 

of the sample may be a result of the dissolution of ions into the pore water from the 

minerals in the sand. 

Figure 6.17: Cole-Cole relaxation time constant plotted against the DC electrical 

resistivity for the sample φ = 2.5 in Series 2. 
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As the conductivity increases, there is a corresponding decrease in the value of the Cole-

Cole relaxation time constant as shown in Figure 6.17. Such a variation has been 

observed for all the samples which are described as Series 1 and Series 2.  But the extent 

of variation in pore water conductivity, and hence the Cole-Cole relaxation time 

constant, varies among samples. It should be noted that a somewhat significant 

variation in Cole-Cole relaxation time occurs only at pore water conductivities below 100 

μScm-1. For some of the measurements, but not all, this variation can be well 

represented by a power law. Using the power law equation that fits the data for the 

sample with φ = 2.5 in Series 2, an attempt has been made to extrapolate the value of 

Cole-Cole relaxation time to lower and higher conductivities of pore water. The result of 

one such fit for data presented in Figure 6.17 is shown in Figure 6.18. While it cannot be 

assured that the relationship observed in a short range of pore fluid conductivity holds 

good for a much larger range, it can be reasonably concluded that at higher salinities 

there is not much effect on the estimated Cole-Cole relaxation time; while it can be 

significant at lower conductivities. As the pore water conductivity of all samples when 

Figure 6.18: Cole-Cole relaxation time constant (𝜏𝐶𝐶) plotted against DC electrical 

resistivity for the sample φ = 2.5 in Series 2. The circles are experimentally 

determined values while the diamonds are calculated using the power equation  

(shown in Figure 6.17) that fit the experimentally measured data. 
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their SIP spectra was recorded was above 100 μScm-1 the impact of variation in Cole-

Cole relaxation time due to slightly different fluid conductivities of the sample is inferred 

to be insignificant.  

6.11 Conclusion 

SIP and hydraulic conductivity measurements were made on sieved fractions of sand 

and mixtures of sieved fractions of sand in various proportions. The measured hydraulic 

conductivity shows a good correlation to the grain size, relaxation time constant and 

hydraulic conductivity predicted by various relationships. While none of these 

relationships can be taken as a universal predictor for hydraulic conductivity the 

correlation displayed suggests that the relaxation time constant is sensitive to the 

variation of hydraulic conductivity due to variation in grain size. In many cases the 

difference between the measured and predicted permeability is small though this close 

prediction is not sufficient to conclude that precise predictions are necessarily possible. 

However, it is promising to see the excellent sensitivity of the relaxation time constant 

to the hydraulic conductivity in the case of mixtures of sieved fractions of sand.  This is 

a strong indicator the relaxation time will be a good predictor for hydraulic conductivity 

for natural samples which have a distribution of grain sizes. 

For the samples prepared in the laboratory the best prediction of permeability comes 

from equation (6.16). It has to be kept in mind that these samples are very well sorted 

and hence it is not surprising that equation (6.16) is able to give good predictions. 

Equation (6.18) may be more appropriate to predict the permeability of more densely 

packed media like sandstones. The purpose of this study was to see how well the 

relaxation time constant can replace grain size in an equation that predicts permeability. 

It is in this context that equations (6.21) and (6.22) are tested. The constants involved 

take care of all factors that influence permeability other than the grain size/pore size. 

Although it appears that developing a single universal equation to predict permeability 

may not be possible, it is beyond any doubt that SIP parameters can give an estimate of 

grain/pore size at least in unconsolidated sediments. It is to be investigated that how 

much this can be extended to other natural pores systems.  
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7. Summary 

This thesis reports on an investigation into the possibility of using the Spectral Induced 

Polarization (SIP) method for the determination of hydraulic conductivity of materials 

that are typically found in New Zealand shallow coastal aquifers. The ability of the SIP 

response to provide additional information about the grain-pore fluid interface has been 

known for a long time. SIP was in use from the 1950s but except for one or two attempts 

there was not much effort to use it for hydrogeophysical applications.  The fact that the 

SIP method has not yet found its place as a viable tool in hydrogeophysics and in 

prominent geophysical organisations, as there are only very few manufactures of SIP 

instrumentation. The very low polarizability of many geological materials, especially 

those which do not have metallic minerals, demands a very good quality of impedance 

spectrometer that can measure a phase difference as small as few milliradians. 

The custom built impedance spectrometer developed at Victoria University of 

Wellington has proved to be a success in making laboratory measurements on 

unconsolidated sand samples. Although the upper limits of 20 mApp in current, and 12Vpp 

in voltage, restricts the use of the impedance spectrometer in the field. The next 

generation instrument which can provide 1 App and 70 Vpp respectively in current and 

voltage, will be able to address this drawback. 

The measurements made on two series of sieved fractions of sand and mixtures of 

different fractions are encouraging. The correlation between the Cole-Cole relaxation 

time constant recovered by fitting the measured SIP response with a Cole-Cole model 

shows an excellent fit to the expected relationship with grain size. They are very well 

explained by a power law fit and the power of the fit is found to be close to 2. The results 

also show that the Cole-Cole relaxation time constant is extremely sensitive to the 

presence of smaller grains in a well sorted sand. 

Four different models for predicting the permeability from SIP spectra have been tested 

on the data obtained in the present study. All the models show a good fit, although the 

goodness of fit varies. The predicting ability of the models was also tested on the data 

available in the literature. It should be noted that very few data are available on SIP 

measurements on unconsolidated sediments. The results of the present study show that 

the pore fluid conductivity at which measurements are conducted can influence the 
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permeability prediction. This is caused by a slight influence on relaxation time constant, 

and a much bigger influence through the formation factor. Such variations may have 

very little relevance in a field setting but could be important when making accurate 

measurements in the laboratory to investigate the polarization mechanisms. The 

presence of the electrical formation factor, and its dependence on the pore fluid 

conductivity, means that these models should be used with caution. This is because the 

formation factor estimated for freshwater will be definitely an under-estimate of the 

intrinsic formation factor. By adding a single multiplicative constant as a correction term 

all the models are able to give an excellent fit to measured values of hydraulic 

conductivity. This shows that irrespective of the excellent correlation between 

permeability and the Cole-Cole relaxation time recovered from the fitting of measured 

SIP responses to the Cole-Cole model, predicting the exact hydraulic conductivity is 

difficult. This means that there may not be a universal model that relates an SIP response 

to hydraulic conductivity. 

Notwithstanding this there is no doubt that SIP is a viable method to determine the 

hydraulic conductivity of New Zealand shallow coastal aquifers. It is interesting to note 

that the all samples used in the study have a much larger SIP response compared to that 

of pure silica sand. This is something that needs further investigation and may 

potentially throw light on the polarization of the electrical double layer. If this large SIP 

response is characteristic of most of the aquifer materials, then this is a factor that 

further encourages the use of SIP on New Zealand shallow coastal aquifers.  

This is the first work reported on SIP measurements made on New Zealand sands, whilst 

there are very few work published on SIP measurements on unconsolidated sediments. 

This work represents the first measurements on sands that have been well sieved and 

in the range of grain size 1000 𝜇𝑚 to 125 𝜇𝑚. This project has also further developed 

and established the construction of a simple sample holder that permits the SIP and 

hydraulic conductivity measurements to be made without the need to repack the 

sample as occurs in many studies reported in the literature. The use of a low cost custom 

made impedance spectrometer is another highlight. Such low cost instruments can help 

in promoting more work in this field. 

All the samples measured during this study except the pure silica sand sample showed 

a SIP response much larger than that for typical silica sands. This may indicate the 
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presence of minerals that can enhance the SIP response, but also is partly due to the use 

of pore fluids of relatively low conductivity. However this observation indicates that a 

detailed study including characterising the mineralogy of the samples is necessary. 

The SIP measurements on mixtures with a systematic variation in their grain size fraction 

is the first of its kind. While this study has presented a general trend in the results it is 

recommended that there is further investigation to try and establish a model that 

explains how the SIP response of different grain sizes combine/average out to form a 

resultant spectrum and whether that can give an insight into the grain size distribution. 

The author recommends to extend the measurements on the impact of compaction on 

SIP spectra. Combining the result of such a study with the current measurements can 

throw light on whether it is the grain size or pore size that controls the SIP mechanism 

in unconsolidated sediments, or more importantly, whether there is a transformation 

from a grain size controlled phenomenon to pore size based phenomenon at some 

critical compaction level. 

While it has not been recorded and reported in this thesis it was observed that 

temperature does affect the relaxation time. As measurements for this study were made 

at constant temperature the impact of such a change is negligible in the present data, 

but it underlines the importance of maintaining the temperature constant during SIP 

measurements where the expected change in SIP spectra is small.  

Another interesting study will be the influence of salinity on SIP spectra at very low and 

very high salinity levels. It may be very difficult to maintain the salinity steady at salinity 

levels less than 30 𝜇𝑆𝑐𝑚−1 in the case of natural samples as they may contain 

dissolvable minerals. This can be overcome by the use of chemically stable spherical 

objects like glass beads. 
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Appendix 1 

Table of sampling rates for data acquisition 

1 Cycle 2 Cycles 3 Cycles

1 1000 23997.07067 131072 262144 393216

2 794.3 23999.65182 131072 262144 393216

3 631 23993.74296 131072 262144 393216

4 501.2 23993.16523 131072 262144 393216

5 398.1 23990.69572 131072 262144 393216

6 316.2 23998.24343 131072 262144 393216

7 251.2 23998.02216 131072 262144 393216

8 199.5 23989.78349 131072 262144 393216

9 158.5 23989.50577 131072 262144 393216

10 125.9 23985.41395 131072 262144 393216

11 100 23961.97441 131072 262144 393216

12 79.43 23988.59207 131072 262144 393216

13 63.1 23972.87884 131072 262144 393216

14 50.12 23975.65197 131072 262144 393216

15 39.81 23935.67119 131072 262144 393216

16 31.62 23956.62798 131072 262144 393216

17 25.12 23858.90319 131072 262144 393216

18 19.95 23989.78349 131072 262144 393216

19 15.85 23879.2092 131072 262144 393216

20 12.59 23915.89101 131072 262144 393216

21 10 23831.27273 131072 262144 393216

22 7.943 23661.47491 131072 262144 393216

23 6.31 23630.40914 131072 262144 393216

24 5.012 23461.888 131072 262144 393216

25 3.981 23718.07418 131072 262144 393216

26 3.162 23024.98133 131072 262144 393216

27 2.512 23518.06171 131072 262144 393216

28 1.995 23771.69455 131072 262144 393216

29 1.585 23083.23556 131072 262144 393216

30 1.259 23574.23543 131072 262144 393216

31 1 21845.33333 131072 262144 393216

32 0.7943 20822.09792 131072 262144 393216

33 0.631 20676.608 131072 262144 393216

34 0.5012 21897.76213 131072 262144 393216

35 0.3981 17393.2544 131072 262144 393216

36 0.3162 20722.4832 131072 262144 393216

37 0.2512 16462.6432 131072 262144 393216

38 0.1995 13074.432 131072 262144 393216

39 0.1585 20774.912 131072 262144 393216

40 0.1259 16501.9648 131072 262144 393216

Serial No. Frequency in Hz Sampling rate S/s No. of Samples collected  for
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1 Cycle 2 Cycles 3 Cycles

42 0.07943 10411.04896 131072 262144 393216

43 0.0631 8270.6432 131072 262144 393216

44 0.05012 6569.32864 131072 262144 393216

45 0.03981 5217.97632 131072 262144 393216

46 0.03162 4144.49664 131072 262144 393216

47 0.02512 3292.52864 131072 262144 393216

48 0.01995 2614.8864 131072 262144 393216

49 0.01585 2077.4912 131072 262144 393216

50 0.01259 1650.19648 131072 262144 393216

51 0.01 1310.72 131072 262144 393216

52 0.007943 1041.104896 131072 262144 393216

53 0.00631 827.06432 131072 262144 393216

54 0.005012 656.932864 131072 262144 393216

55 0.003981 521.797632 131072 262144 393216

56 0.003162 414.449664 131072 262144 393216

57 0.002512 329.252864 131072 262144 393216

58 0.001995 261.48864 131072 262144 393216

59 0.001585 207.74912 131072 262144 393216

60 0.001259 165.019648 131072 262144 393216

61 0.001 131.072 131072 262144 393216

Serial No. Frequency in Hz Sampling rate S/s No. of Samples collected  for
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Appendix 2 

Publications and conference presentations relating 

to this research 

Publications 

1. Joseph, S., Ingham, M. & Gouws, G., 2015.  Spectral Induced Polarization 

measurements on New Zealand Sands – dependence on fluid conductivity. Near 

Surface Geophysics, 2015, 13 169-177. 

http://nsg.eage.org/publication/publicationdetails/?publication=78521 

Conference Presentations 

1. Joseph, S., Ingham, M. & Gouws, G., 2012. Spectral Induced polarization 

measurements on New Zealand sands. Fall Meeting, American Geophysical Union, 

San Francisco, 3-7 December 2012. 

2. Joseph, S., Ingham, M. & Gouws, G., 2013. Spectral Induced Polarization 

Measurements on New Zealand Sands - Dependence on Fluid Conductivity. 

Proceedings of  Near Surface Geoscience 2013 – 19th European Meeting of 

Environmental and Engineering Geophysics Bochum, Germany, 9-11 September 

2013. 

http://earthdoc.eage.org/publication/publicationdetails/?publication=70924 

3. Joseph, S., Ingham, M. & Gouws, G., 2013.  Spectral induced polarization (SIP) 

measurements on New Zealand unconsolidated. Proceedings of The NZ 

hydrological society and The meteorological society of NZ joint conference 

Palmerston North, 19-22 November 2013. Pages 108-109. 

4. Ingham, M. Joseph, S., & Gouws, G., 2013 IP and SIP – The missing link to hydraulic 

conductivity. Proceedings of The NZ hydrological society and The meteorological 

society of NZ joint conference Palmerston North, 19-22 November 2013. Pages 

102-103 

http://nsg.eage.org/publication/publicationdetails/?publication=78521
http://earthdoc.eage.org/publication/publicationdetails/?publication=70924
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5. Joseph, S., Ingham, M. & Gouws, G., 2014.  Spectral induced polarization and 

hydraulic conductivity measurements on New Zealand unconsolidated sediments. 

Proceedings of 3rd international workshop on induced polarization, I le dOleron, 

Charente-Maritime, France, 6-9 April 2014. 

      http://ip.geosciences.mines-paristech.fr/s1_joseph 

6. Ingham, M. Joseph, S., K. Ilse & Gouws, G., 2014.  IP and SIP the practical link? 

Proceedings of 3rd international workshop on induced polarization, I le dOleron, 

Charente-Maritime, France, 6-9 April 2014. 

       http://ip.geosciences.mines-paristech.fr/s1_ingham 

7. Joseph, S. Ingham, M., 2014. Spectral Induced Polarization and hydraulic 

properties of New Zealand Sands. Fall meeting, American Geophysical Union, San 

Francisco, 15-19 Dec 2014. 
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