
Using catch-per-unit-effort

data to solve spatial problems

in Orange Roughy abundance

estimates

by

Max Schofield

A thesis

submitted to the Victoria University of Wellington

in fulfilment of the

requirements for the degree of

Master of Science

in Biological Sciences.

Victoria University of Wellington

2015





Abstract

This thesis describes a thorough analysis of the Andes Complex orange

roughy fishery, which started in 1991 and continues to date. The Andes

Complex orange roughy fishery displays a rapid initial decline in catch

rate, followed by a prolonged period of relatively stable catch rate. This

trend is the classic feature of a hyperdepletion catch rate. The trends in

the observed Andes Complex orange roughy catch rates were explored

through the development of eight modified Schaefer Surplus Production

Models (SPM). Each model applied a hypothesis about a mechanism catal-

ysing the observed trend of the fishery. The SPM was modified by ei-

ther adding new information to the model, or an additional parameter.

The fits of the modified models were optimised to elucidate values of un-

known parameters in the SPM, and these were used to create estimated

abundance indicies for each model. Then I compared each index to the

observed abundance index (catch rate), derived following an Exploratory

Analysis. The best candidate models, which had the smallest likelihoods,

BIC values, and best visual fits, were those assuming population growth

rate changed midway through the fishery, or that the population size de-

creased following habitat damage (from trawling).
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Table 1: Glossary of fisheries terms from United Nations Food and Agriculture Organi-
sation (FAO)

Term Definition
Aggregation The process of grouping (of fish) for various behavioral reasons related to

migration, spawning or feeding
Benthic Refers to animals and fish that live on or in the bottom water layer

or in the sediment
Benthopelagic Living and feeding near the bottom as well as in midwaters or

near the surface. Feeding on benthic as well as free swimming organisms.
Biomass (B) The total weight of a group or stock of living organisms or of some

defined fraction of it (e.g. spawners), in an area, at a particular time
By-catch Part of a catch of a fishing unit taken incidentally in addition to the target

species towards which fishing effort is directed
Carrying Capacity (K) The maximum population of a species that a specific ecosystem can

support indefinitely without deterioration of the character and quality
of the resource

Catch (C) The total weight of fish caught by fishing operations, estimated on board
Catch-per-unit-effort CPUE: The amount of catch that is taken per unit of fishing effort
Catchability (q) The extent to which a stock is susceptible to fishing
Demersal Living in close relation with the bottom and depending on it
Discard To release or return fish to the sea, dead or alive, whether or not such fish

are brought fully on board a fishing vessel
Ecosystem A spatio-temporal system of the biosphere, including its living

components and the non-living components of their environment
Feature A location of different topography: hills, seamounts, knolls, canyons and

ridges
Intrinsic growth rate (r) A value that quantifies how much a population can grow between

successive time periods
Landings The weight of what is landed at a landing site. May be different from

the catch
Metapopulation A set of populations that can effectively be, separate, weakly

coupled, or globally interacting, through strongly coupled patches
Fishing Effort (E) The amount of fishing gear of a specific type used on the fishing

grounds over a given unit of time
Pelagic Organisms that spend most of their life in the water column, experience

little contact with, or dependency on, the bottom.
Population A group of interbreeding organisms that represent the level of

organization at which speciation begins
Population Size (N) The number of individuals in a population
Seamount Any geographically isolated topographical feature on the seafloor

taller than 100 m
Stock The part of a fish population which is under consideration from the

point of view of actual or potential utilization
Stock Assessment Collecting and analysing biological and statistical information to

determine the changes in the abundance of fishery stocks in response
to fishing

Stakeholder An individual or group of individuals with an interest or claim
who could potentially be impacted by, or have an impact on, a
given project and its objectives

Sub-populations Geographically or otherwise distinct groups in the population
between which there is little demographic exchange



2 LIST OF TABLES

Table 2: Fisheries Abbreviations

Term Definition
AIC Akaikes Information Criteria
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CPUE Catch Per Unit Effort
CR Chatham Rise
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GLM General Linear Model
MPI Ministry for Primary Industries
MSY Maximum Sustainable Yield
NIWA National Institute for Water and Atmospheric Research
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Chapter 1

Introduction

Deep-sea fisheries have been occurring around the world since the 1950’s

(Roberts, 2002). Deep-sea fisheries refer to any fisheries 500 m or deeper,

below the upper continental shelf (Moore, 1999; Koslow, 2000). The move-

ment of fishers to target deeper fisheries and species was catalysed by the

depletion of inshore fish stocks, the development of technology to enable

fishing this depth, and the dense commercially valuable fish aggregations

available (Koslow, 2000).

The species targeted by deep-sea fisheries are generally slow growing,

have very low natural mortality, extreme longevity, and late maturation

(Clark, 2009; Norse et al., 2012). These life history characteristics provide

a challenge for successful conservation and management (Koslow, 2000).

Deep-sea fisheries are notorious for their rapid development and equally

rapid resource depletion (Koslow, 2000; Francis and Clark, 2005; Rowden

et al., 2010). Early failings of deep-sea fisheries can be attributed to overly

optimistic expectations of sustainable yields, poor regulation, the tragedy

of the commons and a slow response to scientific advice (Sissenwine and

3



4 CHAPTER 1. INTRODUCTION

Mace, 2007). Deep-sea fisheries are difficult to manage, as a consequence

of their nature and the focal organisms are difficult to access (Francis and

Clark, 2005).

Stock assessments provide a scientific evaluation of the status of a fish

stock and its potential yield (Sissenwine and Mace, 2007). Stock assess-

ments generally collate information about stock structure, population de-

mographics, fisheries-dependent information and fisheries independent

information into a model that is used to set fisheries benchmarks (Sis-

senwine and Mace, 2007). Fisheries benchmarks are stock abundance,

and long term sustainable yields. The idea of fisheries stock assessments

is to gauge the current population status of a stock, relative to manage-

ment benchmarks, and adjust catches accordingly to ensure sustainable

management of the stock. Deep-sea species management regimes typi-

cally have to operate on a low level of knowledge and management ac-

tion should be cautious as a consequence (Clark and Rowden, 2009). This

lack of scientific information leads to many deep-sea fisheries stock as-

sessments being based primarily or solely on commercial catch-per-unit-

effort data. Catch-per-unit-effort is used to construct fisheries abundance

indices on the assumption that CPUE is proportional to population abun-

dance (Dunn et al., 2000). This assumption of a proportional relationship

is highly criticised, especially its poor application in deep-sea and spa-

tially structured fisheries (Maunder et al., 2006; Walters, 2003; Dunn et al.,

2000; Campbell, 2015; Clark et al., 2010). Alternate non-linear relation-

ships are thought to occur, but the drivers of these relationships are poorly

understood (Hicks, 2013). This thesis uses historical catch-per-unit-effort

(CPUE) data of a New Zealand orange roughy fishery, obtained from the
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New Zealand Ministry for Primary Industries (MPI), to investigate and

model hypotheses about non-linear relationships between CPUE and pop-

ulation abundance.

1.1 Catch Per Unit Effort

Catch Per Unit Effort (CPUE) is the catch extracted from one unit of fishing

effort. Catch refers to the estimated number or weight of fish. Units of

effort can be variable, for example, per hook or per day. CPUE provides

a standardised measure of the relative catch rates, with changes in CPUE

assumed to correspond to proportional changes in the abundance of the

population (Dunn et al., 2000). For close to a century CPUE has been used

by fisheries scientists as an index of population abundance (Seber, 1982).

This is a consequence of CPUE being the most readily available piece of

information for fisheries stock assessments because it is gathered with all

fishing activity. The catch (C) is the product of: the catchability coefficient

(q), the fraction of abundance that is captured by one unit of effort; the

effort expended by the fleet (E); and the abundance of the fish population

(B).

C = qEB (1.1)

The equation for catch, C (eq. 1.1), can be rearranged for CPUE C/E,

which is the product of the abundance of the population and the catcha-

bility coefficient (eq. 1.2) (qB), and implies a proportional (linear) relation-
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ship between C/E and B.

C

E
= qB (1.2)

It is important to recognise that CPUE is an index of the population

vulnerable to fishing gear (Maunder et al., 2006). The use of CPUE as an

index of abundance is often criticised, with many scientists preferentially

using fisheries independent indices of abundance, especially when aggre-

gations are targeted (Erisman et al., 2011). The information about abun-

dance encompassed in CPUE is confounded by many other factors, for ex-

ample, the variable efficiency of different vessels within the fleet (Hilborn,

1985). Confounding factors need to be removed to allow the formation

of an unbiased index of abundance (Campbell, 2004). However, for many

fisheries, CPUE is the only available index of abundance (Clark, 2010).

CPUE is commonly standardised by utilizing a generalized linear model

(GLM) or generalized additive model (GAM), to estimate the effect of a

single index, usually year, on CPUE (Gavaris, 1980). Standardisation re-

moves exogenous variation and allows for the retention of the proposed

proportional relationship assumed between CPUE and relative abundance

(Hilborn and Walters, 1992; Walters, 2003; Bordalo-Machado, 2006).

Another assumption of CPUE as an index of abundance is that fishing

technology remains consistent (Hilborn, 1985). In long standing fisheries,

technological changes are a reality as fishing vessels work to maximize

their efficiency. In deep-sea fisheries, as technology has advanced, the fish-

ing fleet has gained the ability to move off flat ground and target ”hills”

(Clark, 1999). The introduction of more advanced Global Positioning Sys-
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tem (GPS) and echo-sounder technology enabled the industry to locate

seamounts and their fish aggregations (Doonan et al., 2009; Clark and

Dunn, 2012). Deep-sea fisheries are progressively focusing on targeting

seamounts. In 1984, only 30% of deep-sea fishing was conducted at sea-

mounts but by the 1990’s, this increased to 60-70% (Clark and O’Driscoll,

2003). Coupled with the change in technology, is the learning of skippers,

who become more efficient at capturing fish at a location with more experi-

ence (Hilborn, 1985). The change in CPUE resulting from this knowledge

and technology creep needs consideration when forming a CPUE abun-

dance index. It has been suggested that incorporating more knowledge

about gear into model parameters could achieve this (Marchal et al., 2007),

or alternatively, splitting the time series could allow for a major technolog-

ical step change like the introduction of GPS (Doonan et al., 2009).

If fishing effort is spread over a large area it becomes hard to distinguish

the populations being fished, especially when population structure is un-

known (Cadrin et al., 2013). In contrast, if an area is small, for example, a

cluster of seamounts, it may not contain a discrete closed population. A

CPUE index formed from a sub-population may not reflect the wider pop-

ulation’s demographics (Clark and Dunn, 2012), where the wider popu-

lation and the sub-populations interact their respective index trends may

be dissimilar (Cadrin et al., 2013). This problem is amplified when sub-

population CPUE is not proportional to sub-population abundance, and

in this situation the index will poorly represent the wider population.

Fish distribution can be changed by factors other than removal in the

form of catch. Bottom trawls endeavour to extract a target species, but

they do not discriminate, and also impact the wider marine ecosystem
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(Clark, 2010). The bottom of the trawl is fitted with steel bobbins de-

signed to roll over rough ground, and sweeps and tickler chains which run

over the seabed, creating a sediment plume to enhance catch (Clark, 2010;

Jones, 1992). Trawl tows focused on hills start at the summit and move

down the flank, often repeatedly following the same trawl line (Clark,

2010). Seamount fisheries are typically focused on compact and persis-

tent fish aggregations, which leads to a high concentration of tows in a

small area (Clark, 1999). This fishing pressure degrades habitat complex-

ity with bottom trawls flattening the benthos (Althaus et al., 2009). For

example, a new fishery on three seamounts off southern Australia caught

1700 t of coral by-catch in its initial year (one third of total catch) (An-

derson and Clark, 2003). This illustrates a substantial biogenic habitat

modification. Corals and other deep sea invertebrates are particularly

vulnerable to trawling due to their large size, immobility, longevity and

fragility (Etnoyer, 2009). These invertebrates are integral to the seamount

ecosystem because they increase seamount structural complexity, creating

opportunities for associated species and promoting biodiversity (Etnoyer,

2009). The interaction between seamount fish species and the benthos

is not well described, though it is assumed that the substantial fish ag-

gregations present on seamounts will interact with the benthos at some

point within their life cycles (Probert et al., 1997). For example, in re-

sponse to disturbance orange roughy increase tilt angle and dive toward

the bottom (O’Driscoll and Joux, 2012). This response might be associ-

ated with refuge from predators gained amongst complex habitat includ-

ing deep-sea corals. Bottom trawls impact fish distribution in both the

short term from direct catch and disturbance, and the long term, through
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habitat modification. These changes in distribution may reduce my abil-

ity to make accurate population abundance estimates of exploited stocks

(from CPUE).

An effect of bottom trawling is the re-suspension of benthic sediment; this

plume may assist fish capture (Jones, 1992; Martı́n et al., 2014) but in the

deep-sea also leads to a redistribution of sediment in an environment rel-

atively free from major sediment disruption. In fact, trawling is thought

to be the major contributor to suspended sediment in the deep sea and it

is proposed that re-suspension smothers the benthos (Martı́n et al., 2014).

Trawling induced suspended sediments move down topographical fea-

tures, with effects felt far beyond the site of fishing (Martı́n et al., 2014;

Jones, 1992). Another indirect effect of bottom trawling is the disturbance

related to boat and gear noise. In fresh water lakes, Jacobsen et al. (2014)

demonstrate a change in fish distribution in response to noise. Large fac-

tory trawlers generate substantially more noise, and deep-sea species like

orange roughy have a highly sensitive lateral line that detects vibrations

(noise) (Koslow et al., 1995). Anecdotally, commercial fishers believe that

fishing disturbs orange roughy, so consequently they tow nets blind (use

no echo-sounder) in an effort to increase catch (M. Dunn pers. comm.).

Deep-sea ecosystems generally exist in very stable conditions, and as a

consequence they may be relatively severely impacted by anthropogenic

disturbance (Roberts, 2002; Althaus et al., 2009). Fishing disturbance influ-

ences fish distribution, habitat, and vulnerability to capture, consequently

distorting orange roughy abundance estimates.
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1.2 Spatial Structure of Fish Populations

Spatially structured populations complicate the relationship between pop-

ulation abundance and CPUE. Non-linear relationships commonly form

in fisheries that target aggregations, on features or for spawning, as fish-

ing an aggregation will produce consistently higher CPUE than an area

of sparsely distributed fish. Fishermen will selectively target aggregations

to improve their catch rate (Hilborn, 1985; Campbell, 2004). Therefore,

as a fishery develops, the spatial distribution of both fish and fishermen

varies. How fish are distributed changes the CPUE, and this spatial bias

can be addressed in analysis by allocating distinct spatial strata that al-

low for differences in fisheries performance between locations (Walters,

2003). This spatial allocation is especially important when fishing features,

such as seamounts, where fish aggregations are known to occur. Although

nearly all fish stocks exhibit some form of spatial structure (Hilborn and

Walters, 1987), this structure is often ignored because of poor knowledge

of the fishery (Cope and Punt, 2011).

There are two commonly described non-linear relationships between pop-

ulation abundance and CPUE (fig.1.1). When CPUE initially declines faster

than population abundance, the fishery is described as hyperdepleted. Al-

ternatively, when CPUE remains high despite population abundance de-

clines, the fishery is described as hyperstable. These simple relationships

are suspected to occur, to some extent, in many fish stocks, especially those

of deep-sea species (tab. 1.1).
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Figure 1.1: Three possible relationships between CPUE and abundance as described by
Hilborn and Walters (1992)

Indicies of abundance derived from aggregations can be high, stable,

and unrepresentative of the true biomass trend, which often provide the

”illusion of plenty”, where high levels of CPUE can be maintained while

the population abundance declines (Erisman et al., 2011; Walters, 2003;

Hilborn and Walters, 1992). A hyperstable relationship is thought to occur

when an area is desirable. As individuals are removed from this area, they

are replaced by fish from other sectors of the population, which leads to a

perceived stability in population abundance, if a proportional relationship

between the local CPUE and abundance is assumed. The most extreme

example is where fishers target the centre of an aggregation so CPUE re-
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mains stable despite the population contracting and declining. The dan-

gers of misinterpretation of a hyperstable relationship are illustrated in the

collapse of the Northern Atlantic Cod (Gadus morhua) (Hutchings, 1996;

Rose and Kulka, 1999; Rindorf and Andersen, 2008; Erisman et al., 2011).

A proportional relationship between commercial CPUE and abundance

was assumed for the cod fishery. Fisheries managers misinterpreted sta-

ble CPUE indices to mean a stable population abundance. While CPUE

remained stable, population abundance and the area occupied by the pop-

ulation contracted, with a smaller area being fished each year. In a period

of two years, the fishery moved from boom to bust, and reported landings

dropped over 150, 000 tonnes (Canadian Department of Fisheries, 2013).

Deep-sea fisheries, especially those associated with seamounts, often dis-

play what is thought to be a hyperdepletion relationship between CPUE

and population abundance (fig. 1.1). Hyperdepletion is thought to be a

consequence of spatially distinct fisheries where a decline in CPUE in a

small spatial area is assumed to not reflect the wider population. Without

proving this relationship, it is perilous to assume a local decline in CPUE

does not represent the population (i.e. hyperdepletion exists), because if it

does not, it will quickly become overfished and depleted.
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Seamounts are prominent features of the seafloor throughout the world

(Clark and Rowden, 2009; Clark, 2010). They are an important component

to New Zealand marine ecosystem with ∼ 800 known features within the

Exclusive Economic Zone (EEZ) (O’Driscoll and Clark, 2005). Here I de-

fine a seamount as a geographically isolated topographic feature on the

seafloor taller than 100 m, in line with Staudigel et al. (2010). Seamounts

are particularly important to the fishing industry, as substantial aggrega-

tions of commercially valuable species commonly occur around and atop

these loci (Tracey et al., 2004). These aggregations allow fishers to utilise

short accurate tows that yield a considerable volume of catch. In New

Zealand, there are major fisheries focused on seamounts that target or-

ange roughy (Hoplostethus atlanticus), smooth oreo (Pseudocyttus macula-

tus), black oreo (Allocytus niger), black cardinalfish (Epigonus telescopus),

bluenose (Hyperoglyphe antarctica), rubyfish (Plagiogeneion rubiginosum) and

alfonsino (Beryx splendens) (Clark, 1996; Doonan et al., 2009; Clark et al.,

2010; Ministry for Primary Industries, 2014). The large aggregations seen

on seamounts have led to a paradigm of high productivity at these loca-

tions, which promotes these aggregations (Rowden et al., 2010). Histor-

ically, high productivity was attributed to elevated primary production

above and around the seamount, and consequently elevated secondary

productivity, resulting from upwelling of nutrient rich waters (Hubbs,

1958). Seamount current-topography interactions create novel flows, such

as Taylor Cones, which hold the enhanced production atop the seamount

(Rowden et al., 2010). This paradigm is now considered outdated, because

observed seamount aggregations cannot be sustained by autochthonously

derived food sources alone (Rowden et al., 2010). Most seamounts do not
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reach the photic zone, preventing any primary production (Rowden et al.,

2010). Recent evidence suggests fish aggregations on seamounts are sup-

ported by horizontally and vertically advecting zooplankton, as opposed

to locally enhanced production (Rowden et al., 2010; Priede et al., 2013).

Fish are thought to aggregate at seamounts because of the zooplankton

rich waters which provide a constant food source that can be exploited

without substantial vertical or horizontal movement, which is a stark con-

trast to the surrounding deeper ocean.

1.3 Orange Roughy

Orange roughy have a worldwide distribution, with past and present fish-

eries off Australia, New Zealand, Namibia, Chile and Ireland (Francis

and Clark, 2005), where their depth distribution is around 800 − 1100 m

(Branch, 2001). The fishery in New Zealand has been by far the largest,

and is the only substantial extant fishery (Dunn and Forman, 2011). Or-

ange roughy are the dominant deep-sea species over the 20 years of Quota

Management System (QMS) in New Zealand (Ministry for Primary Indus-

tries, 2014). The commercial catch of orange roughy is generally made up

of individuals measuring around 35 cm and weighing around 2 kg (Min-

istry for Primary Industries, 2014). Orange roughy are extremely long

lived, with age at maturity estimated between 25−40 years, and a life span

in excess of 100 years (Ministry for Primary Industries, 2014). As natural

mortality is thought to be very low, this inherently means low productivity

and leads to roughy being highly vulnerable to fishing exploitation (Clark,
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2001; Ministry for Primary Industries, 2014). Overestimated optimistic es-

timates of orange roughy productivity are heralded as the cause of major

declines in fisheries in New Zealand and around the world (Sissenwine

and Mace, 2007).

Orange roughy are a highly aggregating species, and in New Zealand they

form spawning aggregations during the winter months, usually July to

August (Coburn and Doonan, 1994). Some stocks are thought to undergo

substantial migrations (> 100km) to reach these aggregations (Pankhurst,

1988; Francis and Clark, 1998). Outside of the spawning period, orange

roughy also form substantial aggregations, which are thought to be for

feeding, atop of seamounts (Ministry for Primary Industries, 2014). The

aggregating behaviour of orange roughy contributes to their exploitation,

as high CPUE can be maintained by fishing an aggregation and seamount

aggregations are fished preferentially to the surrounding areas to attain

high CPUE (Clark and Dunn, 2012). There is thought to be a sequential

depletion of these aggregations (Roberts, 2002), which occurs when the

fleet shift fishing location to maintain a high level of CPUE (Clark et al.,

2000). Sequential depletion is problematic because of a perceived stability

of the CPUE index, as a consequence of the moving fleet rather than a sta-

ble fish population.

The spatial problems in orange roughy CPUE data lead to indices of abun-

dance that may not reflect overall stock trends, although they may reflect

local population trends (Clark et al., 2010). Orange roughy fisheries are

characterised by steep initial declines in CPUE, which are thought to oc-

cur too quickly to reflect the wider population (hyperdepletion) (Harley

et al., 2001; Francis and Clark, 2005). Therefore, the use of CPUE as an
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index of abundance is considered undesirable for orange roughy, both be-

cause of their spatially structured populations and the fishing effort target-

ing aggregations (Clark et al., 2010). Nevertheless, CPUE has been and is

still used where fisheries independent information is unavailable or con-

sidered unreliable, for example, outside the New Zealand Exclusive Eco-

nomic Zone (EEZ), and better understanding of the mechanism behind

apparent CPUE hyperdepletion would greatly help management and as-

sessment of these fisheries (Clark et al., 2010).

1.4 Objective and Approach

This thesis addresses the problem of apparent non-linear relationships

between commercial CPUE and orange roughy population abundance.

This thesis tests a range of hypotheses about orange roughy population

structure in an effort to elucidate drivers of this relationship.

This project uses as a case study the largest New Zealand non-spawning

orange roughy fishery, located on the Andes Complex, a collection of sea-

mounts on the eastern Chatham Rise. This case study was chosen for the

modeling component due to its long time series of CPUE data. An ex-

ploratory analysis of the Andes orange roughy fishery was undertaken,

to gain a full understanding of the fishery. The CPUE is then standard-

ised using a Generalised Linear Model (GLM), the results of which are

used as a biomass index and form the basis of the next stage of the anal-

ysis. Hypotheses addressing the hyperdepletion patterns in CPUE data

are developed. These hypotheses are informed from the wider literature
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and knowledge of the Andes fishery gained from the exploratory analysis.

Modified Schaefer surplus production models are formed for each of the

hypotheses. The hypotheses are then accepted or rejected based on com-

parison between their simulated output and their fit to the real historical

CPUE data.

1.5 Hypotheses for Stock Structure

Here I describe the hypotheses considered and the rationale behind each.

These hypotheses are parameterised in Chapter 2.

1. Closed Population: this hypothesis assumes there is a closed orange

roughy population at the Andes Complex. The Andes population

is distinct and isolated from any other areas of the Chatham Rise.

As a consequence, this population is only influenced by fishing and

growth at the Andes Complex with no external considerations (i.e.

immigration, emigration). This is the null hypothesis and is how this

fishery and many other orange roughy fisheries around the Chatham

Rise have been assumed to behave (Dunn, 2006; Ministry for Primary

Industries, 2014).

2. Changing Growth: this hypothesis allowed the population growth

of the Andes Complex orange roughy population to change at one

point over the course of the fishery. This hypothesis is motivated by

concerns that large changes in population growth in New Zealand

orange roughy populations may have occurred (Doonan et al., 2015).
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3. Altered Environment: This hypothesis examined the effect of the en-

vironment on two population demographics; the carrying capacity

and the population growth rate. Sea surface temperature was se-

lected as the environmental parameter because the sub-tropical con-

vergence occurs just to the west of the Andes Complex (Dunn et al.,

2009). The change in temperature over the sub-tropical convergence

is around 2◦ c, with the cooler temperatures of sub-Antarctic water

are associated with fewer juvenile orange roughy (Dunn et al., 2009).

The location of the convergence may move, and because its general

location is close to the Andes, and orange roughy are thought to be

influenced by temperature, there is potential for it to alter orange

roughy distribution.

4. Fishing Disturbance: disturbance is hypothesised to modify orange

roughy behaviour, making them less available to capture (reducing

catchability). The effect of disturbance may become reduced as time

passes after a disturbance event. Bottom trawling is not subtle, as

nets that target roughy are large, and they create substantial vibra-

tions, a sediment plume and remove a portion of the fish aggregation

as catch. Orange roughy are known to be sensitive to disturbance,

with evidence of a school moving away from a steel bar dropped

over the side of a vessel (Koslow et al., 1995) and another study in-

cidentally showed a school parting away from a submerged light

(O’Driscoll and Joux, 2012). Anecdotal evidence for disturbance is

provided by commercial fishers, who avoid an area after fishing it

and turn off echo-sounders when setting their net, as this is also
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thought to frighten the fish (M. Dunn pers. comm.). The Namib-

ian orange roughy fishery provides the most compelling evidence

of the potential effect of disturbance, with substantial aggregations

vanishing after the commencement of the commercial fishery, and

this observed population change could not be accounted for by catch

removals alone (McAllister and Kirchner, 2002).

5. Habitat Degradation: this hypothesis alters the carrying capacity of

the Andes Complex as a consequence of changes in habitat qual-

ity, caused by bottom trawls that target orange roughy. The An-

des Seamounts support an array of invertebrates which provide bio-

genic habitat complexity (Etnoyer, 2009). This habitat is vulnerable

to the effects of bottom trawling, with as few as ten tows observed

to create a significant habitat degradation (Clark, 2010), and fished

seamounts observed to have half the benthic diversity of unfished

mounts nearby (Koslow et al., 2001). Changes in habitat quality

are long-term, with studies observing no improvement to damaged

habitat over 5− 10 years (Althaus et al., 2009).

The rest of the thesis is set out as follows: In Chapter 2 the model

structure and estimation methods are outlined, Chapter 3 describes an ex-

ploratory data analysis of the Andes Seamount Complex, in Chapter 4 my

surplus production models are fitted and assessed, and in Chapter 5 the

model results are discussed.



Chapter 2

Model Structure and Estimation

Methods

In Chapter 1, I proposed various hypotheses about the structure of the or-

ange roughy population at the Andes. In this chapter, I give a detailed

description and mathematical equations that represent the hypothesised

structures, along with an explanation of the model parameters. The method-

ology of the generalised linear model applied in my exploratory analysis

(Chapter 3) is also described.

2.1 Surplus Production Model

My models are based upon a Surplus Production Model (SPM). In general,

a SPM considers a stock as one unit of biomass and is used to model the

biomass dynamics, taking into account observed catches. The SPM has

two components: the process model which describes population biomass

dynamics, generating biomass estimates; and the observation model which

21
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relates the biomass estimates from the process model to the observed abun-

dance index. Here I describe both models, their parameters, error struc-

tures and applications.

The process model (Eq. 2.1) and observation model (Eq. 2.2) are presented

in a deterministic form, though it is possible to include a random error

term in each. They combine to form the surplus production model, given

by

Bt+1 = Bt + f(Bt)− Ct (2.1)

It = qBt (2.2)

where Bt is the biomass (tonnes) at the start of time period t, f(Bt) is

the population growth function and Ct the catch in time t. It is the esti-

mated abundance index for time t, it is the product of the biomass (Bt) for

time t and the catchability coefficient q, a constant.

The population growth function (f(Bt)) pools recruitment, mortality

and growth processes of a population into a single growth function (Eq.

2.3).

population growth = new biomasst + biomass growtht− natural mortalityt

(2.3)

In doing so, I are assuming the population is an undifferentiated mass,

with homogenous recruitment, growth rate and natural mortality. There
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is no consideration for any population structures, e.g. age and size. The

population growth function is density dependent, whereby growth is not

constant but depends on the biomass;

dB

dt
= f(Bt) (2.4)

where f ′(B) ≤ 0. Populations grow and with the absence of fishing,

removals are only as a result of natural mortality. The population is part

of a larger interacting ecosystem; it does not have a monopoly over the

resources it requires. There are limited resources e.g. food and habitat,

therefore, only a finite number of individuals can be supported. As the

population approaches its maximum, the carrying capacity, there is nega-

tive feedback from the limited resources and consequently, a reduction in

population growth rate. That is f ′(B) tends to 0 as a population reaches

carrying capacity.

2.1.1 Schaefer Population Growth Model

Here I utilise a Schaefer Population Growth Model that assumes logistic

population growth, in the absence of fishing (Fig.2.1), for the form of f ′(B);

this is the simplest and most widely used of a few alternatives, for exam-

ple, the Pella Tomlinson model (Hilborn and Mangel, 1997; Bolker, 2008;

Haddon, 2010). The Schaefer population growth rate is given by

f(Bt) = rBt

(
1− Bt

K

)
(2.5)
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where r is the intrinsic growth rate of the population, and K is the popu-

lation’s carrying capacity (Schaefer, 1954).

The Schaefer growth rate is density dependent and is determined by

the proportion of biomass to carrying capacity (Bt/K). The growth rate

is symmetrical around K/2, the biomass that gives the maximum popu-

lation growth rate (Fig. 2.1). Minimum growth rates are reached at the

asymptotes 0 (no population) and K (carrying capacity), evident in figure

2.1.

Figure 2.1: Logistic growth curve of the Schaefer model (left); and population growth
(rBt(1− Bt

K )) as biomass increases (right).

Surplus production is the annual growth in biomass rBt

(
1− Bt

K

)
, which

can be removed by catch whilst the biomass Bt, stays constant. Fisheries

managers endeavour to maximise surplus production to enable maximum

catch. Surplus production occurs when the biomass is lower than carry-

ing capacity (B < K). Because of the symmetry in the logistic growth,
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curve maximum production is rK/4, at Bt = K/2. This point is known as

the Maximum Sustainable Yield (MSY) and is defined as the highest the-

oretical yield that can be continuously taken from a stock under existing

environmental conditions without significantly affecting the reproduction

process (Tab. 1).

The Schaefer SPM has been extensively described and its application is

the subject of various fisheries texts (Hilborn and Walters, 1992; Hilborn

and Mangel, 1997; Haddon, 2010). SPM’s are widely used for catch-per-

unit-effort data, especially when there are no other populations charac-

teristics available, for example, age structure (Punt, 2003). The underlying

assumption in such applications is that catch-per-unit-effort (Ct/Et) is pro-

portional to the population abundance index (It, Eq. 2.2).

The process model with a Schaefer growth function (Eq. 2.6) simplifies

the population demographics into two parameters, r and K, that deter-

mine annual population change. In this thesis, I assume that the Andes

Complex fishery was pristine, unfished, prior to the start of my dataset

and therefore the population was at carrying capacity at the start of the

fishery (B1991 = K). The basic Schaefer model assumes that r and K are

constants and form a single closed population with no emigration or im-

migration. The process model is given by,

Bt+1 = Bt + rBt

(
1− Bt

K

)
− Ct (2.6)

My time series is annual, so biomass next year is determined by the
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biomass this year plus population growth, and less removals from catch

this year. Population growth is composed of annual growth of the biomass,

recruitment and less natural mortality. Population growth is density de-

pendent based on the fraction of the carrying capacity made up by the

current biomass.

In summary the assumptions of my Surplus Production Model are:

• parameters r, K, q are constant;

• r is constant irrespective of age composition and size composition of

the population;

• the Andes Complex orange roughy population is a closed single stock

(no emigration or immigration);

• the catch data for the Andes Complex orange roughy fishery are ac-

curate;

• fishing mortality and growth take place simultaneously;

• catch-per-unit-effort is proportional to biomass;

The Schaefer SPM is simple, free of vigorous data needs of alternate

models (e.g. age structures). A SPM is appropriate here, given the use of

CPUE data and the lack of other population information available. There

has been similar applications with rattails (Large, 2013). A SPM provides

a simple base model to build on or restructure as required for my model

hypotheses.
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2.1.2 Model Equations

The hypotheses behind each of these models have been introduced in

Chapter 1, and here I specify their form and any salient parameters.

Closed Population Model

My first model is a closed population of orange roughy at the Andes Com-

plex. This model is a standard Schaefer model

Bt+1 = Bt + rBt

(
1− Bt

K

)
− Ct (2.7)

Changing Growth Model

This model allows the intrinsic growth rate of the population to change at

one point in the fisheries time series (Eq. 2.8).

Bt+1 = Bt + rBt

(
1− Bt

K

)
− Ct

r =

 r1 (t ≤ t∗)

r2 (t > t∗)

(2.8)

where t∗ is the transition point between the intrinsic growth rates (r1, r2)

The Altered Environment Model (r)

The Altered Environment Model (r) allows for the population growth rate

to change annually based on an observed change in environmental condi-

tions (Eq. 2.9). I chose Sea Surface Temperature (SST) for the Andes region
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(43.5 − 44.5◦S, 175.5 − 174.5◦W ) as an indicator of environmental condi-

tions. SST was obtained by averaging monthly mean data, from 1991 −

2013, to form annual SST values. The data were obtained from the Na-

tional Oceanic and Atmosphere Administration (NOAA) (http://www.

esrl.noaa.gov/psd/data/gridded/data.noaa.oisst.v2.html).

Bt+1 = Bt + rtBt

(
1− Bt

K

)
− Ct

rt = mSSTt + c

(2.9)

where the growth rate rt in time t is assumed to be linearly related to

annual mean SST . This relationship is dictated by m the slope and c the

intercept.

The Altered Environment Model (K)

The Altered Environment Model (K) allows for the population carrying

capacity to change annually, based on an observed change in environmen-

tal conditions (Eq. 2.10). This is equivalent to Altered Environment Model

(r) but the environmental vector is applied to K instead of r.

Bt+1 = Bt + rBt + rBt(1−
Bt

Kt

)− Ct

Kt = mSSTt + c

(2.10)

where the growth rate Kt in time t is assumed to be linearly related to

annual mean SST . This relationship is dictated by m the slope and c the

intercept.
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The Disturbance Model

Disturbance alters the catchability q, of orange roughy. The Disturbance

Model incorporates information about the number of tows nt, as a metric

for the level of disturbance (eq. 2.11).

Bt+1 = Bt + rBt

(
1− Bt

K

)
− Ct

It = qtBt

qt =
q

(nt−2/4) + nt−1/2 + nt

(2.11)

where the population catchability qt in time t is scaled by the cumu-

lative number of tows in the last three years (t − 2, t − 1, t). There is a

decay in the disturbance of tows over time, with tows in the past having

an exponentially decaying contribution to disturbance.

The Habitat Degradation Model

The Habitat Degradation Model takes into account the area of habitat af-

fected by fishing activity (HD, Eq. 2.12). A reduction in habitat quality

scales the carrying capacity, reducing the biomass of fish supported.

Bt+1 = Bt + rBt

(
1− Bt

K/HDt

)
− Ct (2.12)

where HDt is the cumulative habitat damage in time t

The Habitat Degradation Model takes into account the area of the An-

des Complex affected by fishing activity (HD, Eq. 2.12). The Andes Com-

plex was overlaid with a grid, as shown in figure 2.2. Clark and Tittensor

(2010) showed that 10 tows was the threshold for a significant reduction in
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coral cover. Grid cells were allocated a 0 for habitat damage if they were

unfished, a 1 if they sustained < 10 tows and a 2 if they sustained ≥ 10

tows. The values of habitat damage were assessed annually for each grid

cell, and the effect of habitat damage was considered cumulative, as once

the habitat was degraded it did not recover in the timescale of the fishery.

Therefore, once a grid cell attained a score of 2 (degraded) it retained this

value.

Figure 2.2: The grid for the Andes Complex used to create the index of habitat damaged
(HD); each grid cell is 0.05 x 0.05 degree latitude longitude bins. Tows were allocated to
grid cells based on the tow starting co-ordinates. The dots represent the peak of the each
of the Andes Complex seamounts.

Three habitat models were considered; the first model was an Un-

weighted Habitat Degradation Model, where the value of the habitat was

considered homogenous over the the Andes area. The second model was

a Transformed Habitat Degradation Model, which is the same as the first

model, but the habitat damage vector was log-transformed. The final
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model was the Weighted Habitat Degradation Model, which gave grid

cells that included seamounts an order of magnitude higher weighting, as

orange roughy have been observed at much higher densities on seamounts

than the surrounding area (Dunn and Forman, 2011).

2.1.3 Model Errors

Errors are associated with both the process (eενt (eq. 2.13)) and observa-

tional models (eεut (Eq. 2.14)). It is commonly assumed that these errors

follow a Normal Distribution (Bolker, 2008; Haddon, 2010). When errors

are incorporated the SPM can be written as

Bt+1 =

(
Bt + rBt(1−

Bt

K
− Ct

)
eε
ν
t (2.13)

It = qBte
εut (2.14)

where

ενt
iid∼ N(0, σ2

ν), εut
iid∼ N(0, σ2

u) (2.15)

Considering the observational errors first, εut has the density function:

f(εut ) =
1√
2πσ2

u

exp
(
− 1

2σ2
u

(εut )
2

)
(2.16)
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To determine the density function for It, I consider It as a function of

h(.) of εut . That is, I let

It = h(εut ), where h(εut ) = qBte
εut (2.17)

The inverse of h(.) is given by

h−1(It) = εut (2.18)

where from equation 2.14 I have

h−1(It) = εut = log(It)− log(qBt) (2.19)

Then, using the change of variable theorem, the probability density

function g(It) is specified by the relation

g(It) = f [h−1(It)]

∣∣∣∣dh−1(It)dIt

∣∣∣∣
=

1√
2πσ2

u

exp
(
− 1

2σ2
u

[log(It)− log(qBt)]
2

) ∣∣∣∣ 1It
∣∣∣∣

=
1

It
√

2πσ2
u

exp
(
− 1

2σ2
u

[log(It)− log(qBt)]
2

)
(2.20)

This is the density function for a log-Normal random variable, there-

fore

log(It) ∼ N(log[qBt], σ
2
u) (2.21)
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The process errors, ενt have the density function;

f(ενt ) =
1√
2πσ2

ν

exp
(
− 1

2σ2
ν

(ενt )
2

)
(2.22)

and the probability density function g(.) for the biological process is

generated in the same manner which gives:

g(Bt+1) =
1

Bt+1

√
2πσ2

ν

exp

− 1

2σ2
ν

[
log

(
Bt+1

Bt + rBt(1− Bt
K
)− Ct

)]2
(2.23)

and, therefore

log(Bt+1) ∼ N

(
log
[
Bt + rBt

(
1− Bt

K

)
− Ct

]
, σ2

ν

)
(2.24)

There will be observational error as a result of the catch data being vi-

sually estimated on board. Each skipper will have a individual bias in

these catch estimates. Observational errors can also occur, due to varied

catchability q, of the orange roughy. Catchability is likely to vary, as a con-

sequence of altered fish or fisher behavior (Wilberg et al., 2009). Process

errors can occur, for example, as a consequence of age structure; some-

thing my SPM does not consider. Alternatively, if any of the demograph-

ics influencing population growth vary through time, then further process

error will be incurred (Punt, 2003). Process error models generally lack

precision in their parameter estimates, and they also can create a bias in

observation error models (Punt, 2003), so consequently I will utilise an ob-

servation error only model. Both process and observational errors should

ideally be considered when fitting the SPM. However, fitting both errors
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in the model can be problematic (Haddon, 2010) and many studies opt

to only include observational errors (Hilborn and Walters, 1992; Haddon,

2010).

The unknown parameters in my SPM require estimation. I utilize maxi-

mum likelihood estimation, including the error term in the observational

model, but assuming a deterministic process model.

2.2 Maximum Likelihood Estimation

Each of my hypothesised surplus production models has a set of unknown

parameters that requires estimation. Maximum likelihood estimation de-

termines the best estimates for the values of the parameters that maximise

the likelihood of the observed data. I are using an observation error only

model, so process errors are assumed to be deterministic (σ2
ν = 0) and

observational errors account for all the variation in observed abundance

index. The likelihood of the observed abundance index, It, from equation

2.2 given the biomass, Bt, is:

L(q, B1, r,K, σu|It) = g(It; q, B1, r,K, σu)

=
1

It
√

2πσ2
u

exp
(
− 1

2σ2
u

[log(It)− log(qBt)]
2

) (2.25)

The probability of seeing my data given the parameter estimates, P (It|

q, r,K,Bt, σ
2
u), is equivalent to the likelihood of the parameter estimates

given the data L(q, B1, r,K, σu|It). I utilised maximum likelihood estima-

tion, that is, were looking for a set of parameter values that maximise the

likelihood. The maximum likelihood is defined as
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arg max
q,B1,r,K,σu

L(q, B1, r,K, σu|It) (2.26)

or equivalently the minimum log-likelihood

arg min
q,B1,r,K,σu

− logL(q, B1, r,K, σu|It) (2.27)

The joint density of the sample makes the implicit assumption of con-

ditional independence between observations from different years. This as-

sumption is likely to be violated, based on the surplus production model

biomass Bt+1 in time t + 1, is dependent on the biomass Bt in time t (eq.

2.1). The full likelihood function for the observational model is:

L(K, r, q, B1, σu|It, Ct) =
n∏
t=1

1

It
√

2πσ2
u

exp
(
[log(It)− log(qBt)]

2

2σ2
u

)
(2.28)

where n is the total number of years and, for the basic Schaeffer logistic

growth model,

Bt+1 = Bt + rBt(1−
Bt

K
)− Ct (2.29)

The negative log-likelihood equals
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− l(K, r, q, B1, σ
2
u|Ct, It)

=− log

[
n∏
t=1

1

It
√

2πσ2
u

exp
(
[log(It)− log(qBt)]

2

2σ2
u

)]

=−
n∑
t=1

log

[
n∏
t=1

1

It
√

2πσ2
u

exp
(
[log(It)− log(qBt)]

2

2σ2
u

)]

=
n∑
t=1

log(It) +
n

2
log(2π) +

n

2
log(σ2

u) +
n∑
t=1

[log(It)− log(qBt)]
2

2σ2
u

(2.30)

=
n

2
log(σ2

u) +
n∑
t=1

[log(It)− log(qBt)]
2

2σ2
u

(2.31)

As the first terms of 2.30 are constant, they can be removed for simpli-

fication to give equation 2.31.

2.3 Parameter Estimation

I assume that (B1 = K) which leaves the unknown parameters (r,K, q, σu)

to estimate using Maximum Likelihood Estimation (MLE). I use optim

function in the statistical software R (R Core Team, 2015)(Example R code

for this process is in Appendix 6.1). I have four unknown parameters

for optim to estimate. With four unknown parameters (k = 4), the log-

likelihood surface is in 4 dimensional space. The MLE is the vector of

values at the minimum of the negative log-likelihood surface.

I used optim to search for this minimum. Optim has a range of optimi-

sation methods available. Here I used the ”L-BFGS-B” method, which is

a quasi-Newton method. Quasi-Newton methods calculate derivatives to
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find the slope of the log-likelihood surface; where the slope is zero, a min-

imum has been reached (R Core Team, 2015). The ”L-BFGS-B” method al-

lows constraints to be placed on the upper and lower limits of parameter

values. This feature was used to keep the algorithm in realistic parameter

space. The other optimisation method used in this analysis was simulated

annealing ”SANN” (a Metropolis algorithm), which is a stochastic global

optimizer that randomly selects a candidate point to move to, then accepts

or rejects this position based on an acceptance probability that depends on

the likelihood (Bolker, 2008). Simulated annealing was used when it was

suspected the algorithm had converged to a local minimum, as opposed

to the desired global minimum (Bolker, 2008). Optim is widely acknowl-

edged to be a temperamental function (Nash and Dalzell, 2013; Bolker,

2008), especially when working within constraints like the ”L-BFGS-B”

method. It provides warnings related to flat gradients and maximum it-

erations, but more subtle problems are difficult to detect. Optimx is a

new reworked version of optim (Nash and Varadhan, 2011). The main

improvement relevant to this work is that optimx provides an explana-

tion of convergence failures. Optimx was used when suspected conver-

gence problems were encountered, but no material difference in perfor-

mance was detected between optim and optimx.

Starting values and parameter bounds are important considerations

when applying the optim function (Bolker, 2008). Starting values were

selected based on prior studies of the fishery at the Andes Complex and

biological knowledge about orange roughy. C++ Algorithmic Stock As-

sessment Laboratory (CASAL) model runs for the Andes Complex esti-
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mated B0 ∼ 28000 tonnes (Dunn, 2006), which was used as my starting

value for K. The initial bounds around K were set as the maximum catch

for the lower bound and 56000 tonnes for the upper bound (double the

CASAL estimate). Orange roughy are very slow growing (Francis and

Clark, 2005), so r was set at 0.15 with an initial lower bound at 0.01 and

upper bound at 0.5. The catchability coefficient is an unknown constant,

so I set the starting value at 0.1 and allowed q to range between 0.00001

and 1, the latter because it is unrealistic if more than 100% of the stock

was be taken annually. The variance σ2
u was bounded between 0.00001

and 1. When parameters in the SPM were adjusted based on my hypothe-

ses, parameter bounds were modified as required to enable convergence.

This part of the investigation was treated purely statistically, and the as-

sessment of the biologically credibility of final values will be discussed in

Chapter 4.

Therefore the MLE procedure is as follows:

1. Input the observed index of abundance It and catch Ct

2. Input starting values for the unknown parameters (K, r, q, σu)

3. Compute estimates of Bt using equation 2.1

4. Compute estimates of It using equation 2.2

5. Calculate negative log-Likelihood using equation 2.31

6. Repeat steps 3 − 5 for all t and sum -log L over t to find the overall

likelihood
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7. Repeat steps 2−6 until confident algorithm has converged at a global

minimum

2.4 Generalised Linear Models

The model analysis component of this thesis requires a standardised abun-

dance index for the Andes Complex to compare SPM model fits to. I

wanted to use CPUE as an index of abundance but the catch rate records

from the commercial fleet were biased by exogenous information that had

to be removed to form my final Andes Complex orange roughy abundance

index. The catches were standardised to account for these biases. Gen-

eralised Linear Models (GLM) are the most commonly used methods to

standardise catch and effort data (Maunder and Punt, 2004). The central

assumption of a generalised linear model is that there is a linear relation-

ship between the predictor variable(s) and a function of the mean of the

response variable, given by:

g(µi) = xTi β (2.32)

where g is a differentiable and monotonic link function, µi = E(Yi), Yi is

the response variable for observation i, xi is a vector of predictor variables

and β is a vector of model coefficients (Maunder and Punt, 2004).

Here I apply a delta two-step GLM to incorporate the information about

zero catches into my abundance estimates. The delta method is the best

practice for catch and effort data (Campbell, 2015) because the distribution
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of the catch is generally log-normal, with an excess of zeros. That is, there

is a skew to the right in the probability density, due to tows that fail to

catch orange roughy (Fig. 2.3).

Figure 2.3: The probability density curve for the catch data.

Pr(Y = y) =

w, if y = 0

(1− w)f(y), otherwise
(2.33)

where y is an observed orange roughy catch rate, w is the probability of a

0 observation, 1 − w is the probability of capture (6= 0) and f(y) the mean

of the log-normal distribution of catch.

The delta method models this in two steps: a model of the probability

of obtaining a zero catch rate and a model of the catch rate given that the

catch is non zero (Eq. 2.33). The first model examines a binary random
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variable which is zero if no orange roughy were captured and unity oth-

erwise. It has a Bernuolli distribution with a probability of a zero catch w,

and I will model this using a binomial GLM. The second model has a catch

(tons per tow) response variable given that catch is non-zero. I will model

this by log-transforming the response variable and applying a Gaussian

GLM. The delta method captures information about the distribution of or-

ange roughy in the binomial GLM and abundance of orange roughy in the

gaussian GLM. The final delta method abundance index is the product of

the binomial and gaussian model predictions.

Confidence intervals of the final delta abundance index estimate were ob-

tained using a non-parametric bootstrap approach. Bootstrap methods are

used because there is no analytical solution for the precision of the abun-

dance index formed from a delta approach. The assumptions about the er-

ror structures of these distributions are checked, an observed vs expected

plot is used for the binomial GLM and a quantile-quantile plot for the log-

normal GLM.



42 CHAPTER 2. MODEL STRUCTURE AND ESTIMATION METHODS



Chapter 3

Exploratory Analysis of the Andes

Fishery

The New Zealand orange roughy fishery is centered around the Chatham

Rise (CR). The Chatham Rise is hypothesised to have two orange roughy

stocks (Dunn and Devine, 2010); the larger is on the eastern and southern

flank (fig. 3.1) and the smaller is west of 178◦ W. This thesis focuses on one

of the distinct sub-stock fisheries, located at the Andes Seamount Complex

on the eastern CR. This is the most data rich of the seamount fisheries,

within the larger of the CR orange roughy populations. Chatham Rise

seamount fisheries are characterised by a initial sharp reduction in their

orange roughy abundance indices, which is a poor fit to the index in tradi-

tional biomass models (Clark et al., 2010). It has been suggested that this

poor fit is a consequence of a hyperdepletion relationship between CPUE

and population abundance (Hicks, 2013).

43
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Figure 3.1: The Eastern Chatham Rise orange roughy fishery; composed of eight dis-
tinct areas, A: the Graveyard Complex B: The Spawning Box, C: The Northeast Hills, D:
Kenwood, E: The Andes Complex, F: The Middleground, G: Chiefs & Neighbours and
H: Hedgerville as defined in Anderson & Dunn 2012. Seamount features are plotted
with blue dots marking their peaks, the proposed population boundary between the two
Chatham orange roughy populations from Dunn & Devine (2010) is shown by the dashed
line, and the 1000 m depth contour has been added.

3.1 Andes Complex

The Andes Complex is a group of 11 hills, located within 185◦32’ - 185◦77’

W 44◦00’ 44◦35’ S, on the south-east flank of the Chatham Rise. The hills

are closely spaced, with a maximum distance between peaks of 25 km.

Seamount peaks range from 644 to 1008 m in depth, making them a vi-

able option for a seamount trawl fishery. A significant feature of Andes

Seamounts is a large continuous series of hills on the western fringe (Fig.

3.2). There is a single large solitary hill (Jimmy) to the west of this fea-

ture and the remainder of the complex is composed of a series of distinct

smaller hills, all of which have been named by the fishing industry (Fig.
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3.2). The catch composition from the Andes Complex is spatially homoge-

neous, and orange roughy, smooth oreo and black oreo are the dominant

species (Tracey et al., 2004). A commercial bottom-trawl fishery targeting

orange roughy started on the Andes in 1989 and is still extant today (Min-

istry for Primary Industries, 2014). The Andes roughy fishery targets fish

aggregations, which are thought to be feeding fish.

Figure 3.2: The Andes Complex; coloured bathymetry indicates depth (from 600 m to
2000 m); hill peaks are indicated by blue dots, hill names are adjacent to peaks (10 nm =
10 nautical miles).

3.2 Analysis

This chapter describes an exploratory analysis of the Andes orange roughy

fishery up until 2013. The data utilised are catch records from commercial

fishing vessels provided by the Ministry for Primary Industries (MPI). All

commercial fishing vessels in New Zealand waters are required to fill out

catch records, and these data are provided on commercial Trawl Catch Ef-
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fort Processing Return (TCEPR) forms. For each tow the following infor-

mation was recorded: vessel id, vessel tonnage, kilowatts of vessel power,

and for each tow the start date, start time, start position, target species,

depth, speed, end date, end time, end position, and catch of orange roughy

in kilograms. Most of the records were complete, with the exception of

tows pre-dating 1990 which did not have an end position.

Visual displays of the location of historic tows were undertaken to elu-

cidate any patterns to the fishing activity. The start and end positions of

all tows in the Andes Complex were plotted using the program R (R Core

Team, 2015) and package nzPlot (Knowles et al., 2012). A bathymetric map

of the seamount complex was obtained from NIWA’s OS 2020-seismic-

and-multibeam project (MacKay et al., 2005) and added to the maps to

provide some auxiliary information about feature orientation. Hill peaks

were plotted to allow the interpretation of the feature targeted by each

tow. Prior to 2004, tow start and end coordinates were generally rounded

to the nearest 10 minutes. This resulted in tows being plotted over the top

of each other.

3.3 History of the Andes Fishery

The first reported commercial fishing for orange roughy at the Andes Com-

plex was in 1989. This commenced an exploratory phase lasting two years,

with Possum, Cotopaxi and Sir Michael seamounts mostly targeted. Ex-

cluding Cathy, all the hills of the Andes have been subject to fishing pres-
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sure, with some evidence of sequential depletion. The north of the large

Andes feature (Dickies, Icecube, Richie & Iceberg) was not targeted by the

fleet until 1992, and the southern end (Rachael & Jimmy) was first fished

in 1996 (fig. 3.2).

From 1991, a large scale orange roughy fishery was underway. The An-

des, like many other seamount fisheries, was characterised by a distinct

”boom” and ”bust” cycle at the start of the fishery (Clark and Rowden,

2009). The boom commenced in 1990, with average CPUE peaking in 1992

at 10.12 tonnes per tow (fig. 3.3). The CPUE metric tonnes per tow was

used because this seamount fishery utilised exclusively short tows, as a

consequence, differences in tow durations are negligible. After 1992, there

was a substantial decline in catch, as a consequence of a reduction in both

CPUE and effort. However, the decline in CPUE halted in 1995, where

it remained relatively stable at 2 3 tonnes per tow, until 2002. Over the

same time period, fishing effort remained constant, around 500 tows per

year, until 2003, when there was a substantial increase. CPUE slowly de-

clined, eventually plateauing in 2009 at less then one tonne per tow. Since

2007, there was a reduction in fishing effort in the Andes region and since

2009, CPUE has risen. The cumulative catch extracted from the Andes in-

creased rapidly during the boom phase of the fishery, and the annual catch

was relatively stable thereafter. In 2008, the catch trajectory flattened due

to annual catch declines, as a consequence of a decline in effort (Fig. 3.3).
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Figure 3.3: History of the Andes Seamount Complex orange roughy fishery from 1989 to
2013. A, Catch; B, Effort; C, Raw CPUE; D, Cumulative catch.

3.4 Temporal Structure of the Andes Fishery

Fishing on the Andes Complex was not conducted uniformly throughout

the year. There was a disproportionate amount of effort in the area be-

tween October-March (Tab. 3.1) and a distinct absence of effort from June-

August. This was a consequence of the fleet moving to target spawning

orange roughy aggregations to maximise their catches. There is a pre-

spawning orange roughy fishery to the northwest of the North-East hills
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(Fig. 3.1, (Anderson and Dunn, 2012)). The fleet then moves to the Spawn-

ing Box, where they target the spawning aggregations in early July to early

August (Coburn and Doonan, 1994). A post-spawning fishery used to

follow the fish leaving the spawning aggregation east towards seamount

features, including the Andes Complex (Coburn and Doonan, 1994). In

the spawning period, the entire fleet concentrates on fishing spawning

roughy, leaving non-spawning areas like the Andes Complex unfished.

In 1993 and 1994, the Spawning Box was closed to fishing. This restriction

led to the first year-round fishery at the Andes Complex (Tab. 3.1). The

changes in fishing pressure throughout the year and the years when the

spawning fishery was closed, led to month and month x year interaction

to be offered as predictors in my GLM.
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Table 3.1: The number of tows in each month at the Andes Complex from 1989 - 2013

Year Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
1989 0 0 0 0 0 1 0 0 0 0 5 0
1990 0 0 0 0 9 0 0 0 0 0 5 0
1991 3 0 3 4 0 0 0 0 2 73 28 102
1992 105 96 29 141 70 46 45 66 42 50 26 34
1993 56 6 41 27 44 5 7 53 0 131 74 146
1994 96 69 37 13 20 0 0 10 22 70 149 74
1995 35 69 57 27 21 51 0 0 37 84 44 21
1996 117 49 34 66 23 0 1 0 1 84 6 18
1997 31 31 35 9 44 12 0 0 0 61 147 146
1998 75 72 30 19 7 0 0 0 0 148 106 62
1999 37 55 20 14 26 8 1 1 0 165 140 68
2000 40 28 50 44 10 0 26 6 11 95 105 31
2001 47 52 36 5 30 3 0 0 11 90 67 83
2002 135 75 112 31 22 0 0 0 0 82 33 92
2003 211 219 144 148 103 0 0 0 0 96 40 142
2004 208 114 53 96 45 0 1 0 3 56 71 24
2005 125 105 104 61 59 2 0 0 0 47 231 173
2006 159 33 104 88 9 3 0 0 0 162 39 74
2007 96 84 93 86 20 11 0 0 5 86 78 94
2008 70 43 55 13 8 21 0 26 0 89 31 49
2009 54 43 72 35 0 0 4 0 0 56 31 9
2010 51 55 37 36 0 0 0 0 0 44 44 0
2011 5 13 41 1 16 0 0 0 0 46 17 24
2012 58 5 0 0 16 0 0 0 9 47 57 57
2013 17 3 0 0 0 0 0 0 0 56 50 33

3.5 Vessels

There have been 31 different vessels fishing for orange roughy over the 24

years the fishery has been active on the Andes Complex. However, the

majority of the fishing has been conducted by a small number of these

vessels. When the Andes Complex was first visited, there was a relatively

high proportion of tows failing to capture orange roughy (Fig. 3.4). This

can be attributed to skippers learning how to effectively fish the Andes

Complex. Once the fishery was established, roughy were consistently cap-
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tured.

Figure 3.4: Left: The proportion of zero tows (not capturing roughy) from the fishery and
right The number of vessels fishing in the Andes Complex between 1989 and 2013

The Andes Complex fleet is unlikely to fish consistently. Skippers will

probably favour some locations and fish these sites at different times. This

discrepancy needs to be removed from the CPUE index of abundance

(Hilborn and Walters, 1992). Figure 3.5 illustrates the differences between

individual vessel fishing patterns within the fleet in 1992. This only pro-

vides a snapshot in time, but it is evident that each vessel operates uniquely,

targeting different features. The discrepancy between fishing patterns pro-

vides motivation to use vessel as a predictor to my generalised linear

model for the Andes Complex. Prior to its addition to my model, a selec-

tion was undertaken to remove vessels which possessed insufficient data

for the model to estimate an effect for. The criterion to provide a fair index

of population abundance was vessels that had fished the Andes Complex
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for three years, with at least 20 tows per year.
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Figure 3.5: The fishing patterns of the six vessels targeting orange roughy at the Andes
Complex in 1992. Each vessel has an individual plot with a unique colour for its towlines.
Every tow conducted is plotted with black dots indicating the end position of each tow.
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3.6 Subareas

The fishery at the Andes Complex shows a relationship between CPUE

and abundance that is characteristic of hyperdepletion (Dunn, 2011). The

catalyst of this relationship is unclear, but there is evidence of fishers not

homogeneously spreading their effort over the Andes and moving around

areas within the complex. To investigate if this sequential depletion of

features is driving a hyperdepleted index of abundance, the Andes com-

plex was sub-divided. Initially, most of the fishing was conducted on ei-

ther Possum or the four small seamounts on the eastern side of the Andes

Complex (Fig. 3.2). Following this, the northern hills on the western An-

des were fished and finally, the fleet started visiting the southern hills of

the western side of the complex (Tab. 4.10).

Therefore, for analysis, the east and south Andes were separated due to

the different topographical size of these features and the majority of the

catch and effort was undertaken on the south Andes. The areas were sub-

divided by firstly making a distinction of the area that can be considered

the geographical Andes Complex, which makes up the outer bounds of

the subareas. Next, all tows were plotted out and lines were drawn to dis-

cern the areas. The lines were placed so tows would be grouped with the

seamount that they were assumed to target (Fig. 3.6). There were tows

in the overall dataset not within the geographical Andes region; an index

of abundance from these tows was considered. These ”other” tows orig-

inated from three distinct areas, the Aloha hill north of the Andes, a sus-

pected canyon feature to the south of the Andes and the remainder from

flat ground around the Andes. The other region tows were few in number



3.6. SUBAREAS 55

and there was only one period from 2007− 2009, where an index of abun-

dance for this area was plausible (sufficient tows to form an abundance

index (Tab. 3.3)), and therefore these tows were removed from the dataset.



56 CHAPTER 3. EXPLORATORY ANALYSIS OF THE ANDES FISHERY

Figure 3.6: The geographical Andes Complex is identified and segregated into four sub-
areas (top left). Each tow recorded in the wider Andes area from 1991 to 2013 has been
plotted with start and end positions, with blue dots to show tow direction (top right).
Each of the four subareas: northwest (middle left), east (middle right), southwest (bot-
tom left) and south (bottom right), are plotted with all of their tows. A tow was allocated
to an area based on its starting position.
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The temporal difference in fishing activity within each of the four An-

des sub-areas is illustrated in Figure 3.7. A steep decline in raw CPUE is

still evident in three subareas, indicating sequential fishing is not causing

the apparent hyperdepletion relationship in CPUE. The south, east and

northwest Andes subareas all showed sharp declines in CPUE in their ini-

tial years, whereas the southwest Andes fishery started in 1997 and gener-

ally followed the CPUE trends of the other subareas. The east, south and

northwest subareas all sustained similar sharp declines in raw CPUE until

1995 and were remarkably similar by 1997 (fig. 3.7). Between 1995 and

2002, all the fisheries CPUE fluctuated around 3 tons per tow. From 2002

to 2009, all the regions displayed similar declines in CPUE and from 2009

to 2013, all the regions increased in CPUE. The cumulative catch illustrates

that the South Andes region has been the source of the majority of the or-

ange roughy removed from the Andes region. Since 2005, the annual catch

across the regions has declined. This trend is evident in the flattening of

the cumulative catch curves. The increase in CPUE from 2009 is not evi-

dent in the cumulative catch, indicating the increase in CPUE is associated

with a reduction in effort.
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Figure 3.7: Left: Raw CPUE (tonnes/tow) of the four areas of the Andes and Right: the
cumulative catch of these regions. The South Andes is plotted black, the East Andes
green, the Northwest Andes blue and the Southwest Andes red.

The four subarea analysis is the area allocation which gave the best

visual description for the observed changes in fishing pattern. However,

alternate subarea permutations were considered and these models will be

offered to the generalised linear model for selection. The alternate area

splits considered are illustrated in Figure 3.8. A north-south split was

included to account for the similarities evident in the raw CPUE trends

between the south Andes and the southwest Andes. A west-east split con-

siders that the west Andes is a single continuous feature, separating this

feature from the rest of the Complex, whilst also taking into account the

temporal differences between these locations. The final area split distin-

guishes between the size of the hills on the Andes Complex. The south,

southwest and northwest hills have been amalgamated, as they are large

hills (evident on the bathymetric map) and are distinct from the smaller
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topographical features of the east Andes.

Figure 3.8: Four alternate area splits offered to the model for selection: no split (top
left), north vs south (top right), east vs west (bottom left), and big seamounts vs small
seamounts (bottom right).

3.7 Generalised Linear Modeling

I will use the delta method to create an overall abundance index or in-

dices for the Andes Complex orange roughy fishery. The delta method

consists of fitting two GLMs, a binomial GLM of the probability of captur-
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ing orange roughy at the Andes and a log-normal GLM of the catch, given

that orange roughy were captured. The final delta abundance index is the

product of the indices predicted by these models.

The models will be fitted with plausible explanatory variables, and then

Akaike’s Information Criterion (AIC) stepwise selection will be used to

select the appropriate explanatory variables. For an explanatory variable

to be accepted into a model, it must satisfy the following criteria: there

must be a reduction in AIC or BIC, at least 1% additional deviance must be

explained by the variable and it must contribute a plausible effect (Dunn,

2006). Bayes Information Criterion (BIC) will be utilised in scenarios where

the aforementioned criteria do not clearly determine if an explanatory

variable should be added or not. BIC should favour models with less ex-

planatory variables, i.e. a parsimonious fit. Continuous explanatory vari-

ables were fitted as third order polynomials, to allow sufficient flexibility

for their model fit. Categorical explanatory variables were fitted as factors

and the response variable was catch per tow. Year was forced into both

models, as a factor, then further predictors (Tab. 3.2) were added, based

on the aforementioned criteria. The binomial and log-normal models for

the Andes Complex were both offered the same potential predictors.
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Table 3.2: The potential predictors offered to the Generalised Linear Models

Predictor Type Comment df
Year Categorical Forced in 23
Month Categorical 12
Day of year 3rd order polynomial 3
Depth 3rd order polynomial 3
Vessel ID Categorical Vessels with ≥ 20 tows for ≥ 3 years 12
Tow Duration 3rd order polynomial 3
Subarea Categorical 4
Subarea North/South Categorical Distinguishes between North and South Andes 2
Subarea East/West Categorical Distinguishes between East and West Andes 2
Subarea hill size Categorical Distinguishes between Andes hills by size 2
Year * Month Interaction Seasonal effect 276
Year * Day of Year Interaction 4380
Year * Subarea Interaction 92
Vessel ID * Subarea Interaction 48

3.8 Andes Model

The purpose of the exploratory analysis in this chapter was to get a thor-

ough understanding of the Andes fishery sufficient to determine potential

predictors for the GLM. Variables were offered for inclusion in the GLM if

the explanatory analysis indicated a indicated a dependence of CPUE in

the variable. Table 3.3 summarises the data that were used for the model-

ing process.
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Table 3.3: A summary of the data that goes into my GLM; the data is separated by sub-
area. For each subarea (EA east Andes, NWA northwest Andes, SA south Andes, SWA
southwest Andes) the annual number of tows (n), number of tows that capture ORH
(n(orh)) and median weight of catch (kg) are displayed. Tows from outside the Andes
(Other) are shown to illustrate the lack of data available to form an abundance index.

EA NWA SA SWA Other
Year n n(orh) Med (kg) n n(orh) Med (kg) n n(orh) Med (kg) n n(orh) Med (kg) n
1991 152 138 6750 56 51 9000 11
1992 284 238 5000 21 18 6500 428 393 8000 4
1993 214 168 3000 76 67 4142 281 245 4000 4
1994 133 99 2000 119 84 2000 241 199 2000 5
1995 139 100 1000 70 46 1000 218 185 1000 5
1996 125 97 1216 94 56 580 155 132 1500 5
1997 112 79 1000 121 97 1000 204 162 1000 29 27 1800 38
1998 106 68 1050 140 94 1793 183 146 2000 38 31 800 12
1999 79 59 1000 106 85 1470 170 145 1500 120 108 2000 38
2000 137 111 1000 88 70 2502 114 98 1208 78 71 1596 9
2001 90 84 1000 97 91 1482 145 132 2211 58 57 2622 6
2002 103 92 1000 130 120 1227 219 209 1558 120 119 2200 7
2003 188 165 646 264 244 1000 286 270 1000 285 269 1036 56
2004 151 128 500 144 133 740 166 149 600 182 173 1184 19
2005 200 158 500 171 146 492 199 180 800 304 279 1064 32
2006 146 126 509 113 97 1000 200 189 684 195 184 604 16
2007 170 154 380 154 133 950 170 157 684 88 80 500 55
2008 91 68 405 114 99 300 124 102 500 39 30 400 37
2009 65 51 100 68 60 235 89 82 328 46 41 500 36
2010 22 17 108 48 45 1400 68 59 1000 47 43 2000 9
2011 7 5 200 21 21 1500 33 32 1250 16 16 1750 2
2012 23 17 200 69 65 1500 78 75 1000 42 41 1000 3
2013 39 34 500 31 30 2000 60 56 1400 25 24 1250 1

3.8.1 Binomial Model

Table 3.4: Model selection for the Binomial GLM

Predictor df AIC Deviance Explained Additional Deviance Explained
Year 23 8601 4.1% 3.8%

Vessel ID 12 8356 7.2% 3.1%
Subarea 4 8293 8.1% 0.8%
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Figure 3.9: Observed and expected proportions of non-zero fits of the final Andes Bino-
mial model.

The binomial GLM explained 7.7% of the deviance in the data. Only year

(forced in), vessel ID and subarea were selected into the model (Tab. 3.4).

The small amount of deviance explained by the model suggests that in-

stances of zero catch occur randomly, with few 0’s in the data. Figure 3.9

shows an acceptable fit to the expected proportion on non-zero observa-

tions but is devoid of points below p = 0.5, due to the lack of zero tows

in the dataset. The binomial GLM prediction shows a slow decline in the

probability of capturing roughy till 2000, then a relatively stable proba-

bility of capture at around 95% to date (Fig. 3.10). There was very little

variation in this proportion between subareas, with all subareas display-

ing overlapping confidence intervals. The vessel effect shows one vessel

with a substantially higher proportion of capture and another having a

substantially lower proportion relative to the rest of the fleet.
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Figure 3.10: Binomial GLM predictions for the overall binomial index from 1991 to 2013
(top left), the vessel effect (top right) and the subarea effect (bottom left). Subareas are
denoted: EA east Andes, NWA northwest Andes, SA south Andes and SWA southwest
Andes. Each effect has been plotted with the other parameters set to their median value
and with their corresponding 95% confidence intervals.
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3.8.2 Normal Model

Table 3.5: Model selection for Normal GLM

Predictor df AIC Deviance Explained Additional Deviance Explained
Year 23 36384 16.1% 16.1%

Vessel ID 12 36172 18.1% 2.1%
Subarea 4 36119 18.7% 0.5%

Year * Subarea 65 36116 20.5% 1.6%

Figure 3.11: Normal quantile-quantile plot for the final Andes normal model fit.

The normal GLM explained 20.5% of the deviance with the predictor’s

year, vessel ID, subarea and year * subarea (Tab. 3.5). The q-q plot shows

a reasonable fit of the residuals to the fitted line, only straying from nor-

mality outside two standard deviations (Fig. 3.11). The GLM predictions

for the four Andes subareas show similar trends in abundance; initially a

sharp decline lasting 4 − 5 years, and stopping in the mid 1990s. The in-

dex then shows a very gradual decline for around 10 years. From 2005 to

date, the index has stabilised and all the regions display a slight increase
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(Fig. 3.12). The difference in trend between the four Andes subareas is

almost indecipherable; ignoring the difference in the start point of each

area, they are significant yet very similar. The south Andes and northwest

Andes abundance indicies both peak in their second year, which implies

some skipper fishery learning of the area was required to attain a max-

imum index. The four subareas have similar overall effects, with their

confidence intervals overlapping, although the east Andes is lower than

the others. The individual vessel effects are broadly similar; three ves-

sels attain a higher index than average and one vessel has a lower index.

Overall, the vessel effects show little contrast, as the majority of confidence

intervals overlap (Fig. 3.12).
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Figure 3.12: Normal Generalised Linear Model predictions; south Andes (top left), south-
west Andes (top right), northwest Andes (middle left), east Andes (middle right) from
1991-2013; vessel effects (bottom left) and subarea effects (bottom right). Subareas are
denoted: EA east Andes, NWA northwest Andes, SA south Andes and SWA southwest
Andes. Each effect has been plotted with the other parameters set to their median value
and with its corresponding 95% confidence intervals.
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3.8.3 Combined Model

The predictions from the combined model index show an initial large de-

cline in the abundance index of the Andes orange roughy fishery, with the

abundance index declining six-fold in the first five years (Fig. 3.16). The

speed of this decline reduces after 1994, but a gradual decline continues

until 2010 (Fig. 3.16). After 2010, there is a small uplift in the CPUE in-

dex, although this trend in the log-normal was reduced by the addition of

the binomial index. The predicted values of Vessel ID show that the fleet

has similar catches, with three vessels displaying a higher abundance in-

dex and one vessel a lower abundance index. The subarea index showed

no difference between the northwest and east Andes, while the southwest

and south Andes had a higher abundance indicies, the southwest was the

highest.
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Figure 3.13: Final abundance indicies for the combined model; year from 1991 to 2013
(top left), vessel (top right), and subarea (bottom). Each effect is plotted with the other
parameters set at their median values and with its corresponding bootstrapped coeffi-
cients of variation.

The weighted mean of the raw unstandardised CPUE and untrans-

formed GLM predictions are compared in figure 3.14. They show the ef-

fect of the standardisation process on the abundance index. Standardisa-

tion did not have a large effect on the northwest, east and south subareas.
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Generally its effect smoothed some of the sharp changes in abundance in-

dex. However, in the southwest Andes subarea there is a relatively large

difference between the trajectories of the two indicies, with the raw CPUE

under-predicting the standardised index for the first three years of the fish-

ery, and then over-predicting the standardised index from 2002 to 2009.

Figure 3.14: Comparison between raw unstandardised CPUE (blue) and the untrans-
formed normal GLM predictions (x) with their corresponding 95% confidence intervals
(dotted lines) for the Andes four subareas; south (top left), east (top right), northwest
(bottom left), and south west (bottom right), from 1991 to 2013. The third axis displays
the catch of orange roughy (tons), which are plotted at squares as the bottom of the graph.
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Subarea explained only 0.8% additional deviance in the the binomial

model (Tab. 3.4) and 0.5% in the normal model. The interaction was se-

lected and explained 2.1% additional deviance but it has an additional 109

degrees of freedom (Tab. 3.5). The large number of degrees of freedom

in the subarea x year interaction indicate that if a different model selec-

tion criteria was utilised, it would be unlikely for this interaction to be

selected. This is due to the interaction being penalised for its large num-

ber of degrees of freedom, that do not outweigh the deviance it explains.

BIC applies a harsher penalty to the number of parameters in the model.

Under BIC selection the interaction effect would not be included in the

final model (Tab. 3.6). The year x subarea interaction visually display sim-

ilar trends in the abundance index, apart from the different starting years

in the northwest and southwest Andes (Fig. 3.12). The four subareas are

plotted atop of each other in figure 3.15; there are no substantial differ-

ences in index trend between the four regions. The predicted individual

effect of subarea is visually minor the binomial and normal models (Figs.

3.12, 3.10) coupled with this subarea has a marginal significance in both

models. Based on the marginal significance, BIC rejection of the subarea x

year interaction, and the small visual difference in the abundance trends

and the very large degrees of freedom when estimating the coefficients,

subarea was removed from the final model. This favours a parsimonious

final CPUE index.
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Table 3.6: Reanalysis of selection for Normal model

Predictor df AIC Deviance Explained Additional Deviance Explained BIC
Year 23 36384 16.1% 16.1% 8150

Vessel ID 12 36172 18.1% 2.1% 7910
Subarea 4 36119 18.7% 0.6% 7845

Year * Subarea 65 36116 20.5% 1.6% 7871

Figure 3.15: Comparison of the differences in abundance indices between the four Andes
subareas from 1991 to 2013: South Andes (black), East Andes (red), Northwest Andes
(green) and Southwest Andes (blue). The subareas have been standardised, then scaled
to the geometric mean of the East Andes; the CV for the East Andes has been added to
the plot.

3.8.4 Final Model

Table 3.7: The final Binomial Model

Predictor df AIC Deviance Explained Additional Deviance Explained
Year 23 8601 3.8% 3.8%

Vessel ID 12 8356 6.9% 3%
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Table 3.8: The final Normal Model

Predictor df AIC Deviance Explained Additional Deviance Explained
Year 23 36384 16.1% 16.1%

Vessel ID 12 36172 18.1% 2.1%

The final binomial and normal models for orange roughy abundance at

the Andes Complex show a slight reduction in deviance explained by re-

moving the subarea effect and subarea x year interaction (Tabs. 3.7, 3.8).

In both models, fishing year explains the majority of the deviance, and the

remainder is made by vessel. The binomial index shows little change in

the probability of capture for orange roughy throughout the time series

(Fig. 3.16). The normal index of abundance shows a high initial two years,

with a peak in 1992; these two years have substantially larger confidence

intervals than the rest of the time series (Fig. 3.16). After 1992, the index

shows a steep decline until 1996. From 1996 2002, the abundance index

remains stable, before another gradual decline until 2009. In 2009, there

was a slight increase in the abundance index to date. The combination

of the normal and binomial models is displayed in the combined index.

The binomial index is stable, so the combined index reflects the normal in-

dex. The effect of vessel is minor, explaining little deviance and with most

vessels having overlapping confidence intervals, although three vessels

appear to be more successful than the majority (Fig. 3.16).
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Figure 3.16: Final model output for the Andes Complex, binomial model, first row, nor-
mal model, second row and combined model bottom row. The model predictions are
plotted with their corresponding CV’s; these are bootstrapped for the combined model.
Predictions are based on using the Vessel ID 10227 for Year and the Year 2002 for Vessel
ID



3.8. ANDES MODEL 75

Table 3.9: Final GLM table; binomial, normal and combined models displayed with their
Coefficients of Variation (CVs)

Year Binomial CV Normal CV Combined CV
1991 0.858 6% 6256.3 24% 6099.4 24%
1992 0.823 6% 7344.2 22% 7001.5 23%
1993 0.772 7% 3717.6 22% 3418.8 23%
1994 0.703 10% 2082.0 22% 1812.9 25%
1995 0.747 8% 1307.2 22% 1179.5 24%
1996 0.681 10% 753.9 21% 643.7 25%
1997 0.735 8% 797.0 21% 712.1 24%
1998 0.648 10% 889.0 20% 736.8 23%
1999 0.764 8% 936.8 22% 856.2 24%
2000 0.720 7% 735.9 19% 649.5 20%
2001 0.859 4% 796.5 18% 777.3 19%
2002 0.849 5% 779.7 19% 755.8 20%
2003 0.842 4% 503.8 18% 486.2 20%
2004 0.818 5% 417.0 17% 396.0 19%
2005 0.778 6% 453.4 18% 418.8 20%
2006 0.811 6% 390.8 19% 369.5 20%
2007 0.831 5% 383.8 19% 367.7 20%
2008 0.774 7% 372.1 20% 342.7 22%
2009 0.823 6% 219.6 20% 209.2 22%
2010 0.757 9% 502.8 21% 457.1 24%
2011 0.873 8% 567.7 25% 558.9 24%
2012 0.820 7% 512.6 21% 487.6 23%
2013 0.727 11% 535.1 22% 475.1 25%

The final binomial index shows low coefficients of variation around

its estimates and the normal abundance index has coefficients of variation

around 20% (Tab. 4.10). The combined index of abundance has coefficients

of variation of 2̃0%.
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Chapter 4

Model Fitting and Comparison

4.1 Model Assessment

Once each SPM was run through the maximum likelihood estimation pro-

cess, the fit needed to be assessed. There is no single measure of fit that

summarizes all aspects of model fit (Hilborn and Mangel, 1997), therefore

it is important to have a range of criteria to determine the best canditate

model or models.

4.1.1 Information Criteria

The principle of Occam’s razor states that among competing hypotheses

that predict equally well, the one with the fewest assumptions should be

selected. Here I had a salient application. My desire to attain a better

model fit led to the addition of parameters, but I could enter a scenario

where my SPM might be overfitted. Overfitting is the use of models that

violate parsimony (Hawkins, 2004); that is they add unnecessary complex-
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ity. If I keep adding parameters to my model, the deviance explained will

increase but the additional parameters may not be useful or cannot be es-

timated with any precision. Information criteria use the value of the like-

lihood and the number of parameters in the model to determine a value

for the candidate model: these values are then compared between models

with the lowest value desirable. Here I use three different information cri-

teria, with different penalties to assess my candidate models. Akaike’s

Information Criterion (AIC) is the simplest; it penalises complexity by

adding two times the number of parameters to the likelihood (Eq. 4.1).

AIC may perform poorly if there are too many estimated parameters rel-

ative to the sample size. A solution to this is to use small sample AIC or

AICc (Burnham and Anderson, 2002). AICc has a bias correction for the

relationship between k, the number of parameters in the model and n, the

amount of data in the model (Eq. 4.2). Bayes Information Criterion (BIC)

was used as an alternate to AIC and AICc because it applies a harsher

penalty to the number of parameters in a candidate model, which may be

important in avoiding overfitting (Eq. 4.3). The three criteria are given by

AIC = −2log(L) + 2k (4.1)

AICc = −2log(L) + 2k +
2k(k + 1)

n− k − 1
(4.2)

BIC = −2log(L) + klog(n) (4.3)

where L is the likelihood of a candidate model, k the number of pa-

rameters in the model and n the number of data points in the model.
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4.1.2 Confidence Intervals and Likelihood Profiles

Confidence intervals for the SPM model parameters (r,K, q, σ) and the es-

timated abundance index (Ît), were calculated using bootstrapping (Had-

don, 2010). Confidence intervals were initially formed based on the square

root of the diagonal elements of the inverse hessian matrix. These inter-

vals were found to be excessively tight (e.g. for K = 20062 an interval of

(20061, 20063)). The hessian matrix intervals were thought to be problem-

atic because the interval assumed a normal distribution, whereas the data

were not normally distributed. The bootstrapping procedure re-sampled

(with replacement) the residuals from the estimated index (Eq. 4.4), and

these residuals were then applied to the estimated abundance index to

form a new ”observed” index, Î∗t (Eq. 4.5).

et = log(
It

Ît
) (4.4)

Î∗t = et × Ît (4.5)

where et is the residual for time t, It is the observed abundance in time

t, Ît is the estimated abundance index in time t and Î∗t is the new boot-

strapped observed index at time t.

The new observed index (Î∗t ), replaced the observed index in the neg-

ative log-likelihood function; optim then carried out the MLE and the

new parameter estimates (r∗, K∗, q∗, σ∗) were stored. Confidence inter-

vals were created by repeating the bootstrapping process 1000 times, the

95% confidence interval are the 25th and 975th estimates from the sorted

bootstrapped parameter estimates. The bootstrapped parameter estimates
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(r∗, K∗, q∗, σ∗) were entered into the SPM equation for the hypothesis in

question which produced intervals around the estimated abundance in-

dex (Ît). The minimum log-likelihood parameter estimates were not po-

sitioned in the centre of the bootstrapped confidence intervals because

asymmetric nature of their distribution. They sat closer to the lower con-

fidence interval, as a consequence of the log-normal distribution having a

skew toward higher values.

Likelihood profiles also provide a means of reconstructing a more ro-

bust confidence interval when sample sizes were small or parameters of

interest did not follow a normal distribution. A profile was created by fix-

ing the parameter at a specified value, then optimising the likelihood with

respect to all other parameters. Here I profile the biological parameters r

and K over their respective plausible ranges primarily to provide a visual

confirmation that my model has converged at a minima and after some

initial problems with convergence in the base model. A minimum shown

on a likelihood profile may not be equal to that found through global min-

imisation, since a profile is a single transect that does not represent the

overall multi-dimensional parameter space. Profiling variables was prob-

lematic when their plausible range was unknown. This resulted in con-

vergence issues attributed to extreme parameter values and poor choice of

starting values. Problems were also encountered with parameters which

possessed likelihood surfaces with minima adjacent to large likelihood in-

creases (”walls”). In this situation, a penalty function was added to the

likelihood to ensure a minimum was reached prior to the likelihood wall

(Eq. 4.6).
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Pt = 0.1× Ct
(Bt − Ct)

(4.6)

where Pt is the penalty in time t, Ct is the catch in time t and Bt is the

biomass in time t.

A wall in the likelihood profile is caused by the SPM estimating biomass

as low as possible to fit the abundance index. If the biomass gets too low,

the entire biomass can be removed by catches in subsequent years. As

a consequence, the biomass becomes negative and the likelihood jumps,

creating a wall. The penalty function penalises the negative log-likelihood

value as biomass gets reduced relative to catch. The penalty function en-

sured profiles reached a minima but it also will create a bias in the log-

likelihood transects and move the position of minima away from walls.

With some profiles, the optimisation performed so poorly that manual

profiling was required to ensure a minima was achieved. Manual pro-

filing was conducted by the same means, but for each value in the profile,

starting values were randomly varied 15 times and the minimum likeli-

hood achieved from these runs was the value profiled.

4.1.3 Visual Assessment

The estimated index of abundance from the observation model is equiv-

alent to the observed index of abundance from my Andes Complex or-

ange roughy catch-per-unit-effort analysis (Chapter 3)). Candidate mod-

els were assessed visually by comparing the the predicted abundance in-

dex and the observed abundance index. Standardised residuals (et =
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log(It/Ît)) were plotted alongside the abundance indicies to show any con-

sistent patterns in under- or over-estimation. The plots of standardised

residuals had horizontal lines at 2 standard deviations of the residuals; 2

standard deviations captures 95% of the expected distribution of the resid-

uals. Confidence intervals were plotted around the expected abundance

indicies. More precise model estimates are indicated by tighter confidence

intervals.

4.2 Hypothesised Models

In section 4.2 I present the results of fitting models corresponding to my

hypotheses. Comparison of these models is made in section 4.3.

4.2.1 Closed Population Model

The first model to test is the null model, a closed population of orange

roughy at the Andes Complex. This model is a standard Schaefer model

and was the simplest model to be examined.

The parameter estimates for the closed population model are displayed

in table 4.1 with their 95% confidence intervals. A penalty function was

applied to the Closed Population Model because of observed walls in the

negative log-likelihood profiles and to assist convergence (Fig. 4.1).
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Table 4.1: Parameter estimates and their corresponding 95% confidence intervals for
Closed Population Model, estimates with the subscript p have a penalty added to their
likelihood. (* parameter has hit a bound)

Parameter Estimate Lower Upper
K 15569 14138 27674
r 0.4252 0.1211 0.5228
q 0.2043 0.0748 0.2601
σ 0.4379 0.2709 0.5144
Kp 20045 15828 49887
rp 0.2478 0.0000* 0.3996
qp 0.1238 0.0308 0.2044
σp 0.4262 0.2564 0.5530

Likelihood profiles for parameters r and K were estimated (Fig. 4.1);

both profiles showed log-likelihood walls adjacent to their minimum log-

likelihood values. The position of the log-likelihood walls made conver-

gence difficult. Their position indicated a biomass limitation problem that

was addressed by the addition of penalty function to the log-likelihood

(Eq. 4.6; Fig. 4.1). The penalty function improved the estimation of the

profiles for both r and K, although it added a small bias to the estimates.

The position of the minimum for K was biased slightly higher, whereas

the position of the minimum for r was biased lower (Fig. 4.1). The esti-

mates for all parameters had wider confidence intervals when the penalty

function was applied.
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Figure 4.1: Minimum log-likelihood profiles of r from 0−0.5 (bottom); and K from 14000−
26000 tons. The left hand panels are standard profiles whereas the right hand panels have
a penalty added to the likelihood function.

The Closed Population Model displayed a poor fit to the CPUE index,

especially from 1991 to 1995, where it underestimated the decline in the

index (Fig. 4.2). The difference was clear in the residual plot, where there

was a constant underestimation of biomass in the early years of the fish-

ery. From 1995 to 2010, the model overestimates the index. Influential

points were evident in 1992 and 1993 with standardised residuals outside

2 standard deviations (Fig. 4.2). There was a more satisfactory fit from

1995 onwards but the poor fit in the early years is a classic feature of hy-
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perdepletion (Dunn and Devine, 2010).

Figure 4.2: Estimated Andes orange roughy population index (blue) with corresponding
95% confidence intervals for the Closed Population Model and the observed population
index (black) from 1991− 2013 (left). The residual plot shows the difference between the
estimated and observed index; the central dashed line indicates no difference (zero) and
the periphery dashed lines indicate +/− 2 standard deviations of the residuals. The top
panels show the unmodified abundance index, whereas the bottom panels have a penalty
added to the likelihood function.

The Andes Complex fishery had very high initial catches that dropped

drastically. This was followed by relatively stable lower catch levels to

date (Fig. 4.2). For this pattern to occur, the biomass initially needs to de-

cline rapidly due to removals from catch. This indicated a small biomass
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for the Andes Complex but the continued flat biomass trend to date re-

quired a higher biomass; the two trajectories therefore conflicted. To in-

vestigate this suspected characteristic, a retrospective analysis was per-

formed, where data were removed from the end of the time series, and the

model was re-estimated with the shortened time series (Fig. 4.3).

Figure 4.3: Retrospective fit of the Closed Population Model of the Andes Complex or-
ange roughy fishery. The observed abundance index (black) is compared to the closed
population model with four different lengths: the full dataset (purple); 5 years removed
(green); 10 years removed (blue); and 15 years removed (red).

The retrospective fit showed an improved fit to the start of the fish-

ery when the length of the time series was reduced, with the K being the

smallest possible that still allows the catch to be taken (Clark and Dunn,
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2012) (Fig. 4.3).

4.2.2 The Changing Growth Model

This hypothesis allowed the population growth rate of the Andes Com-

plex fishery to change at one point in the time series (Eq. 2.8). The tran-

sition year t∗ between growth rates was selected by offering the model

a range of possible years and selecting the one with the smallest nega-

tive log-likelihood. The transition point between growth rates that min-

imised the log-likelihood was at t∗ = 6 years (Tab. 4.2). The first popula-

tion growth rate r1 was estimated at approximately zero and the second

growth rate r2 had a reasonably high estimate (Tab. 4.3), relative to the

Closed Population Model.

Table 4.2: The likelihood values for a range of transition years between growth rates

t∗ Likelihood
4 8.31
5 4.58
6 2.73
7 8.22
8 5.32
9 7.31

10 9.17

The parameter estimate for K from the Changing Growth Model (Tab.

4.3) was similar to the estimate from the Closed Population Model, al-

though the confidence interval was more precise. The estimate for r1

means the population did not grow until the transition point t∗, then the

growth rate was higher than the estimate of r from the Closed Population

Model.
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Table 4.3: Parameter estimates and their corresponding 95% confidence intervals for the
Changing Growth Model

Parameter Estimate Lower Upper
K 20062 18834 21029
r1 0 0.0000 0.1026
r2 0.5911 0.4545 0.6878
q 0.2451 0.1891 0.2923
σ 0.2654 0.1842 0.3079

The Changing Growth Model struggled to fit the initial decline in the

fishery, but after 1994 it provided a good visual fit to the observed An-

des orange roughy abundance index (Fig. 4.4). The confidence intervals

around Ît widened considerably after t∗ as the population started to grow.

The standardised residuals showed a relatively random scatter after 1994,

although they were consistently below the 0 line from 2003−2006 (Fig. 4.4).
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Figure 4.4: Estimated Andes orange roughy population index (blue) with corresponding
95% confidence intervals for the Changing Growth Model and the observed population
index (black) from 1991 − 2013. The vertical dashed line indicates the transition point
between growth rates. The residual plot shows the difference between the estimated and
observed index, the central dashed line indicates no difference (zero) and the periphery
dashed lines indicate +/− 2 standard deviations of the residuals.

4.2.3 The Altered Environment Model

The Altered Environment Model (r)

The Altered Environment Model (r) allowed for the population growth

rate to change annually, based on an observed change in environmental

conditions. The parameter estimate for K (Tab. 4.4) was similar to the

Closed Population Model (Fig. 4.6).
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Figure 4.5: The mean annual sea surface temperature values for the Andes Complex and
the corresponding values of growth rate r and 95% confidence intervals generated by
using the parameter estimates of m and c from the Altered Environment Model (r).

SST showed a slight increase over the time series, with the majority

of values around 13.5◦c (Fig. 4.7). The variability in the temperature was

much lower than that of the fishery. The estimate of r (Fig. 4.7) was ≈ 0.4,

which was also similar to the estimate from the null model. The additional

information conveyed by my environmental vector has not influenced my

results. The parameter estimate for c (0) made a negligible contribution to

r.

Table 4.4: Parameter estimates and their corresponding 95% confidence intervals for the
Altered Environment Model (r)

Parameter Estimate Lower Upper
K 15864 15009 24977
m 0.0307 0.0106 0.0350
c 0.0000 0.0000 0.0026
q 0.204 0.0844 0.2394
σ 0.432 0.2844 0.5120

This model could not fit the initial rapid decline of the time series (Fig.
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4.6). From 1996 untill 2005, the Altered Environment Model (r) overes-

timated the biomass and from 2006 until 2010, the model fitted the ob-

served index well. This model struggled to fit the finer movements of the

observed abundance index It. This was evident as the residual pattern

moved above and below 0 sequentially (Fig. 4.6). The residuals for the

1992 and 1993 were outside 2 standard deviations.

Figure 4.6: Estimated Andes orange roughy population index (blue) with corresponding
95% confidence intervals for the Altered Environment Model (r) and the observed pop-
ulation index (black) from 1991 − 2013. The residual plot shows the difference between
the estimated and observed index; the central dashed line indicates no difference (zero)
and the periphery dashed lines indicate +/− 3 standard deviations of the residuals.

The Altered Environment Model (K)

The vector of SST gradually increased until 2000, then stabilised around

13.5◦c for the rest of the time series (Fig. 4.7). This trend was in contrast to

the abundance index, which had the opposite trajectory. Considering this,
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the poor fit of the Altered Environment Model (r) was unsurprising. The

SST vector was applied to K because it provided more leverage.

Figure 4.7: The mean annual sea surface temperature values for the Andes Complex
and the corresponding values of carrying capacity K and its 95% confidence interval,
generated by using the parameter estimates of m and c from the Altered Environment
Model (K).

The parameter estimates for r and the K were again similar to the

Closed Population Model (Tab. 4.5). As the intervals around m and c were

imprecise, this indicated that the vector of SST values was not informative

for predicting the Andes Complex carrying capacity K.

Table 4.5: Parameter estimates and their corresponding 95% confidence intervals for the
Altered Environment Model (K)

Parameter Estimate Lower Upper
m 1345 987 1936
c -2000 -5000 10000
r 0.4229 0.1732 0.4673
q 0.0692 0.0961 0.2818
σ 0.2583 0.2793 0.5168
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The imprecise parameter estimates had corresponding large confidence

intervals (Fig. 4.8). The fit of the estimated index was similar to the Altered

Environment Model (r) but the precision of the estimates has increased

drastically. The Altered Environment Model (K) struggled to fit the time

series from 1991 to 1995, then overestimated the abundance till 2007 and

provided a good fit thereafter (Fig. 4.8). The distinct pattern in the residu-

als was similar to the Altered Environment Model (r) and indicated a poor

model fit.

Figure 4.8: Estimated Andes orange roughy population index (blue) with corresponding
95% confidence intervals for the Altered Environment Model (K) and the observed pop-
ulation index (black) from 1991 − 2013. The residual plot shows the difference between
the estimated and observed index, the central dashed line indicates no difference (zero)
and the periphery dashed lines indicate +/− 3 standard deviations of the residuals.
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4.2.4 The Disturbance Model

The Disturbance Model parameter estimates were close to starting values

for both r and K (Tab. 4.6). The estimate of K was higher than the Closed

Population Model and the estimate of r was lower. The confidence inter-

vals around r were imprecise, this led to the inflated confidence intervals

evident in figure 4.9.

Table 4.6: Parameter estimates and their corresponding 95% confidence intervals for the
Disturbance Model, ∗ indicates the estimate has hit a bound.

Parameter Estimate Lower Upper
K 25380 15970 42144
r 0.1325 0.0001 0.3988
q 88.76 38.10 197.94
σ 0.4470 0.4146 0.7380

The Disturbance Model went some way to fitting the initial decline

in the fishery, with a steep decline evident from 1991 to 1994 (Fig. 4.9).

However, the estimated decline in Ît occured earlier and faster than in It.

From 1995 to 2004, the Disturbance Model overestimated the index and

from 2004 onwards, it provided a good fit (Fig. 4.9).
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Figure 4.9: Estimated Andes orange roughy population index (blue) with corresponding
95% confidence intervals for the Disturbance Model and the observed population index
(black) from 1991 − 2013. The residual plot shows the difference between the estimated
and observed index; the central dashed line indicates no difference (zero) and the periph-
ery dashed lines indicate +/− 3 standard deviations of the residuals.

The number of tows on the Andes Complex fluctuated until 1995, then

n steadily increased to a peak in 2002 (Fig. 4.10). Since 2007, there has been

a substantial reduction in fishing effort at the Andes Complex. The largest

fluctuations in fishing effort occurred when the observed abundance in-

dex was relatively stable. This uncoupling in trends led to the inflation in

confidence intervals around Ît from 2007. The disturbance index followed

a similar trajectory to the number of tows at the Andes Complex but be-

cause the tows are cumulative in the disturbance index, it has a three year

lag.
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Figure 4.10: The annual number of tows at the Andes Complex (left) and the disturbance
index that was applied to the carrying capacity (right), from 1991 to 2013.

4.2.5 The Habitat Degradation Model

The Habitat Degradation Model scaled the carrying capacityK by a vector

of habitat damage. Both vectors of habitat damage increased quickly then

stabilised around their respective maxima (Fig. 4.11). This indicates most

of the habitat damage was done in the first ∼ 10 years of the fishery, with

little or none thereafter. The weighted habitat damage vector reached its

asymptote quicker, although the overall damage attained was less than the

unweighted habitat damage vector (Fig. 4.11).
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Figure 4.11: Vectors of unweighted and weighted habitat damage for the Andes Complex.
Unweighted habitat damage assumes all the grid has equal value, whereas the weighted
habitat gives grid cells with seamounts an order of magnitude more value.

Unweighted Habitat Degradation Model

The Unweighted Habitat Degradation Model parameter estimates for K

and r were larger than the Closed Population Model (Tab. 4.8). The preci-

sion in the estimates around parameter values were similar to the Closed

Population Model.

Table 4.7: Parameter estimates and their corresponding 95% confidence intervals for the
Unweighted Habitat Model

Parameter Estimate Lower Upper
K 51513 44222 70130
r 0.3085 0.1498 0.4163
q 0.0871 0.0447 0.1308
σ 0.2835 0.1799 0.3331

The model provided a good fit to the observed abundance index. It

went some way to fitting the initial decline (Fig. 4.12). A point of differ-
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ence for this model was that the rapid decline of the observed index was

within the confidence intervals for the predicted index, for 1991 and 1992

at least. From 1995 to 2000, the Unweighted Habitat Degradation Model

underestimated the observed index but after 1999, it provided an excel-

lent fit, with the standardised residuals scattered around zero (Fig. 4.12).

The observed abundance index was within the confidence intervals of the

Unweighted Habitat Model. Although other models achieved this, their

confidence intervals were considerably less precise.

Figure 4.12: Estimated Andes orange roughy population index (blue) with correspond-
ing 95% confidence intervals for the Unweighted Habitat Degradation Model and the
observed population index (black) from 1991 − 2013. The residual plot shows the dif-
ference between the estimated and observed index; the central dashed line indicates no
difference (zero) and the periphery dashed lines indicate +/− 2 standard deviations of
the residuals.
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Transformed Habitat Degradation Model

The parameter estimates for the Transformed Habitat Degradation Model

are displayed in table 4.8. The estimates forK for the Habitat Degradation

Models were substantially higher then the other models, asK was inflated

by the habitat degradation HD vector (Eq. 2.12). The parameter estimate

for r in the Transformed Habitat Degradation Model was lower than the

Unweighted Habitat Degradation Model and comparable to the Closed

Population Model.

Table 4.8: Parameter estimates and their corresponding 95% confidence intervals for the
Transformed Habitat Degradation Model

Parameter Estimate Lower Upper
K 52863 43245 66440
r 0.2434 0.0995 0.4073
q 0.0463 0.0470 0.1654
σ 0.3312 0.2006 0.3962

The log-transformation of the habitat degradation vector was under-

taken in an effort to help the model fit the initial decline of the index, after

a non-linear relationship between habitat degradation and time was sus-

pected (Fig. 4.11). The Transformed Habitat Degradation Model struggled

to fit the initial decline in the index. The decline was estimated to be ear-

lier than in the Unweighted Transformed Habitat Degradation Model (Fig.

4.13). The standardised residuals illustrate the model underestimated the

orange roughy abundance until 1994, then overestimated abundance until

1999, thereafter it provided an acceptable fit (Fig. 4.13). The key difference

between this model and the Unweighted Habitat Degradation Model was

that the initial decline in It was just not within the 95% confidence interval

(Fig. 4.13).
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Figure 4.13: Estimated Andes orange roughy population index (blue) with correspond-
ing 95% confidence intervals for the Transformed Habitat Degradation Model and the
observed population index (black) from 1991 − 2013. The residual plot shows the dif-
ference between the estimated and observed index; the central dashed line indicates no
difference (zero) and the periphery dashed lines indicate +/− 2 standard deviations of
the residuals.

Weighted Habitat Degradation

The Weighted Habitat Degradation Model put a higher weight on cells of

the Andes Complex that have seamounts within them. This model pre-

dicted a lower carrying capacity than the other Habitat Degradation Mod-

els (Tab. 4.9).

Table 4.9: Parameter estimates and their corresponding 95% confidence intervals for the
Weighted Habitat Degradation Model

Parameter Estimate Lower Upper
K 40302 36167 52502
r 0.3091 0.1512 0.4137
q 0.1041 0.0576 0.1520
σ 0.3141 0.2079 0.3728
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The Weighted Habitat Degradation Model did not fit the initial decline

in the observed index (Fig. 4.14). The residual plot showed that from

1991− 1994 the Weighted Habitat Degradation Model underestimated the

index, and from 1995−2006 it overestimated the index (Fig. 4.14). The 95%

confidence intervals did not include the observed initial decline in the or-

ange roughy fishery, although they came close.

Figure 4.14: Estimated Andes orange roughy population index (blue) with corresponding
95% confidence intervals for the Weighted Habitat Degradation Model and the observed
population index (black) from 1991 − 2013. The residual plot shows the difference be-
tween the estimated and observed index; the central dashed line indicates no difference
(zero) and the periphery dashed lines indicate +/− 3 standard deviations of the residuals.

4.3 Model Evaluation

The final model evaluation table (Tab. 4.10) summarised each candidate

model with a spectrum of model fit statistics. The model that had the
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lowest value for the negative log-likelihood was the Unweighted Habitat

Degradation Model. However, log-likelihood alone was not satisfactory,

as it did not account for degrees of freedom. The AICc andBIC, provided

a more robust measure of model fit. Two models had comparable val-

ues for AICc and BIC; the Changing Growth Model and the Unweighted

Habitat Degradation Model. The Changing Growth Model had six un-

known parameters and the Unweighted Habitat Degradation Model had

five unknown parameters (Tab. 4.10). The Unweighted Habitat Degra-

dation Model had additional information about habitat degradation that

had inherent assumptions about the value of habitat within each cell of the

Andes Complex, which my model evaluation did not account for. The Un-

weighted Degradation Habitat Model was one of three alternates examin-

ing the same hypothesis. In this analysis the unweighted model provided

the best fit but all three alternate models had credible fits.

Table 4.10: Model Evaluation Table: each model with its corresponding Likelihood, Num-
ber of Parameters, AIC, AIC c, BIC and MSY

Model -log-Likelihood Unknown Parameters AIC AIC c BIC
Closed Population Model 13.15 4 34.30 36.52 38.84
Changing Growth Model 1.702 6 15.32 20.57 22.14
Altered Environment Model (r) 13.32 5 42.31 40.17 42.31
Altered Environment Model (K) 13.04 5 36.07 39.60 41.74
Disturbance Model 14.12 4 36.23 38.45 40.77
Unweighted Habitat 3.65 4 15.29 17.52 19.83
Transformed Habitat 7.22 4 22.44 24.66 26.98
Weighted Habitat 6.00 4 20.00 22.23 24.55
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Figure 4.15: A comparison of the observed (black) and expected (blue) abundance indi-
cies of the two best candidate models for the Andes Complex orange roughy fishery, the
Changing Growth Model (left) and the Unweighted Habitat Degradation Model (right).
Both models are plotted with their corresponding 95% confidence intervals (dashed lines)
and the Changing Growth Model has a vertical line corresponding to the transition point
between the two growth rates.

The two best candidate model fits were compared in figure 4.15 (their

profiles are in Appendix 6.2). Both models failed to fit the initial decline of

the observed index. The Unweighted Habitat Degradation Model had the

initial decline within its 95% confidence interval. The Unweighted Habitat

Degradation Model overestimated the observed index from 1995 and 2001,

a feature in many of the candidate models, although the observed index

was still within the confidence interval. Overall, the Changing Growth

Model provided the best fit to the abundance index, with no residuals

outside of 2 standard deviations. However, its additional parameters dis-

credited it from being the best candidate model. The Unweighted Habitat

Degradation Model had the lowest log-likelihood, the lowest BIC, and it
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provided the best overall model fit. Therefore, the Unweighted Habitat

Degradation Model was the best candidate model to explain the Andes

Complex orange roughy abundance.



Chapter 5

Discussion

This thesis examined a range of hypotheses about drivers of the potential

hyperdepletion relationship evident in the abundance index of the An-

des Complex orange roughy stock. The hypotheses tested here kept a

closed population, and a linear relationship between stock biomass and

the abundance index, and then assumed the apparently non-linear trend

was caused by a changing population or exogenous factors. The hypothe-

ses that provided the best model fits to my observed abundance index

were the Changing Growth Model, and a Habitat Degradation Model.

Both of these models fitted the data better than the null model, which as-

sumed a simple closed population unaffected by any exogenous factors. I

hypothesised that a change in the environmental conditions at the Andes

Complex, namely SST, had the potential to influence the orange roughy

population, but found no evidence to support this hypothesis. I also ex-

amined the effect of fishing disturbance on the Andes Complex orange

roughy populations. The disturbance hypothesis led to a rapid popula-

tion decline, but this model was least supported by the data, over an an-
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nual time series.

The thorough data screening, conducted prior to modeling, was in more

depth than a typical fisheries management analysis. This process in essence

standardised the dataset and removed a lot of the variability prior to mod-

eling. The results from the GLM did not unduly influence the abundance

indices, with little difference between the GLM predicted indices and the

raw unstandardised indices.

The null model, a standard Schaefer SPM for a closed population, dis-

played a poor fit to the observed abundance trend. This fit was antic-

ipated, given a poor fit had been observed in previous assessments us-

ing age structured models (Dunn, 2006; Clark and Dunn, 2012). The null

model tells me that closed population demographics cannot easily explain

the trends in population abundance at the Andes Complex. Therefore,

the Andes Complex should not be considered a closed population and is

either a component of a wider ECR orange roughy population or the pa-

rameters of the stock are not constant over time.

The change in intrinsic growth rate predicted by the Changing Growth

Model (0 → 0.65) would be unprecedented. A change in production

within a population is unlikely to exceed an order of magnitude. Real-

istic growth rates for orange roughy are low. Butterworth and Brandao

(2005) estimated orange roughy r at 0.08 in accordance with MSY being

0.3B0, which might be an over estimate according to Francis and Clark

(2005). Growth rates of more productive species, for example, Atlantic

Cod (Gadus morhua) which mature at 2 − 4 years compared to 20 − 30

years for orange roughy, are in the vicinity of r = 0.18 (Myers et al., 1997).

Therefore, the second estimated growth rate is likely to be unrealistic. This
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supports the assertion that the Andes Complex cannot be demographi-

cally closed: the population must be supplemented by external immigra-

tion from the wider ECR orange roughy population to enable the observed

trends in abundance.

The critique of all candidate models was that they struggled to fit the

rapid decline of the Andes Complex orange roughy CPUE. This decline

cannot be explained in terms of the weight of catch removed, given the es-

timated carrying capacity (Dunn, 2006). The Andes fishery displayed two

contrasting trajectories, modeling these trajectories as two separate popu-

lations, or alternatively applying two of the hypothesised models in tan-

dem, has the potential to enable a good fit to the initial decline. Analogous

declines are a feature in New Zealand fisheries for orange roughy (Dunn,

2011), in other New Zealand species (Field and Clark, 2001; Harley et al.,

2001) and in other fisheries around the world (Walters and Maguire, 1996;

Wiff et al., 2012). This trend in CPUE is called hyperdepletion (Harley

et al., 2001), and is often attributed to ignoring the spatial structure of a

fishery (Walters, 2003). Here I investigated spatial structuring but found

no differences between my abundance indicies of different spatial strata.

This suggests hyperdepletion in the Andes fishery is not spatially driven.

However, migration has been ignored, and has the potential to be a ex-

planation of the hyperdepletion relationship (Dunn and Forman, 2011).

Stock assessment becomes difficult with a hyperdepletion abundance in-

dex, as a consequence of an abundance trend which is troublesome to fit

with a single area model. Modeling multiple areas requires more data and

assumptions but still may encounter problems, for example, Dunn & An-
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derson (2012). Fisheries stock assessment scientists are cautious about the

use of CPUE data, because of potential biases and non-linear relationships

between biomass and population abundance (Dunn et al., 2000). Shorter

time series can be modeled successfully using traditional methods. This

was demonstrated in my retrospective fit, and by Clark & Dunn (2012).

The Changing Growth Model provided a very simple explanation for the

initial decline in the observed abundance index. The Andes Complex was

pristine, at carrying capacity prior to the start of the fishery, and as such,

there was no net population growth. Once the fishery began, population

growth was zero, implying it did not grow immediately. A potential mech-

anism behind this lag is a threshold population density, which once sur-

passed, stimulates immigration to commence. The Habitat Degradation

Model offers an alternate explanation; once an area was fished, there was

a reduction in habitat quality, and as a consequence, it supported less fish.

Most of the area of the Andes Complex was fished in the first five years of

the time series, so the reduction in carrying capacity occurred quickly.

The Andes Complex hills provide an exposed area of hard substrate

that supports an array of macro-invertebrates called ”biogenic habitat”,

which add habitat complexity (Etnoyer, 2009; Ministry for Primary Indus-

tries, 2014). These benthic invertebrates are generally large, sessile, fragile

and slow growing; as a consequence, they are highly vulnerable to the

effects of bottom trawling (Clark, 2010; Rowden et al., 2010; Ministry for

Primary Industries, 2014). Seamount fisheries are generally high intensity,

with numerous short tows that target a small area (Clark, 2010). In devel-

oping fisheries coral by-catch initially forms a high proportion of the catch
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(up to 1/3 (Anderson and Clark, 2003)). As a consequence, fishers display

fidelity to established areas and towlines to avoid damaging gear (Clark,

2010). Once the benthic substrate is scraped clear, then the fishery can con-

tinue unhindered, without invertebrate by-catch and gear damage. An-

other seamount complex on the CR, the Graveyard Complex, provides a

salient example of the change in macro-invertebrate assemblage, as a con-

sequence of bottom trawling. Clark & Rowden (2009) showed unfished

hills within the complex had a greater macro-invertebrate diversity and

density. Niklitschek et al. (2010) examined a developing seamount fishery

in Chile, and observed a higher orange roughy and by-catch species den-

sities in unexploited areas, compared to areas that had already sustained

bottom trawls. How orange roughy interact with the wider ecosystem is

poorly understood (Dunn and Forman, 2011). Roughy have been demon-

strated to increase tilt angle and dive in response to disturbance (Koslow

et al., 1995; O’Driscoll and Joux, 2012). This diving response could be to

find refuge amongst coral from larger predators known to predate roughy,

for example, toothed whales (Dunn and Devine, 2010; Koslow et al., 1995).

Seamounts are a delicately balanced trophic web (Pitcher et al., 2010).

I have used a dataset that came from the commercial fishing fleet, and

this inherently comes with a suite of potential issues. The dataset was

treated as if it was a random sample across all the spatial strata of the

Andes Complex but it was not, as the commercial fleet targeted roughy

aggregations. They did not fish areas where no roughy were detected, for

example, the flat areas between seamounts. Unfished strata are unlikely

to hold significant amounts of orange roughy biomass, but they should
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be considered (Walters, 2003). Unfished strata are not indicative of an ab-

sence of orange roughy, just a population density that is not commercially

viable. Even if the population density of the unfished strata is low, the

cummulative size of these strata may constitute a significant portion of the

population. I assumed that tows were independent of one another but in

fact there will be some auto-correlation within the fishing patterns of each

vessel through time (Nishida and Chen, 2004). Fishers showed fidelity

to established towlines, therefore, tows were not independent of one and

other. I assumed the efficiency of the fleet was homogenous over time, but

this is unlikely to be true since a certain amount of learning is required to

effectively fish each individual seamount (Maunder et al., 2006).

My catch data only conveyed information about the section of the popula-

tion vulnerable to fishing. This is determined by the gear selectivity, size

and age of the fish (Maunder et al., 2006). The Andes Complex orange

roughy fishery was treated as if it had no density dependent population

demographics. Two parameters are likely to be influenced by changes in

population density: the population growth rate and the catchability co-

efficient (Walters and Maguire, 1996; Wilberg et al., 2009). My SPM pa-

rameterises a density dependent change in growth but I do not consider

density dependent catchability. As population abundance declined, the

fishery will sustain spatial contractions, and as a consequence, catchabil-

ity will vary. This is thought to be one of the contributors to the collapse

of the Atlantic Cod fishery (Maunder and Punt, 2004; Wilberg et al., 2009).

The Andes orange roughy population will have some form of age and size

structure (Clark, 2001). Knowledge of this would provide a biological in-

sight into the status of the stock and help develop appropriate estimates
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of unknown population demographics. However, size structure has re-

mained constant in other exploited orange roughy populations on the CR

(Clark, 2001).

There were assumptions in some hypothesised models that my model se-

lection did not take into account. An example is the Habitat Degradation

Model, where I have made assumptions about the value of the habitat

within each grid cell of the Andes Complex. It is important to recognise

and consider these assumptions, as they convey uncertainty about my pa-

rameter estimates that would be otherwise unrecognised. An alternate ap-

proach would be to structure my model in such a way that parameterised

and estimated this relationship. For my Habitat Degradation Model, this

would mean letting the model determine the value of the habitat weight

within each cell. In this remodeled scenario, my model selection statistics

(e.g. AIC) would account for this previously unknown information and

penalise the model including this additional parameter.

Potential developments to the current work include:

• Model each individual hill in the Andes Complex separately. Allo-

cating the hills into separate spatial strata should enable detection of

any spatial movement or spatial contractions.

• Develop an observed abundance index with a sub-annual (e.g. sea-

sonal, monthly) time-step. While the vast majority of fisheries anal-

yses are conducted annually, there is no reason why a higher reso-

lution model should not be developed. This would enable a further

exploration of hypotheses that reveal finer scale roughy movements,
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for example, disturbance and seasonal spawning migrations.

• Create indicies of abundance for all the ESCR orange roughy sub-

populations. This would allow estimation of the recruitment and

fish movement between sub-populations, instead of assuming that

each sub-population is demographically closed.

• Consider a SPM that accounts for both process and observational

errors instead of observational errors alone.

• Model the Andes Complex fishery as two separate populations (pop-

ulation 1: 1991− 1996 and population 2: 1997− 2013).

• Apply two of my hypothesised models, for example the Changing

Growth Model and the Unweighted Habitat Degradation Model, si-

multaneously.

• Create a whole ecosystem model of a New Zealand seamount, to ex-

amine how the organisms are likely to interact, for example, orange

roughy and biogenic habitat, and to assist determining sustainable

exploitation regimes.

The effective management of a sustainable fishery requires tracking

abundance in some way, such that the total fishing mortality can be ad-

justed to optimise yield and avoid low stock levels. I have examined the

plausibility of a range of hypotheses about the observed hyperdepletion

in the orange roughy abundance index of the Andes Seamount Complex.

The change in population abundance at the Andes Complex cannot be

easily explained by internal population demographics. As a result, I find
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little support for the assumption that the Andes Complex orange roughy

stock should be assumed to be demographically closed, although previ-

ous stock assessments have indeed done this (Anderson, 2003; McKenzie,

2003; Dunn, 2006) and some areas are still managed in this way, for exam-

ple, Mercury-Colville and the Cook Canyon (Ministry for Primary Indus-

tries, 2014). I have also found evidence suggesting that changes in habitat

quality as a consequence of bottom trawling may affect the carrying ca-

pacity of the Andes Complex.

Based on my findings here, future assessments of orange roughy stocks

(or other species), that are based on CPUE analysis would not be recom-

mended without a thorough understanding of the structure of the wider

population. In developing seamount fisheries, it is advised to leave some

areas unexploited to preserve potentially valuable habitat (Clark and Dunn,

2012). In established fisheries, I advise quantifying the degree of habitat

damage and avoiding exploiting previously unfished areas. A precaution-

ary approach to seamount fisheries is required, due to a lack of under-

standing of the interactions between the biogenic habitat and fish aggre-

gations.
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Chapter 6

Appendix

6.1 Appendix A: R code

6.1.1 Example: Unweighted Habitat Degradation Model

## Observed abundance Index
index<−c ( 6 0 9 9 , 7002 , 3419 , 1813 , 1180 , 644 ,
712 , 737 , 856 , 650 , 777 , 756 , 486 , 396 , 419 ,
370 , 368 , 343 , 209 , 457 , 559 , 488 , 475)

## Observed Catch
catch<−c ( 2 1 3 6 , 7560 , 3814 , 1677 , 1092 , 1124 ,
1100 , 1234 , 1706 , 1366 , 1281 , 2041 , 2491 , 1124 ,
1866 , 1212 , 1058 , 547 , 253 , 475 , 179 , 566 , 516)

## two a r e a e f f e c t s
a1<− c ( 3 , 8 , 4 , 1 , 1 , 1 , 2 , 1 , 0 , 0 ,
0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 0 , 1 , 1 , 1 , 1 )
a2<− c ( 3 , 7 , 12 , 15 , 15 , 16 , 16 , 18 ,
19 , 19 , 19 , 19 , 19 , 19 , 19 , 19 , 19 , 19 ,
19 , 19 , 19 , 19 , 19)
dam<−a1+a2∗2

plot (dam)
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dm<−dam / min (dam)

## c o n s t r a i n s p a r a m e t e r x > 0
v<−0 .00001
z<−function ( x , v ) {

i f e l s e ( x>=v , x , v / ((2−x ) / v ) ) }

## L i k e l i h o o d f u n c t i o n t o o p t i m i s e
orh l l <− function ( params , index=index )

{
r <− params [ ” r ” ]
q <− params [ ”q” ]
sigma<−params [ ”sigma” ]
K<− params [ ”K” ]

biomass <− rep (K, length ( ca tch ) )
for ( t in seq ( 2 , length ( ca tch ) ) ) {

biomass [ t ] <− max ( biomass [ t−1] +
biomass [ t−1] ∗ r − ( r / (K/dm[ t −1]) )
∗ biomass [ t −1]ˆ2 − catch [ t −1] ,1 e−5)}

I hat<−q∗biomass
negL <− log ( z ( sigma , v ) ) + (1 / 2) ∗ log (2 ∗pi )

+
( ( log ( z ( I hat , v ) )−log ( z ( index , v ) ) )

ˆ2 ) /
(2 ∗z ( sigma , v ) ˆ 2 )

negLL<−sum( negL , na . rm=T )
}

## S t a r t i n g e s t i m a t e s f o r p a r a m e t e r s
params <− c (K=51000 , r =0 .31 , q=0 .09 , sigma = 0 . 2 5 )

## O p t i m i s a t i o n
res1 <− optim ( params , orh l l , method=”L−BFGS−B” ,

lower = c (max ( ca tch ) , 0 . 0 0 0 0 1 , 1e−5, 1e−5) ,
upper = c (1 e8 , 0 . 9 , 1 , 1 ) , hess ian=T ,
control = l i s t ( maxit =10000 , t r a c e = 1 ,
p a r s c a l e = c ( 1 0 0 0 , 0 . 0 5 , 0 . 0 5 , 0 . 0 5 ) ) ,
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index=index )

## Example p r o f i l e K
orh l l <− function ( params , index=index )

{
r <− params [ ” r ” ]
q <− params [ ”q” ]
sigma<−params [ ”sigma” ]

biomass <− rep (K[ i ] , length ( ca tch ) )
for ( t in seq ( 2 , length ( ca tch ) ) )

biomass [ t ] <− max ( biomass [ t−1] +
biomass [ t−1] ∗ r − ( r / (K[ i ] /dm[ t −1]) )
∗ biomass [ t −1]ˆ2 − catch [ t −1] ,1 e−5)

I hat<−q∗biomass
negL <− log ( z ( sigma , v ) ) + (1 / 2) ∗ log (2 ∗pi )

+
( ( log ( z ( I hat , v ) )−log ( z ( index , v ) ) )

ˆ2 )
/ (2 ∗z ( sigma , v ) ˆ 2 )

negLL<−sum( negL , na . rm=T )
}

K<−seq ( from =40000 , to =100000 , by=10)

l lK<−vector ( )
for ( i in 1 : length (K) )
{
params <− c ( r =0 .42 , q= 0 . 1 , sigma = 0 . 4 )
res1 <− optim ( params , orh l l ,
method=”L−BFGS−B” ,

lower = c ( 0 . 0 0 1 , 1e−5, 1e−5) ,
upper = c ( 0 . 9 , 1 , 1 ) , hess ian=T ,
contro l = l i s t ( maxit =10000 , t r a c e = 1 ,
p a r s c a l e = c ( 0 . 0 0 1 , 0 . 0 0 1 , 0 . 0 5 ) ) ,
index=index )

l lK [ i ]<−res1 $$ value
}
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plot ( l lK ˜K, type=” l ” , xlab=”K” ,
ylab=”Minimum log−Likel ihood P r o f i l e ” ,
ylim=c ( 0 , 1 5 ) )

## Hess i an Matrix CIs
e r r sigma<−diag ( sqr t ( abs ( solve ( res1 $$ hess ian ) ) ) )
upper<−res1 $$par +1.96 ∗ e r r sigma
lower<−res1 $$par−1.96∗ e r r sigma
i n t e r v a l<−data . frame ( value=res1 $$par ,
upper=upper , lower=lower )

## Apply p a r a m e t e r e s t i m a t e s t o SPM
K <− i n t e r v a l [ 1 , 1 ]
r <− i n t e r v a l [ 2 , 1 ]
q <− i n t e r v a l [ 3 , 1 ]
sigma <− i n t e r v a l [ 4 , 1 ]

biomass <− rep (K, length ( ca tch ) )
for ( t in seq ( 2 , length ( ca tch ) ) ) {

biomass [ t ] <− max ( biomass [ t−1]
+ biomass [ t−1] ∗ r − ( r / (K /dm[ t −1]) )
∗ biomass [ t −1]ˆ2 − catch [ t −1] ,1 e−5)}

I hat <−z ( q , v ) ∗biomass

## P l o t o b s e r v e d vs e x p e c t e d
year<−c ( 1 9 9 1 : 2 0 1 3 )
plot ( index ˜ year , type=” l ” , ylab=”ORH Abundance Index ” ,

xlab=”Year” , ylim=c ( 0 , 1 0 0 0 0 ) )
l i n e s ( I hat ˜ year , col=” blue ” )

## R e s i d u a l s
res id<−index / I hat
s r e s i d<−vector ( )
for ( i in 1 : length ( res id ) )
s r e s i d [ i ]<−( res id [ i ]−mean ( res id ) ) / sd ( res id )

## R e s i d u a l P l o t
plot ( s r e s i d ˜ year , ylab=”Normalised Residuals ” ,
xlab=”Year” , pch=”x” )
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abline ( h=0 , l t y =3 , col=” gray ” )
abline ( h=−2, l t y =4 , col=” gray ” )
abline ( h=2 , l t y =4 , col=” gray ” )

## B o o t s t r a p CI
orh l l <− function ( params , index=index )

{
r <− params [ ” r ” ]
q <− params [ ”q” ]
sigma<−params [ ”sigma” ]
K<− params [ ”K” ]

biomass <− rep (K, length ( ca tch ) )
for ( t in seq ( 2 , length ( ca tch ) ) ) {

biomass [ t ] <− max ( biomass [ t−1] +
biomass [ t−1] ∗ r − ( r / (K /dm[ t −1]) )
∗ biomass [ t −1]ˆ2 − catch [ t −1] ,1 e−5)}

I hat<−q∗biomass
negL <− log ( z ( sigma , v ) ) +

(1 / 2) ∗ log (2 ∗pi ) +
( ( log ( z ( I hat , v ) )−log ( z (new , v ) ) ) ˆ2

)
/ (2 ∗z ( sigma , v ) ˆ 2 )

negLL<−sum( negL , na . rm=T )
}

storage<− matrix (NA, 1000 , length ( params ) )

## B o o t s t r a p p i n g
i =1
while ( i <1001){
## E x t r a c t r e s i d a u l s a s r e s i d
resam<−sample ( resid , 23 , replace=T )

## new i n d e x
new<−resam∗ I hat

params <− c (K=51000 , r =0 .31 , q=0 .09 ,
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sigma = 0 . 2 5 )
res1 <− optim ( params , orh l l , method=”L−BFGS−B” ,
lower = c (max ( ca tch ) , 0 . 0 0 0 0 1 , 1e−5, 1e−5) ,
upper = c (1 e8 , 0 . 9 , 1 , 1 ) , hess ian=T ,
contro l = l i s t ( maxit =10000 , t r a c e = 1 ,
p a r s c a l e = c ( 1 0 0 0 , 0 . 0 5 , 0 . 0 5 , 0 . 0 5 ) ) , index=index )

i f ( res1 $$ convergence==0 & res1 $$ value <100)
{

storage [ i , ]<− res1 $$par
i<−i +1

}
}

## E x t r a c t 95\% CIs f o r p a r a m e t e r s
conK<−s o r t ( storage [ , 1 ] )
intK<−c ( conK [ 2 5 ] , conK [ 9 7 5 ] )
conr<−s o r t ( storage [ , 2 ] )
i n t r<−c ( conr [ 2 5 ] , conr [ 9 7 5 ] )
conq<−s o r t ( storage [ , 3 ] )
i n t q<−c ( conq [ 2 5 ] , conq [ 9 7 5 ] )
cons<−s o r t ( storage [ , 4 ] )
i n t s<−c ( cons [ 2 5 ] , cons [ 9 7 5 ] )
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6.2 Appendix B: Likelihood profiles

6.2.1 Changing Growth Model

Figure 6.1: Minimum negative log-likelihood profiles for biological parameters r2 and K
from the Changing Growth Model (r1 was ∼ 0 so it was not profiled).
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6.2.2 Unweighted Habitat Degradation Model

Figure 6.2: Minimum negative log-likelihood profiles for parameters K and r for the Un-
weighted Habitat Degradation Model.
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