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Abstract
Organic photovoltaics (OPVs) show considerable promise as a source of low cost
solar energy. Improving our understanding of the processes governing free charge
photogeneration in OPVs may unlock the improvements in efficiency required for
their widespread implementation. In particular, how do photogenerated charge
pairs overcome their mutual columbic attraction, and what governs the branching
between bound and free charge pairs that is observed to occur shortly after their
creation?

Ultrafast laser techniques such as transient absorption (TA) spectroscopy are
the only tools capable of probing the time scales associated with these processes
(as short as 10−14 seconds). Challenges include achieving sufficient sensitivity to
resolve the tiny signals generated in thin films under solar-equivalent excitation
densities, and distinguishing and quantifying overlapping signals due to separate
phenomena.

We present the development of a versatile and ultra-sensitive broadband TA
spectrometer, along with a comprehensive analysis of the noise sources limiting
sensitivity. Through the use of referenced shot-to-shot detection and a novel
method exploiting highly chirped broadband probe pulses, we are capable of
resolving changes in differential transmission < 3× 10−6 over pump-probe delays
of 10−13–10−4 seconds.

By comparing the absorption due to photogenerated charges to measurements
of open-circuit voltage decay in devices under transient excitation, we show that
TA is able to quantify the recombination of freely extractable charge pairs over
many decades of pump-probe delay. The dependence of this recombination on
excitation density can reveal the relative fraction of bound and free charge pairs.
We apply this technique to blends of varying efficiency and find that the measured
free charge fraction is correlated with published photocharge yields for these
materials.

We access a regime at low temperature where thermalized charge pairs are
frozen out following the primary charge separation step and recombine monomolec-
ularly via tunneling. The dependence of tunneling rate on distance enabled us to



fit recombination dynamics to distributions of recombination rates. We identified
populations of charge-transfer states and well-separated charge pairs, the yield of
which is strongly correlated with the yield of free charges measured via their inten-
sity dependent recombination. We conclude that populations of free charges are
established via long-range charge separation within the thermalization timescale,
thus invoking early branching between free and bound charges across an energetic
barrier. Subject to assumed values of the electron tunneling attenuation constant,
we find critical charge separation distances of ∼ 3–4 nm in all materials.

TA spectroscopy probes the absorption of excited states, with the signal being
proportional to the product of population density and absorption cross-section of
the absorbing species. We show that the dependence of signal on probe pulse in-
tensity can decouple these parameters, and apply a numerical model to determine
the time-dependent absorption cross-section of photogenerated excitons in thin
films of semiconducting polymers.

Collectively, this thesis presents spectroscopic tools and applications thereof
that illuminate the process of free charge generation in organic photovoltaics.
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Chapter 1

Introducing the photophysics of
organic photovoltaics

In a world where energy demand is growing at an unprecedented ratei and
anthropogenic climate change is a present and scientifically proven threat, [2] few
would deny that a global transition from reliance on fossil fuels (which account
for around 70% of global greenhouse gas emissions [3]) is urgently required. The
carbon-neutral energy solution that will enable such change is unlikely to come in
the form of a single silver bullet; rather, many emerging technologies may develop
to take advantage of energy generation niches, as determined by local environment,
demand and economics. The available options for carbon-neutral energy fall in to
three categories: sequestration of carbon from fossil fuel generation, nuclear power,
and renewable (encompassing wind, solar, geothermal, hydroelectric and tidal
power generation). That being said, when solely considering the absolute amount
of available energy, solar energy dwarfs all other renewable and fossil-based
resources combined. [4, 5]

The photovoltaic (PV) industry has experienced enormous growth over the
last five years, with total installed global PV capacity rising from 15.8 GW in 2008
to 139 GW in 2013, [6] driven primarily by installations in Germany and (more
recently) China. Of course, this still represents just a small fraction of the total
global installed capacity from all energy sources of 5359 GW (2010 estimate, [7]).
The vast majority of the currently installed PV capacity exhibits a solar power
conversion efficiency of around 15%, relying on an active layer of polycrystalline

iTotal global demand was 1.5× 1014 kWh in 2010, with a projected growth of 56% by 2040. [1]
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2 Chapter 1. Introducing the photophysics of organic photovoltaics

silicon, typically several hundred micrometres thick, manufactured at high tem-
purature in a clean room environment, and mounted in a heavy and rigid frame.
While economies of scale and shared knowledge from the existing semiconductor
industry has enabled significant reduction in the cost of polycrystalline silicon
PVs, the required methods of manufacturing and installation present a limit to the
affordability (and therefore the extent of implementation) of this technology.

Several emerging PV technologies exhibit promise for reducing the cost of
solar energy by minmising the cost of manufacture and installation. [8] Examples
include thin film chalcogenides such as cadmium telluride (CdTe) and copper
indium gallium diseleneide (CIGS), quantum-dot and other nanostructured mate-
rials, dye-sensitised solar cells, [9, 10] the organo-metal halide perovskites, [11, 12]
and small-molecule or polymer organic photovoltaics (OPVs).

Of these technologies, OPVs alone are able to be implemented as lightweight
and flexible thin films, manufactured from Earth-abundant and non-toxic mate-
rials at room temperature, using scalable techniques such as solution-deposition
and roll-to-roll processing. [13] The past decade has seen rapid advances in the
performance of polymer OPVs, with reported power conversion efficiencies of
7.4% under solar illumination in peer-reviewed literature [14, 15], and up to 12%
reported by industry for dual-layer OPVs. [16] Additionally, unlike silicon PVs, the
performance of OPVs is not compromised with increasing operating temperature
or at low light intensity. However, further improvements in power conversion
efficiency and device longevity are required before widespread implementation
can take place. The aim of this thesis is to develop new time-resolved spectroscopic
tools and apply them to improve our understanding of the charge photogener-
ation process in OPVs, in order to guide the design of materials that meet these
requirements.

1.1 Conjugated polymers

Figure 1.1: Polyacetylene, an archetypal
conjugated polymer
.

In π-conjugated polymers, overlapping
pz orbitals form a chain of delocalized
electron density along the backbone of
the molecule. This conjugation is the
main factor determining the electronic
and optical properties of the molecule.
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As more orbitals are added to the chain
(increasing the ‘conjugation length’),
the spacing of energy levels decreases, resulting in band-like structure resembling
that found in inorganic semiconductors. In this analogy, the highest occupied
molecular orbital (HOMO) acts as the valence band, and the lowest unocupied
molecular orbital (LUMO) as the conduction band. Unfortunately, the analogy
does not hold up very far beyond this initial picture. In inorganic semiconductors,
the presence of a free charge is readily screened by a readjustment of the sur-
rounding charge density, on account of the high dielectric constant (∼ 12–13 [17]).
Absorption of a photon therefore typically results in an electron-hole pair that are
either completely dissociated, or weakly bound as a Wannier-Mott exciton with
binding energy ∼ 10 meV that readily dissociates at room temperature (where
kBT∼ 25 meV) to form free carriers. [18, 19]

Excitons

Organic semiconductors typically exhibit a low dielectric constant (∼ 3–4 [17]),
resulting in poor screening of charges. Along with strong electron-lattice coupling
and weak intermolecular electronic coupling, this results in the primary excitations
being tightly bound and comparatively localized Frenkel (or occasionally charge-
transfer) excitons with typical binding energies ranging from 0.3–1.3 eV. [19–22]
The energy of these excited states decreases with increasing conjugation length, in
a manner that can be likened to the ‘particle-in-a-box’ model that will be (perhaps
overly) familiar to undergraduate physics students and lecturers. This effect is
clearly demonstrated in the shifting onset of optical absorption in a series of linear
oligothiophenes in solution. [23] Indeed, the energy of the S0 → S1 transition was
observed to decrease with increasing chain (and therefore conjugation) length (see
Figure 1.2). The weaker dependence of the first excited triplet state T1 energy on
conjugation length is explained by the more localized nature of the triplet exciton
with respect to the singlet.

Molecular structure determines excited state behaviour

It is clear that the extent of conjugation — and therefore the optical and electronic
properties — of a molecule are intimately dependent on molecular structure. In
a polymer, defects and structural deformations within the polymer chain can
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Figure 1.2: Measured dependence of S0 → S1 (closed symbols) and S0 → T1 (open
symbols) energy on chain (and therefore conjugation) length for a series of linear
oligothiophenes (figure reproduced from [23]).

misalign the pz orbitals, breaking electron delocalization and forming isolated
regions of conjugation that act as individual chromophores ( [24], see Figure
1.3). Variation in conjugation length between these conformational subunits gives
rise to energetic dispersion of excited states throughout the material. Effects of
this dispersion include inhomogeneous broadening of the fluorescence spectra,
along with more salient repurcussions for OPVs that we will discuss shortly. It
clearly follows that crucial electronic and optical properties including energy and
delocalization of excited states, energetic dispersion, and electronic conductivity
all depend on polymer chain conformation, and can be tuned as simply as through
choice of solvent (in solution). These are truly molecular semiconductors. That
being said, crystallization is important and (unsurprisingly) in the solid state
additional effects come in to play. Chain organization and crystallization introduce
long-range order and affect intermolecular electronic coupling, and can be altered
as simply as heating a polymer film above its glass transition to allow the chains
to reorganize. We will further discuss the role of morphology in the context of
OPVs in Section 1.3.2.

Well ordered conjugated polymer films enable unbroken conjugation of or-
bitals over many repeat units. [25] However, while the singlet exciton exhibits
delocalization by existing as a linear combination of several or many orbitals in an
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Figure 1.3: Conformational subunits illustrated for a polymer chain in solution
(figure reproduced from [24]). Well ordered chains in polymer films can exhibit
significantly longer conjugation lengths [25].

excited state, the extent of localization is not simply defined by the conjugation
length of the polymer. The strong electron-vibrational coupling in conjugated
polymers results in structural changes taking place in response to excitation. These
deformations in combination with fluctuations from the environment can serve to
dynamically localize the exciton, a process referred to as self-trapping. [26] The
resulting changes in exciton size and excited state character take place over the
tens of femtoseconds required for nuclear reorganization to occur, [22, 27] and are
reflected in the large Stokes shift characteristic of conjugated polymers. As we
will see, this competition between delocalization due to overlapping orbitals and
confinement due to electron-vibrational coupling is likely to play an important
role in the charge generation process in OPVs.

Charges/polarons

Neutral excitons are not be the only excitation to be found in conjugated polymers.
Indeed, if we are to generate electricity from sunlight we will need to consider
free charges! Free charges can come to be in conjugated polymers either from
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exothermic dissociation of an exciton (resulting in charge transfer to an adjacent
molecule), by chemical reduction/oxidation by a dopant molecule, or by injec-
tion/extraction of a charge from an outside source (such as at the interface of an
electrode). [28] Similar to inorganic semiconductors, in conjugated polymers the
presence of a free charge induces a geometric reorganization in the vicinity of the
charge. The charge and accompanying lattice deformation are referred to as a
polaron, a pseudo-particle with effective mass greater than that of the charge alone.
As with excitons, the spatial extent of polarons in conjugated polymers is deter-
mined by competition between charge delocalization and structural-deformation
induced confinement.

Exciton and charge transport

Transport of excitons and charges in conjugated polymers takes place via a number
of incoherent mechanisms. [28] In general, the mechanism of transport may be
short-range Dexter-type transfer relying on wavefunction overlap, or — in the case
of excitons only — as long-range (Förster) resonant energy transfer, a nonradiative
dipole-dipole interaction which depends on spectral overlap and dipole alignment
of the energy donor and receiver. [29, 30] There have been indications that in
crystalline polymer films intra- and inter-chain exciton transport are dominated
by Dexter and Förster transfer respectively. [31] Both of these mechanisms can
take place either by dispersive ‘downhill’ transport to lower energy sites within
an inhomogeneously broadened density of states, or by slower thermally acti-
vated, diffuse transport (see Figure 1.4). [29, 32, 33] An interesting result of this is
increasing charge mobility with increasing temperature, in constrast to inorganic
semiconductors. Along with excited state lifetime, exciton mobility determines
diffusion length, an important parameter in OPVs. Diffusion length can be mea-
sured by thickness-dependent quenching of photoluminescence in bilayer films,
with reported values of 5–14 nm in conjugated polymers. [34]

While the above incoherent processes certainly describe the majority of trans-
port mechanisms in conjugated polymers, recent work has suggested that coher-
ent (wave-like) transport may be possible, and may play in important role in
OPVs. [35]
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Figure 1.4: Exciton transport takes place by dispersive (‘downhill’ migration, fast
and temperature independent), and by diffusive (slow, temperature dependent
hopping) mechanisms (reproduced from [33]).

Strong absorption and luminescence

Absorption of photons to create a singlet exciton in the lowest excited state S1

typically corresponds in conjugated polymers to a strongly dipole allowed π − π∗

transition. The materials therefore exhibit extremely high molar extinction coef-
ficients (i.e. ground state absorption cross-section), high luminescence quantum
yield (> 60% [36]), and stimulated emission, with S1 excitons typically decaying
within 0.1 to 1 ns. [37] These characteristics, along with electronic conductivity
and ease of processing, make conjugated polymers ideal as the active component
in opto-electronic devices, as we will see in the following section.

Triplet excitons

In a singlet exciton, the excited electron (which can now be considered to occupy
the lowest unoccupied molecular orbital (LUMO)) has spin antiparallel to that
of the remaining electron in the highest occupied molecular orbital (HOMO).
In configurations where the spin is not antiparallel, the state is referred to as
a triplet exciton. In conjugated polymers, the direct creation of triplet excitons
from the ground state by absorption of a photon is a dipole-forbidden transition,
and therefore takes place at a negligible rate. [17] Additionally, the weak spin-
orbit couping in the light atomic consituents of conjugated polymers results in
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a very slow rate of intersystem crossing between singlet and triplet states. Ac-
cordingly, relaxation of triplets direcly to the ground state is a very slow process,
and creation of triplets generally represents a loss mechanism in OPVs. Triplet
excitons in conjugated polymers can, however be efficiently generated by fission
of a singlet excitation, [38, 39] recombination of uncorrelated charges (such as in
a light-emitting diode), [40] [41] or by intersystem crossing facilitated by heavy
metal dopants. [42]

1.2 Organic optoelectronic devices

The optical and electronic properties of conjugated polymers discussed thus far
(strongly absorbing and luminescent in the visible spectrum, electronically con-
ductive, with tunable energetics) along with the abundance of their raw materials
and low cost and ease of fabrication makes them ideally suited for use in a range
of optoelectronic devices. In this section we review the work to date towards the
development of practical organic polymer optoelectronics.

Organic transistors and light emitting diodes

Small molecule organic light emitting diodes (OLEDs) were first demonstrated
in 1987 [43] but faced issues with reliability. The first successes with conjugated
polymer devices came with the invention by Burroughes and coworkers of the
polymer OLED in 1990, [44, 45] where charges injected into highly crystalline PPV
recombine to form luminescent excitons. Advantages over small molecule OLEDs
include ease of fabrication and improved long-term stability.

Field-effect transistors (FETs) and diodes have been constructed as early as 1988
using conjugated polymers as a p-type active layer. [46] Polymer FETs were used to
observe strong dependence of charge mobility on polymer crystal orientation, in-
dicating interchain delocalization of charges and accompanying two-dimensional
charge transport due to the strong intermolecular π − π interactions in P3HT. [47]
Polymer FETs have even been made by inkjet printing. [48] More recently, n-type
polymer FETs have been demonstrated, [49] which may enable the construction of
organic complementary metal-oxide semiconductor (CMOS) circuits.
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Conjugated polymer lasers

The multilevel excited state nature of conjugated polymers in conjungtion with
their ease of fabrication, flexibility, strong absorption, luminescence, and stimu-
lated emission, makes them excellent candidates as the active material in diode
lasers. In 1992 MEH-PPV was shown to lase when optically pumped in solution,
with an efficiency comparible to the commonly used dye Rhodamine 6G. [50]
Intermolecular effects were initially found to quench stimulated emission in neat
MEH-PPV films, preventing application as a laser diode gain medium. Develop-
ments in understanding and controlling film morphology and purity proved to
be essential, with Graupner and coworkers using ultrafast spectroscopy to detect
stimulated emission in well ordered neat films of ladder-type polymers. [51] Fur-
ther developments included the use of two-polymer blends, where energy transfer
from the ‘host’ polymer to the ‘guest’ served to shift the emission wavelength
to a region of lower absorption, reducing losses and lowering the threshold of
amplified stimulated emission. [52] Since then, optically pumped polymer lasers
have been constructed using a range of resonant structures. However, the goal of
a polymer diode laser has not yet been achieved, with charge induced absorption
generally cited as the main barrier to their operation. [36]

Organic photovoltaics

Early efforts to construct photovoltaic cells using pure conjugated polymers in a
Schottky diode structure resulted in power conversion efficiencies on the order
of 0.01%, [53], where the difference in work function of the electrodes proved
insufficient to overcome the tight exciton binding. A breakthrough came with
the discovery of photoinduced charge transfer from the polymer MEH-PPV to an
electron acceptor, buckminsterfullerene (C60). [54] The highly effective quenching
of polymer photoluminescence by C60 indicated that charge transfer was an ex-
tremely fast process, separating the bound excitons at a rate competing with that
of exciton decay.

The strongly visible absorption of conjugated polymers enables thin PV active
layers, on the order of 100 nm (some three orders of magnitude less than that for
crystalline solar cells. [55]). However, the addition of a C60 electron accepting layer
to form a planar heterojunction is not enough to create an efficient photovoltaic
device, as the majority of absorbed photons create excitons in the polymer bulk
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OCH3
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*
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Figure 1.5: Components of the first bulk-heterojunction OPVs.

that decay before diffusing to the polymer/fullerene interface (see Figure 1.6a). [37]
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(a) Planar device structure
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(b) Bulk heterojunction structure

Figure 1.6: The most commonly used OPV device structures employ a transparent
indium tin oxide (ITO) anode, PEDOT:PSS hole transport layer, and aluminium or
calcium/aluminium cathode. The use of a bulk heterojunction enables efficient
collection of excitons, which would typically decay before reaching the interface
in a planar device.

Bulk heterojunction OPVs

The emergence of the modern OPV structure came about with the introduction
of the bulk heterojunction simultaneously introduced in an all polymer blend by
Halls et al. [56] and in a polymer:fullerene blend by Yu et al. [57], where the soluble
fullerene derivative PCBM was blended with the polymer before being spin-cast
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as a film. The electron acceptor (PCBM) and donor (the polymer MEH-PPV) were
found to phase separate into an interpenetrating bicontinuous network, reducing
the average distance of the donor-acceptor interface from any point in the bulk,
while allowing optimized device thickness and maintaining a charge extraction
pathway to the electrodes (Figure 1.6b). The resulting power conversion effiency
of 2.9% was two orders of magnitude greater than that of the neat polymer devices,
establishing the polymer:fullerene bulk heterojunction illustrated in Figure 1.6b as
the standard architecture on which the vast majority of subsequent OPV research
has been based.

The basic picture of charge photogeneration in a donor-acceptor blend is out-
lined in Figure 1.7. In this model, [37, 58] absorption of a photon in the donor
generates a bound electron-hole pair (1), which relaxes, undergoing energetically-
driven transport to lower energy sites in the the polymer (2). The exciton may
diffuse to the interface between the donor and the acceptor (3) where the difference
ED, LUMO - EA, LUMO drives the transfer of an electron onto the acceptor. Following
charge transfer (CT), the charge pair may be sufficiently separated to overcome
their mutual Coulombic attraction and fully dissociate, enabling transport (5) to
their respective electrodes, where they can be extracted as useful photocurrent.

e-

h+

e-

e-

h+
h+

1

2 3 4

5

5
HOMO

LUMO

DISTANCE

E
N
E
R
G
Y

ħν

DONOR ACCEPTOR

Figure 1.7: Excitation (1), relaxation (2), diffusion to the interface (3), charge
transfer (4), separation of the electron and hole (5).
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1.3 Improving OPV efficiency

What determines efficiency?

The power conversion efficiency, η, of a solar cell is determined by its ability
to collect photons across the solar spectrum, convert them into charges, and
deliver those charges to the electrodes with a minimum loss of charge number
(photocurrent) and potential energy per charge (photovoltage). η is defined as
the ratio of output power to incident power on the cell when operating at the
maximum power point (i.e. with an optimized load). The output power at the
maximum power point is given by Pm = VOC×JSC×FF, where VOC is open-circuit
voltage, JSC is short-circuit current density, and FF is fill-factor. [59]

Figure 1.8: External quantum efficiency of P3HT:PC61BM (red) and
PCPDTBT:PC71BM (blue) devices under solar illumination. The improvement
from dotted to solid line is due to thermal annealing in the case of P3HT:PC61BM,
and to the addition of the cosolvent ODT in preparation of the PCPDTBT:PC71BM
film, highlighting the importance of morphology in device performance. The
black line shows the standard AM 1.5G solar spectrum, with structure due to
atmospheric absorption (Figure reproduced from [60]).

The external quantum efficiency (EQE) is defined as the wavelength dependent
ratio of the number of photogenerated charges collected at the electrodes to the
number of photons incident on the cell. Integrating the product of EQE and the
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incident solar irradiance with respect to wavelength gives us the short-circuit
current density JSC. Figure 1.8 shows EQE (presented as a percentage rather than a
fraction) for two polymer:fullerene blends, with poor and optimized morphologies
(dotted and solid lines, respectively). It is clear that the devices with optimized
morphologies are significantly better at turning incident photons into useful
charges at the electrodes. What is not clear is whether this enhancement is due
to improvements in photon absorption, dissociation of excitons, separation of
charges or transport of charges to the electrodes. We will see in Chapter 4 how
ultrafast spectroscopic techniques can be used to determine the origin of these
improvements.

VOC is primarily determined by the difference in energy between the HOMO
level of the donor and the LUMO level of the acceptor. [61] Reducing the LUMO-
LUMO offset between donor and acceptor increases VOC, at the cost of reducing
the driving energy for charge transfer and, by extension, the charge yield JSC. A
regularly used empirical expression for VOC in polymer:fullerene OPVs is given
by VOC = (1/e)

(
ED

HOMO − EA
LUMO − 0.3 eV

)
, where e is the elementary charge and

0.3 eV is an experimentally determined value representing typical losses in a
device. [62]

The fill factor FF represents the reduction in voltage and current density from
the open-circuit and short-circuit values when operating at the maximum power
point. In OPVs, low FF is often (but not exclusively) attributed to inefficiencies in
charge extraction due to recombination, poor charge mobility (especially of the
minority carriers) and poor interfacial morphology between the active layer and
electrodes. [63]

Excitations generated by photons with energy greater than the band gap relax
prior to charge extraction, and the excess energy is lost as heat. The optimum
band gap is therefore determined by competition between photon collection and
internal efficiency. In a single junction solar cell under AM 1.5 illumination (see
Figure 1.8) the theoretical limit of efficiency is 33.7% for a cell with the optimum
band gap of 1.34 eV (corresponding to a wavelength of 925 nm), as described by
Shockley and Queisser in 1962. [64] Several approaches to exceeding this limit
have been proposed, including designs that employ exciton fission [65] or photon
upconversion [66] to reclaim excess energy or harvest sub-bandgap photons,
repspectively.
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1.3.1 Polymer design

The number of polymers available for OPVs has grown rapidly in recent years,
with an increasing number of companies providing materials as demand from
research groups grows and commerical manufacture of OPVs draws closer. A
representative range of polymers of varying performance (which happen to be
materials studied in this thesis) are shown in Figure 1.9.

As the electronic and optical properties of these materials are determined by the
conjugated orbitals along the polymer backbone, chemists can modify sidechains
to affect mechanical properties with minimal effect on parameters such as band
gap or intrachain mobility. Much of polymer design has therefore been to optimise
the solid state morphology and, in particular, their interaction with fullerenes.
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Figure 1.9: Molecular structures of some of the π-conjugated polymers studied in
this thesis, along with the electron acceptor PCBM.

The main progression in polymer design has been the push towards lower band
gap polymers with broad and strong absorption further into the red of the solar
spectrum. For instance, in order of development: the onset of absorption (in films)
is around 560 nm for MEH-PPV, 630 nm for P3HT, 690 nm in PTBT and 830 nm in
PCPDTBT, close to the optimum as determined by Shockley and Queisser. [64]
State of the art polymers such as PCPDTBT, PCDTBT and PTB7 (not shown) tend
to employ alternating copolymers with intrachain donor-acceptor character that
serve to achieve a small band gap with low HOMO levels, thereby retaining
sufficient LUMO-LUMO offset to drive efficient charge transfer. [67–69].

Advances in polymer design are continuing, but it is not clear what is required
to unlock the full potential of these materials. Until the processes governing charge
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generation are well understood, the development of new materials will continue
to rely on empirical rules of thumb and laborious trial and error.



16 Chapter 1. Introducing the photophysics of organic photovoltaics

1.3.2 Morphology

Figure 1.10: Semicrystalline
structure of regio-regular P3HT
(reproduced from [70]).

Before returning to the charge photogeneration,
we will briefly consider the role played by blend
morphology in OPVs. The role of morphology
broadly falls in to two categories: (1) ensur-
ing well ordered crystalline structure that max-
imizes exciton and charge mobility and avoids
defects that may act as recombination centers;
and (2) engineering a large donor-acceptor in-
terfacial area while ensuring bicontinuous struc-
ture to ensure pathways are available by which
to transport free charges to the electrodes.

With exciton diffusion lengths of 5–14 nm
in conjugated polymers, [34] it follows that polymer domains should be on the
order of 10 nm to ensure excitons are likely to reach the interface. It turns out
characterization of domain size is not a simple task: the amorphous nature of
many OPVs hampers the use of X-ray diffraction, atomic-force microscopy is
limited to probing the surface, and the low atomic numbers of the constituent
elements does not allow for sufficient contrast between domains when using
electron microscopy. [71] Optimization has therefore been largely a trial-and-error
procedure.

Figure 1.11: The evolution of domain formation in P3HT:PCBM with increasing
PCBM fraction (reproduced from [70]).

Control of morphology for a given spin-coated donor/acceptor blend can be
achieved though the choice of solvent(s), spin-coating rate, and by thermal or
vapour annealing. Adjustment of the first two parameters primarily serves to vary
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the amount of time for the solvant to evaporate. Extremely rapid evaporation re-
sults in casting of an intimately mixed amorphous glass, while slowing the process
allows the polymer to reorganize and crystallize, phase-separating from the PCBM,
which is ejected from the polymer and forms domains (see Figure 1.11). [70–72]
The same process is reinitiated after casting by thermal or vapour annealing, and
in all cases, the growth of domains was accompanied by an improvement in device
performance. [72] Indeed, this favourable energetic interplay between polymer
and fullerene is likely to be a major factor in the longevity of PCBM as the acceptor
of choice over nearly 20 years of OPV development.

The energetics of the interface itself are also affected by annealing, with elec-
troluminescence spectroscopy and Fourier-transform photocurrent spectroscopy
indicating a reduction of the energy of interfacial CT states upon annealing. [73,74]

In addition to controlling the donor-acceptor interface, slowing the drying
process or annealing allows the polymer to reorganize into a more ordered, crys-
talline structure. The effects of regioregularity are also important, with highly
regioregular samples ensuring extended and defect free crystal packing, and by
extension exciton and charge mobility. [75] An additional effect of polymer re-
gioregularity is to increase fullerene crystallization and domain formation, as the
ordered polymer more effectively ejects fullerene molecules. [76] The resulting
increase in mean conjugation length along the polymer backbone reduces the en-
ergy of the lowest excited state, red-shifting the absorption and emission spectra.
Additionally, the reduction in energetic dispersion and increase in intermolecular
electronic coupling affect charge transport properties and increase the vibronic
structure apparent in the polymer absorption spectrum, [77,78] suggesting the use
of spectroscopy as a probe of morphology.

1.3.3 The puzzle and emerging theory of free charge photogen-

eration

Charge-transfer states

The low dielectric constant and resulting poor electronic screening in conjugated
polymers enables charges to Coloumbically interact over significant distances. As
such, electron-hole pairs that have undergone charge transfer at the donor-acceptor
interface (step (4) in Figure 1.7) may form bound interfacial states, referred to as
charge-transfer (CT) states. The existence of CT states, the processes by which
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they dissociate and their role in the charge generation process are central to
understanding charge photogeneration in OPVs and have accordingly been the
subject of extensive research.

(a) (b)

Figure 1.12: Electroluminescence in polymer:fullerene blends not present in either
of the neat materials is associated to direct radiative recombination from a CT state
(reproduced from [73]).

The weak electronic coupling of CT states with the ground state makes their
detection and investigation particularly challenging. Groups have reported weak
photoluminescence features in polymer:polymer OPV blends (such as F8BT:PFB)
that were absent in either of the neat components. [79–81] The weak, redshifted,
broad and long lived ‘exciplex’ emission provided good evidence for the exis-
tence of interfacial CT states. Similar luminescence was eventually detected in
polymer:fullerene blends [82, 83]. Electroluminescence spectroscopy revealed
the existence of CT states in the well known blends MDMO-PPV:PCBM and
P3HT:PCBM by monitoring luminescence due to the recombination of directly
injected charges (see Figure 1.12). [73]

More recently, CT absorption transitions from the ground state have been
identified [84]. While weak, these red-shifted absorptions provide an extremely
useful tool for identifying the rates of processes occurring after electron transfer:
since CT states are generated directly at the interface, any time-resolved behaviour
is not blurred by the distribution of arrival times of excitons, as occurs when
exciting above the band gap of materials throughout the bulk.



1.3. Improving OPV efficiency 19

Initial models of charge photogeneration: The charge-transfer state as an inter-
mediary

The process by which photogenerated electron-hole pairs fail to escape their mu-
tual attraction and ultimately recombine is referred to as geminate recombination,
and was first formalized by Onsager in 1938. [85] In this model, photoexcited elec-
trons initially undergo rapid thermal motion due to the excess energy of excitation,
thermalizing at a distance from the localized hole. Onsager defines the Coulomb
radius rc as the intercharge distance at which Coulombic attraction equals the
thermal energy, with rc = e2/4πεrε0kBT . If the thermalized distance a exceeds the
Coulomb radius, the charges are dissociated. However if thermalization takes
place within the Coulomb radius, the pair form a CT state with a probability of
recombination that is dependent on applied electric field. The probability P (E) at
low field strengths is given by

P (E) = exp

(
−rc

a

)(
1 +

erc

2kBT
E

)
. (1.1)

The Onsager model has formed the basis for the majority of models describing
the dissociation of CT states in organic materials, with notable modifications to
account for the finite CT state lifetime even at zero electron-hole separation [86] and
to correct for the long mean free paths of charges in high mobility materials. [87]
The model has been successfully applied to explain the electric field dependence of
charge generation in neat polymers [88] and polymer:fullerene OPV devices. [89]

CT state binding energies of at least 250 meV have been observed in polymer
semiconductors, by comparing the emission energy of the CT state with that of
the intrachain excitons [90]. It is this attraction that must be overcome in order for
charge pairs to be fully separated. The extremely fast rate of exciton thermalization
suggests that the amount of excess energy possessed by an electron after charge
transfer should be defined by the LUMO-LUMO offset at the donor-acceptor
interface. Measurements by Ohkita and coworkers on a series of polythiophenes
with varying ionization potentials found a strong correlation between free energy
difference for charge separation and charge polaron yield. [91]

Measurements in blends with low LUMO-LUMO offset found a dependence
of charge photocurrent on exciton energy by varying excitation wavelength. [92]
As this effect was not apparent in blends with significant LUMO-LUMO offset,
it suggests that when sufficient driving energy is not built into the energetics of



20 Chapter 1. Introducing the photophysics of organic photovoltaics

charge transfer at the interface, excess energy from hot excitons becomes important
for charge separation.

Experiments looking to more direcly probe the role of CT states have been
undertaken by measuring the THz polaron absorption [93] or charge photocurrent
[94, 95] resulting from direct excitation of the weak sub-band gap CT absorption
exhibited in some blends. By finding little loss in charge yield from these relaxed
CT states when compared to those generated with excess energy from excitonic
precursors, they question the role of excess energy in the dissociation of CT states.
It is worth mentioning that in order to quantitatively compare charge yields from
above- and below-band gap excitation requires renormalising data of significantly
different magnitudes by measuring the sub-band gap absorption, which may be
an appreciable source of error.

Beyond Onsager: Delocalization and branching

Limitations to the Onsager model become apparent with measurements failing
to explain the extremely fast generation of charges following photoexcitation.
Ultrafast spectroscopy has revealed that quenching of excitons into charges can
take place in less than 100 fs, [96] more than an order of magnitude faster than the
time required for transport of excitons over the length scales of polymer domains
(∼ 10 nm) based on measured diffusion coefficients. [97]

The emerging model of charge generation invokes delocalization and/or en-
hanced mobility of excitations on ultrafast timescales that are able to couple to the
manifold of higher lying charge transfer states, achieving the neccessary separa-
tion to overcome the Coulombic binding energy. [35, 67, 96, 98, 99] We will now
discuss some key results that have been instrumental in the devlopment of this
model.

A seminal result was provided by Bakulin and coworkers [100], who used a
sub-band gap push pulse to excite relaxed CT states shortly after photoexcitation
(see Figure 1.13). The resulting increase in photocurrent gave solid evidence for
relaxed CT states being bound at the interface, and for the higher excited CT
states to provide the separation required for complete charge separation. Crucially,
the magnitude of the signal was inversely proportional to the device quantum
efficiency, highlighting the relaxed CT state as a crucial loss mechanism in OPVs
that must be circumvented in order for charge dissociation to occur, rather than a
precursor to separated charges.
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Figure 1.13: Reexcitation experiment, in which a sub-bandgap (‘push’) pulse ar-
rives after the initial excitation, reexciting thermalized charge pairs and increasing
the photocurrent received at the electrodes. It was found that inefficient blends
produced a larger push photocurrent, implying that bound charge-transfer states
represent a significant loss channel in these materials (reproduced from [100]).

The localization and trapping of CT states at the interface implies a branching
of populations occuring on the thermalization timescale. As both populations
of charges may exhibit very similar or identical spectroscopic signatures, crafty
methods are required to quantify branching ratios and rates.

Since the bound charges are immobile at the interface, it is reasonable to
assume that they recombine geminately, which is a monomolecular process as it
involves species created from a single photon. Free charges however, are mobile
and likely to recombine bimolecularly, at a rate that is strongly dependent on
total charge density. Howard et al. have used this dependence to good effect by
measuring recombination under various excitation densities. [101, 102] A kinetic
model that assumes initial branching of the populations provides a good fit,
enabling measurement of the branching ratio which was revealed to be dependent
on sample morphology. In P3HT:PCBM, the fraction of free charges was found to
improve from 0.68 to 0.85 upon annealing. This method is used extensively in our
work in Chapters 4 and 5, which further supports the branching model.

Evidence for the delocalization of excitons was provided recently by the very
talented Chen and his handsome coworkers, [98] in an experiment which exploited
the tendency of excitons to interact with each other and annihilate. The resulting
quenching of photoluminescence and its dependence on exciton density was used
to make measurements of the volume of these excitations, revealing initial exciton
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volumes approaching 20 nm3 and high mobility correlated with efficient charge
generation on a time scale competitive with structural relaxation.

Recent studies of electro-absorption effects in the absorption spectra of excitons
in the presence of separated charge pairs suggests that charges are separated by
4 nm within 40 fs of excitation, which is attributed to a brief period of band-like
charge transport accessible prior to relaxation of the CT state. [35] Additional
evidence against the role of an intermediate CT state comes from time-resolved
resonance-Raman spectroscopy of efficient OPV blends, in which charge genera-
tion takes place without the vibrational relaxation that would indicate structural
changes associated with formation of an interfacial CT state. [103]

Figure 1.14: Computational models of the density of states in PCBM crystallites
show reducing trap character with increasing cluster size (reproduced from [104])

Computational models of charge separation are evolving along with experi-
ment, and in particular have shown that single dimer models of the donor acceptor
interface are insufficient to replicate the rapid and efficient charge generation and
separation. Rather, it is the extended donor and acceptor structure that forms the
manifold of delocalized excited states that enable the surprisingly efficient charge
separation in these otherwise tightly bound materials (see Figure 1.14). [104, 105]

It has further been proposed that the broadened density of states leads to ex-
tremely high (non-equilibrium) initial charge carrier mobilities that are sufficient
for charge pairs to rapidly diffuse apart on thermalization time scales, [106, 107]
with Monte Carlo models decribing this entropically driven diffusive transport
able to explain the observed rates of charge carrier formation and recombination.
Furthermore, work from Caruso and Troisi suggests that excitons can be dissoci-
ated at long-range (tens of angstroms) from interfaces, reducing the barrier for the
electron to tunnel across the interface to the acceptor. [108]

However, in spite of the emergence of models describing different relationships
between excitons, CT states and SCs on a potential energy surface spanning sev-
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eral nanometers from the donor/acceptor interface, critical parameters including
distances have yet to be experimentally established.

1.4 Spectroscopy as a probe of charge photogenera-

tion

The frontiers of our understanding as described in Section 1.3.3 have been notably
driven by spectroscopic methods. Time-resolved spectroscopy can now be carried
out with sufficient sensitivity and time resolution to comprehensively map out
kinetic models connecting species on vastly disparate time scales, [102] and new
types of multiple pulse measurements have successfully identified extremely
short-lived states that play a key role in photocurrent generation. [100]
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Scheme 1.1: Photophysical scheme showing the relevant processes and character-
istic timescales for photocurrent generation in OPV films.

This thesis focuses primarily on the application of pump-probe transient ab-
sorption (TA) spectroscopy, a technique which probes changes in absorption due
to the presence of excited states in a material (introduced in detail in Section 2).
From our review of the state of the literature in Section 1.3.3, we can draw a picture
of the range of interactions and associated rates that may be probed with TA to
give insight into the photoseparation process (Scheme 1.1).
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Transient absorption (TA) spectroscopy is ideally suited to probing the physics
of photocurrent generation in OPVs. The variety of different optical excitations
involved (e.g., singlet and triplet excitons, charge-transfer states, and polarons) all
present spectroscopic signatures throughout the visible-infrared regions as well as
sensitivity to their environment (e.g., polymer morphology, temperature). From
our review of the state of the literature in Section 1.3.3, we may draw a picture as
shown in Scheme 1.1 showing the range of interactions and associated rates that
may be probed with TA to give insight into the photoseparation process.

As depicted in Scheme 1.1, transitions between these states can occur on time-
scales ranging from tens of femtoseconds for charge photogeneration in polymer-
fullerene OPVs [96] to microseconds and beyond for charge recombination. [102]
Moreover, since free charges can recombine bimolecularly, the recombination
dynamics are dependent on excitation density. Likewise, excitations existing
earlier in the photophysical cascade are also subject to bimolecular reactions
at sufficiently high excitation densities, including exciton-exciton annihilation
or exciton-charge annihilation. [109] The importance of bimolecular reactions
motivates the need to employ excitation intensity dependence as a standard tool
in OPV spectroscopy and also constrains the excitation intensity that should be
used to resolve inherent monomolecular processes. For example, an excitation
fluence on the order of only 1 µJ cm−2 produces an initial excitation density of
only 1017 cm−3 for a typical OPV film on the order of 100 nm thick and with an
absorption coefficient of 2× 104 cm−1. This excitation density is on the upper
end of the steady-state excitation density expected for an OPV device operating
under solar illumination, [37, 102] yet the TA signal is expected to be only 2 ×
10−4, assuming TA cross-sections on the order of 2× 10−16 cm2. This calculation,
and similar consideration of faster bimolecular exciton annihilation reactions,
immediately dictates the need for TA sensitivity better than 10−5 when studying
photocurrent generation in OPV films.

Challenges for OPV spectroscopy

Many of the outstanding questions regarding the photogeneration process relate to
distance scales. What is the spatial extent of the exciton, is it time dependent and
does delocalization play a role in the extremely fast charge transfer that follows
photoexcitation? And what is the spatial distribution of the charge pair following
charge transfer? Is dissociation beyond the Coulomb radius achieved by the charge
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transfer process itself, or via a bound CT state? While the time scales of processes
associated with charge generation are readily measured by ultrafast spectroscopy,
distance scales of excited states are more difficult to determine.

This thesis describes the development of spectroscopic tools and techniques
for quantifying fundamental parameters, such as length scales, associated with
the charge generation process in OPVs.

Chapter 2 of this thesis describes the construction of an ultra-sensitive TA
spectrometer designed specifically for investigating charge generation in OPVs,
and introduces its application in the study of charge generation in a new low-
bandgap polymer. This is followed in Chapter 3 where we present an investigation
of noise sources in ultrafast spectroscopy, and introduce a novel application of
highly-chirped probe pulses to improve the sensitivity of broadband ultrafast TA.

In Chapter 4 we introduce a range of OPV blends of varying efficiency that
are used in several experiments. Density dependent measurements of charge
recombination are used to determine the yields of free charge carriers in each
blend, which is used to confirm the accuracy of a new technique introduced in the
following chapter.

In Chapter 5 we investigate the distance distributions of photogenerated charge
pairs immediately following the charge transfer process, revealing bimodal distri-
butions of separated charge disances that imply a critical distance of ∼ 3–4 nm for
free charge generation.

Finally, Chapter 6 describes the use of probe intensity measurements to make
time-resolved measurements of absorption cross-section and excited state pop-
ulation in conjugated polymers. The ability to measure these parameters could
prove extremely useful in situations such as quantifying fission processes or other
branching yields, determining key parameters used in fitting photophyical models,
or even in illuminating the role played by ultrafast delocalization in free charge
photogeneration.
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Chapter 2

Construction of an ultra-sensitive
transient absorption spectrometer

Abstract

iThe design of effective materials for efficient organic photovoltaic cells requires
developing a detailed photophysical model of the processes that link photon
absorption to photocurrent collection. Transient absorption spectroscopy offers
the potential to do so, but its value depends on the ability to carry out measure-
ments with sensitivity of better than 10−5 and from femtosecond to microsecond
timescales (as discussed in Secion 1.4).

In this chapter, we describe the transient absorption spectroscopy tools that
we have developed specifically for probing charge photogeneration and recom-
bination in organic photovoltaic cells, and we illustrate their implementation by
investigating the factors limiting charge photogeneration in a new low-bandgap
polymer.

An aside regarding attribution

The beginning of this project coincided with the establishment of a new ultrafast
spectroscopy lab at Victoria University of Wellington. It would be a wonderful
world indeed if every budding laser physicist had the opportunity to walk into

iThis work has been published (with the exception of Section 2.3): Alex J. Barker, Kai Chen,
Shyamal K.K. Prasad, And Justin M. Hodgkiss (2014) High-sensitivity Ultrafast Transient Absorp-
tion Spectroscopy Of Organic Photovoltaic Devices. Ultrafast Dynamics in Molecules, Nanostructures
and Interfaces, pp. 36-52.

27
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a new lab with state of the art laser, sparsely populated optical table and carte
blanche (in the figurative sense!). It is certainly an opportunity I am grateful for.
However, it is worth noting that development of the spectrometer and associated
tools (including optical layout & related hardware, electronics, and control and
analysis software) constitutes a significant fraction of the total effort towards the
realization of this thesis, and some mention of the people involved is merited.

The TA spectrometer was built under the supervision of Justin Hodgkiss by
myself with Kai Chen, who was a fellow PhD student working in parallel to
develop our ultrafast photoluminescence spectrometer. [98, 110] The framework
of the LabVIEW control software was developed by Thomas Haberzettl, which
I implemented with significant modification. The data analysis software was all
written by myself in MATLAB.

2.1 Introduction

In principal, sensitivity can easily be improved simply by extending data acquisi-
tion times. However, more elegant and efficient means of achieving high sensitivity
become extremely valuable for high throughput measurements resolving the sen-
sitivity of dynamics to a wide range of initial conditions like temperature and
excitation intensity. As we will demonstrate, a further benefit of high sensitivity
is the ability to resolve the TA spectra of secondary excitations generated by re-
exciting an already small population of transient states. An important application
of these experiments is probing the short-lived non-thermalized charge-transfer
states that are found to precede the formation of free charge carriers.

With those challenges in mind, the purpose of this chapter is to give an
overview of the apparatus and methods that we employ to acquire extremely
high sensitivity TA data capable of resolving processes over femtosecond to mi-
crosecond timescales, and to present several case studies from our investigations
of photocurrent generation in OPVs in which the benefits of high sensitivity and
broad time resolution are highlighted.

2.2 Experimental details

TA spectroscopy employs pairs of pump (excitation) and probe pulses that spatially
overlap in the sample. The time- and wavelength-dependent changes in the
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transmission of the probe pulse induced by the excitation pulse are extracted from
the ground state transmission spectrum by modulating the excitation (usually at
ω/2, where ω is the probe pulse repetition rate) and calculating the differential
transmission;

∆T

T
=
Tpump on(λ, t)− Tpump off(λ)

Tpump off(λ)
, (2.1)

where T is time- and wavelength-dependent probe pulse transmission. In the
small signal limit (∆T/T << 1), ∆T/T is proportional to both excitation density
and sample thickness. [111, 112] Given that the TA signal is derived from the
intensity differences between pairs of sequential probe pulses, it is clear that the
sensitivity towards real pump induced signals depends on the ability to minimize
the effect of other fluctuations between sequential probe pulses. [113]
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Figure 2.1: Schematic showing the main optical components of our transient
absorption spectrometer. Important components not shown include wavelength
conversion and broadband light generation for pump and probe pulses, and signal
digitization and processing after collection on the photodiode arrays.

2.2.1 Excitation light sources and pulse timing

Our TA spectrometer is based on a commercial Ti:Sapphire amplifier ii that gen-
erates 100 fs, 1.3 mJ pulses at a repetition rate of 3 kHz. This relatively high peak
pulse energy allows us to drive several non-linear processes simultaneously, specif-
ically two optical parametric amplifiers which function as tunable light sources
for excitation and probing of the sample. The choice of a 3 kHz repetition rate
over the more common 1 kHz systems allows us to collect a larger number of data

iiSpectra-Physics Spitfire Pro, with Mai Tai SP oscillator and Empower pump
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points in a given time, increasing sample throughput and/or effective sensitivity
via averaging.

Our primary source of excitation light is a commercial travelling wave optical
parametric amplifier iii (TOPAS) capable of producing narrowband (< 1.3 times
transform-limit) 100 fs pulses over a tunable range from 1150–2600 nm. Frequency
doubling and mixing stages at the TOPAS output extend this capability, allowing
us to access a total range of excitation wavelengths spanning 240–2600 nm.

The delay of the pump pulse relative to the probe pulse is varied using a
broadband retroreflector mounted on an automated linear translation stage. As
the positioning repeatability of the stage equates to an uncertainty in delay of less
than 10 fs, the time resolution of our system is limited only by the pulse width of
our pump and probe pulses.

As delays longer than ∼ 3.5 ns exceed the range of our mechanical delay stage,
we excite using the second harmonic of an electronically triggered Q-switched
laser (0.7 ns pulse width). This laser is synchronized with the femtosecond laser
via an electronic delay generator triggered from the previous femtosecond pulse to
collect data from 1 ns to arbitrarily long pump-probe delays (although for delays
longer than 300 µs this requires operating the amplifier at a reduced repetition
rate). The combination of these two pump-probe delay configurations spans
the femtosecond to millisecond time ranges of interest to OPVs with the same
detection system and without any time gaps. [102, 114, 115]

The choice of pump-probe delays to be used for a given experiment is based on
the need to capture all photophysical processes under investigation with sufficient
time resolution, while minimizing the time required to run the experiment. Photo-
physical processes in OPVs are found to span a wide range of timescales, therefore
we typically employ a logarithmic distribution of time points to generate data that
can be fitted with an equal weighting on each time scale. The main exception to
this is for regions where significant probe chirp exists, where linearly spaced time
points aid in the implementation of a chirp-correction algorithm (see Section 3).

2.2.2 Probe light sources

To generate broadband visible probe pulses, we employ a homebuilt noncollinear
optical parametric amplifier (NOPA). [116] The visible NOPA provides intense

iiiTOPAS-C, Light Conversion Ltd
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and stable light from 520−760 nm. If the experiment requires broader and higher
energy probe spectra, we generate unamplified white light supercontinuum as
far as 300 nm in a thin CaF2 window. [113] The ability to probe at near-infrared
(NIR) energies is especially important as low-bandgap polymers that absorb into
the NIR emerge as promising materials for widespread OPV implementation. We
currently generate NIR supercontinuum in a 3 mm sapphire window using an
intense 1200 nm pulse from the TOPAS. However these unamplified light sources
typically result in greater noise levels due to inherently lower shot-to-shot stability
than the NOPA, and to an inability to fill the photodiode bins in our detector to an
optimal level. We note that variations on our visible NOPA are able to generate
more stable and intense light in the NIR region, [116] at the expense of bandwidth
and tunability.

2.2.3 Light detection

The effect of probe pulse fluctuations can be minimized by employing a reference
channel to monitor probe intensities on a shot-to-shot basis. Prior to interaction
with the sample, the probe beam is split using a broadband beamsplitter. The re-
flected portion is sent through the sample, overlapping with the pump beam, while
the transmitted portion is used as a reference beam. [112] After passing through
the sample, the vertically displaced probe and reference beams are dispersed by a
short focal length spectrometer that is selected to achieve high throughput while
maintaining sufficient resolution for the broad electronic transitions observed
in OPV materials. We use a fibre-coupled grating based spectrometer iv when
probing with the NOPA. A free-space coupled prism spectrometer is used when
probing with unamplified light, as the higher throughput (especially at shorter
wavelengths) and ability to adjust the dispersion to optimize light intensity per
pixel minimizes digital readout noise as a result of low light intensity.

The probe and reference spectra are recorded using a pair of 256-pixel linear
silicon photodiode arrays, v which are read out at the laser repetition rate of 3 kHz.
We can optionally switch to a linear InGaAs array for probing NIR energies. Our
analogue-to-digital converter has four additional analog inputs, which are used
to monitor pulse intensities via additional single channel photodetectors. The

ivPrinceton Instruments Acton SP150

vEntwicklungsbuero Stresing
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speed of our read out system enables shot-to-shot detection of complete probe and
reference spectra a capability that exceeds most CCD cameras and opens the door
to several noise reduction methods described below.

2.2.4 System automation

The brain of our transient absorption spectrometer is a modular system of Lab-
VIEW virtual instruments that communicate with each other via National In-
struments proprietary Datasocket Server protocol. The tasks performed by each
module are depicted in Figure 2.2.

The goal of our data acquisition system is to provide shot-to-shot detection at
3 kHz with as high a duty cycle as possible, i.e., minimum processing time between
data collection cycles to capture that maximum amount of data in a given time. It is
crucial that the software is able to keep up with this rapid rate of data collection, as
we have found that digital noise can be introduced to the data as a result of timing
and memory problems. To ensure optimum performance, the LabVIEW code uses
standard best practice measures such as memory preallocation, an event-driven
architecture, and appropriate prioritization of resources within the operating
system. As the separate LabVIEW modules can communicate via Ethernet using
the Datasocket Server, we dedicate one computer to the main data collection and
processing role, and a second computer is used for all other roles such as user
interface and data presentation.

Datasocket
Server

Diagnostics
Real-time visualisation of current

photodiode values; configuration of
noise reduction parameters such as shot

rejection values and static offsets

Main Control
Assimilation of all data points into one

coherent data set; state machine control

Data Plotting
Plotting of compiled kinetics and 

time dependent spectra as the full 
dataset takes shape

Camera controller
Data collection & processing from either 

photodiode array or lock-in amplifier 
(computationally intensive and timing-
critical. Runs on a dedicated machine)

Electronic Delay
Control of pump-probe delay
via electronic delay generator 

(ps pump)

Mechanical Delay
Control of pump-probe delay via 

mechanical delay stage (fs pump)

Figure 2.2: Schematic showing automation software connections.
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Noise reduction during data collection

The most significant source of noise in our system is due to wavelength-dependent
fluctuations in the intensity of our pump and probe light. Non-linear processes
such as those taking place in our NOPA and TOPAS are extremely sensitive to
beam alignment and mode quality, as well as laboratory temperature and humidity.
Therefore, in addition to implementing tight environmental stability controls,
we enclose beam paths prior to non-linear processes to minimize unnecessary
fluctuations due to air currents and particles passing through the beam.

The wavelength-dependent intensity fluctuations in our light sources are typi-
cally comprised of several components. Slower, breathing oscillations that take
place on the order of seconds can be minimized through environmental control
and corrected for using the methods described below. The remaining noise is
fast shot noise, inherent to the laser itself and an unavoidable consequence of the
quantized processes central to laser operation. This noise exhibits no correlation
between sequential shots, and as such cannot be corrected for. Averaging is our
best weapon against shot noise, with the signal-to-noise ratio scaling by

√
N with

our sample number N .

Several thousand probe shots are typically collected per pump-probe delay
point. Each probe spectrum is divided by the reference spectrum in order to correct
for shot-to-shot variations in probe shape. [112] An external photodiode collects
scattered pump light, allowing us to correlate fluctuations in pump intensity with
each collected spectrum. Additionally, the pump photodiode acts as a trigger
for the ∆T/T calculation, labeling spectra pump on or pump off. Each batch of
pump on and pump off spectra are separately averaged and then used to calculate
∆T/T as in Equation 2.1. This approach is less susceptible to noise from occasional
large probe fluctuations than if ∆T/T values are calculated individually prior to
averaging.

As the signal from the pump photodiode provides us with a measure of relative
pump intensity for each collected spectrum, we are able to define a window of
acceptable intensities for the experiment. Spectra taken when the pump intensity
is outside the window are rejected and do not contribute to the averaged spectrum
for each time point. This is particularly valuable when pumping with the TOPAS,
which is generally stable (within specification) but exhibits occasional slow fluc-
tuations that persist for longer than the several thousand shots comprising each
time point and are therefore not effectively averaged out.
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For a typical high-sensitivity measurement, we conduct several runs through
the entire time series before implementing the post-processing measures outlined
in the next section. Finally, we have developed a new method that exploits chirped
pulses in order to acquire very high sensitivity kinetics, which is described in
Section 3.

Noise reduction after measurement: Data processing

Once the measurement is complete, the collected data is processed in MATLAB.
The results of each pump-probe delay scan are compiled, and compared to check
for effects from photodegradation and experimental drift, before being averaged
into a single wavelength- and pump-probe delay-dependent array of ∆T/T values.

The next step is to apply a transformation to correct for the ‘chirp’ of our system
– the wavelength-dependent value of pump-probe delay corresponding to temporal
overlap of our pump and probe pulses in the sample, t0(λ), where the wavelength
dependence is primarily due to the net group-velocity dispersion of the broadband
probe pulse in our experiment. For each experimental configuration, a single run
is taken at high pump intensity, such that a strong and fast (within instrument
response) TA signal or alternatively, coherent artifact [117] is observed at t0. Points
are manually entered along the artifact using a graphical interface, allowing us
to fit a 3rd degree polynomial corresponding to the net chirp of our system. The
dataset is temporarily upsampled (linear 1-D interpolation of the data for each
wavelength value), the appropriate temporal offset is applied for each wavelength,
and the chirp-corrected dataset is downsampled back to a common set of pump-
probe delays.

Any static features (that may exist, for example, from scattered pump light
incident on the photodiode array) are removed by subtracting from the entire
dataset the average of the spectra collected at t < t0. A smoothing filter is then
typically applied to the individual spectra, as the effective wavelength spacing
of our photodiode pixels exceeds the wavelength resolution of our spectrometer,
which is optimized for light throughput.

Finally, other signal recovery or data fitting techniques may be applied as
appropriate for the experiment in order to determine the ensemble of lifetimes
and spectral contributions contributing to the observed signal, and to decon-
volute these from the instrument-response function. Techniques often used in-
clude singular value decomposition, global fitting, genetic fitting algorithms, and
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maximum-entropy methods.

Measuring beam profiles

In order to determine the spatial distribution of pump and probe beam energy
density, we place the exposed CMOS detector from a common webcam vi in the
sample plane of our experiment. Using the published pixel size and pitch of the
CMOS elements, gaussian fits of the data give us the FWHM of each beam for the
purposes of estimating excitation density within the sample, or for any data fitting
that requires knowledge of incident distribution of excitation density.

2.3 Case study: Charge generation in PTBT:PC61BM

To give an example of the results generated by our TA spectrometer, we present
here an investigation of a recently developed low-bandgap polymer PTBT.vii

Abstract

TA spectroscopy of PTBT:fullerene blends reveals high internal charge-transfer
yield and highlights morphology-dependent charge recombination as the main
factor limiting device photocurrent.

Introduction

It was previously reported that PV cells constructed using PTBT have a high
open circuit voltage (VOC) but suffer from only a moderate short circuit current
density (JSC) as a result of 50% external quantum efficiency throughout the visible
spectrum. [118] TA allows optical probing of the density of photoexcitations such
as excitons and charges over a large range of time scales (in this study 10−13 – 10−4

seconds after excitation) without relying on the transport of charges to electrodes.
It is therefore an ideal method by which to investigate the factors limiting JSC.

viMicrosoft LifeCam Cinema 720p HD Webcam, which uses an OmniVision OV9712 image
sensor with 3.04 µm pixel pitch

viiThis work was undertaken as part of a wider study of PTBT, in collaboration with the groups
of Keith Gordon (University of Otago, New Zealand) and Han Young Woo (Busan National
University, Miryang, Republic of Korea). Manuscript in preparation.
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Additionally, the spectral signatures of these excitations give us insight into their
local environment — in this case, to the morphology of their host molecules.

Experimental

TA spectroscopy was performed on three thin film samples:viii neat PTBT, PTBT:PC61BM
spin-cast from chlorobenzene (CB), and PTBT:PC61BM spun from a mix of CB and
1, 8-octanedithiol (CB+ODT, 98:2 v/v).

N
S

N

*
S

OC8H17C8H17O
*

(a) PTBT structure (b) neat PTBT film

(c) PTBT:PC61BM from CB (d) PTBT:PC61BM from CB+ODT

Figure 2.3: (a) PTBT structure, (b)-(d) TA maps of PTBT and PTBT:PC61BM films.
Samples were excited with 100 fs, 532 nm pulses at 5 µJ cm−2 pulse−1.

viiiPTBT was kindly provided by the Han Young Woo group at Busan National University.
PC61BM was purchased from Sigma-Aldrich.
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Processing with a small amount of alkane dithiols has been shown to increase
domain size and polymer self-organization (and therefore JSC) in PTBT:PCBM
[118] and other polymer:fullerene blends. [60] This process is comparable to the
well-known effects of thermal and solvent vapour annealing in commonly studied
materials such as P3HT:PCBM. [72]

Measurements were performed using the experimental apparatus described
earlier in this chapter, with broadband probe light from 550–850 nm generated in
our NOPA (described in Section 2.2.2). For ultrafast measurements, an optical
parametric amplifier (TOPAS) provided 100 fs excitation pulses at 532 nm, which
were chopped at 1.5 kHz. Excitation energy density at the sample was kept at
5 µJ cm−2 pulse−1. Intensity-dependent measurements were performed and found
no variability in the ultrafast spectra, confirming that our excitation density was
sufficiently low that non-linear artifacts such as exciton-exciton or exciton-charge
annihilation were negligible. [78, 109, 119] The relative delay between pump and
probe pulses (up to 3 ns) was varied using the broadband retroreflector mounted
on an automated delay stage.

Assigning spectral features

In order to analyze the TA maps shown in Figure 2.3, we first consider the spectral
shape of the signals by taking slices (‘spectra’) at several time ranges. Figure 2.4
shows TA spectra of each film at selected times after photoexcitation. By compari-
son with the steady-state photoluminescence, [118] we can identify the positive
differential transmission (∆T/T ) signal centered at 770 nm as stimulated emission
(SE), allowing us to track the exciton population. Photoinduced polarons are
non-emissive but do absorb light, corresponding to the photoinduced absorption
(PIA, negative ∆T/T ) at wavelengths beyond 700 nm.

The positive ground-state bleach (GSB) signal from 560–700 nm is due to both
excitons and polarons, and reflects the UV-vis spectrum of the material that those
species occupy.

Distinct vibronic structure is present in the TA spectrum of PTBT, indicating
significant ordering and long conjugation length due to the interchain interactions
present in well aggregated polymers. [120,121] Other main points to note in Figure
2.4 are strong quenching of the PTBT stimulated emission upon addition of PCBM,
the appearance of long-lived excitations in the PCBM blends, and a loss of vibronic
structure in the “CB only” blend (indicating disorder of the polymer chains) that
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is regained when casting films with a small amount of ODT.
Many of these spectral assignments are informed by drawing on the large body

of work on well characterized materials such as P3HT and MEH-PPV, and their
blends with PCBM. Many of the behaviours (such as the relationship between
vibronic character and morphology, and the correspondence between steady-state
photoluminescence and excitonic SE) are common to the entire family of materials,
enabling TA to be used as a rapid and versatile characterization tool.

550 600 650 700 750 800 850

0

1

0

1

0

1

Wavelength (nm)

∆
T

/T
 (

n
o
rm

.)

 

 

PTBT:PCBM  
from CB+ODT

0  0.5 1  

0

0.5

1

∆
T

/T
 (

n
o
rm

.)

 

 
GSB: PTBT

GSB: PTBT:PCBM, CB

GSB: PTBT:PCBM, CB+ODT

100 200
Time (ps)

 

 
SE/PIA: PTBT

SE/PIA: PTBT:PCBM, CB

SE/PIA: PTBT:PCBM, CB+ODT

10
−9

10
−8

10
−7

10
−6

0

0.5

1

PTBT:PCBM   
from CB only

10
−9

10
−8

10
−7

10
−6

PTBT:PCBM  
from CB+ODT

Time (s)

∆
T

/T
 (

n
o
rm

.)

400 fs
5 ps
500 ps

30 µJ/cm
230 µJ/cm

2

2 µJ/cm
2

2 µJ/cm
2

PTBT neat

PTBT:PCBM
from CB only

Figure 2.4: Transient absorption measurements of neat and blended PTBT thin
films, excited at 532 nm. Spectra at selected times, normalized to the peak near
600 nm at 400 fs.

Interpreting kinetics

The decay of the PIA signal in the PTBT film (Figure 2.5, black circles) reveals
an exciton lifetime of approximately 40 ps in PTBT. Efficient charge separation
requires that the rate of charge transfer be sufficient to compete with exciton
decay. Indeed, the complete absence of SE in the blend from CB (Figure 2.5, blue
circles) indicates that all excitons are promptly converted into charges within our
instrument response (< 200 fs). In the blend from CB+ODT the majority of charges
are generated promptly, however some fraction of excitons is quenched at a slower
rate, over several ps (Figure 2.5, red circles). While the wavelengths used here



2.3. Case study: Charge generation in PTBT:PC61BM 39

give a good indication of the relative exciton and charge populations, the overlap
of their respective signals in the visible region prevents us from unambiguously
separating the two contributions. We have since extended our probing range
into the infrared (850–1700 nm), where exciton and charge PIA can be clearly
distinguished.550 600 650 700 750 800 850
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Figure 2.5: Kinetics of ground state bleach (GSB, 550–700 nm) and overlapping
stimulated emission/photoinduced absorption (SE/PIA, 760–785 nm) signals.

We can estimate the fraction of prompt vs. delayed charge generation in the
CB+ODT blend by using the SE band at 760–785 nm to compare exciton population
at early times (400 fs) with the neat PTBT sample (Figure 2.4, top and bottom
panels). To account for the overlapping photoinduced polaron absorption at
those wavelengths, we take as our baseline the CB+ODT blend spectrum at 500 ps
(rescaled using the GSB peak at 610 nm as a reference), which we know contains
no excitonic contribution. We accordingly find that delayed charge generation
in the CB+ODT blend results from 25% of the initial photoexcitations, which we
assign to excitons generated within the larger polymer domains that must diffuse
to the heterojunction interface before being quenched.

While there is a significant fraction of diffusion-limited charge generation in
the CB+ODT blend, it is important to note that there is negligible loss of GSB
intensity in either of the blends during the charge-transfer process, and that the
signal is maintained over a time scale much greater than the exciton lifetime. This
indicates near-unit efficiency of charge transfer in both blends, revealing that this
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step is not the reason for the lower-than-expected JSC.
The ground-state bleach (GSB) from 550–700 nm is a result of excited chro-

mophores not participating in ground state absorption. It therefore reflects the
UV-vis absorption spectra of those excited molecules, giving us a probe of structure
at the sites occupied by excitations within the material. Interestingly, we see an
increase in vibronic structure in the CB blend after several hundred ps (Figure 2.4,
middle panel), indicating that holes in the polymer undergo energetically driven
charge transport to more ordered regions within the film. This energetic disorder
is not present in the more crystalline CB+ODT blend, consistent with both our
interpretation of the kinetics and with the body of work describing the dependence
of performance on morphology in materials such as P3HT:PCBM. [72, 77, 102]

It is also interesting to note that in the neat PTBT film, approximately 35%

of the GSB and PIA persists after several hundred ns (Figure 2.4, top panel),
significantly longer than the exciton lifetime. This can be attributed to direct charge
generation within the polymer with an efficiency of approximately 30%, which
is not without precedent. [69, 122–124] There is strong evidence that energetic
disorder at boundaries between crystalline and amorphous regions can act as
charge dissociation sites in neat polymer films. [125, 126]

Studying recombination with long time delay TA

Given that our ultrafast measurements of charge generation do not account for
the low JSC in PTBT:fullerene blends, we turn to charge recombination. Recently
published models of charge generation in OPVs feature an intrinsic branching at
the charge-transfer event between bound- and free charge pairs, [100, 102] where
the former are Coulombically bound at the interface, resulting in monomolecular
(geminate) recombination, and the latter are able to move throughout the film,
resulting in a higher proportion of bimolecular recombination. As these two
modes of recombination scale differently with charge density, intensity-dependent
measurements of charge recombination provide an effective assay of the relative
proportion of bound vs. free charges, [102] a technique that we will use extensively
in Chapters 4 and 5.

As the time scale of interest for recombination requires pump-probe delays
beyond the range of our mechanical delay stage, we use a second laser as an
excitation source, as described in Section 2.2.1. Our Q-switched Nd:YVO4 laser
generates 700 ps pulses at 532 nm (when frequency-doubling the fundamental
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output of 1064 nm). The pump-probe delay was varied (ns - ms) using an electronic
delay generator, and excitation density was varied as indicated in the figures.
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Figure 2.6: Intensity-dependent GSB decay showing charge recombination kinetics
in the two blends (with excitation energy densities of 2, 4, 8, 15, and 30 µJ cm−2).

Figure 2.6 shows decay of the GSB for the two blended films up to several
microseconds after photoexcitation. Due to spectral shifts in the near-infrared
signal (described in a publication currently in preparation) we could not apply the
kinetic model from Howard and coworkers ( [102], also see Chapter 4). However
we can qualitatively discuss the relative dependence of recombination on excitation
density.

It is clear that recombination in the amorphous CB blend exhibits almost no de-
pendence on excitation intensity (except for at the highest excitation value, where
even bound charges can be forced to interact). This monomolecular recombination
(with a lifetime of approximately 70 nm) reflects high geminate recombination
from bound charge pairs in regions where the blend is too finely dispersed to
allow complete charge separation.

In stark comparison, the ordered CB+ODT blend displays a clear dependence
of recombination rate on charge density, indicating a greater yield of free charges.
The free charge yield can be attributed to improved polymer organization, and
along with a more beneficial structure for charge extraction, explains the improved
JSC in devices cast from CB+ODT. [118] At the lowest excitation densities, biphasic
recombination is evident. The faster component ( 25% of the amplitude) exhibits
weaker intensity dependence and is likely to reflect geminate recombination and
thereby limit external quantum efficiencies and JSC by around 25%. The overall
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recombination lifetime of bound and free charges is still only 50 ns. This lifetime is
somewhat short in comparison to other materials (> 100 nm in P3HT:PCBM [102],
> 300 nm in PCPDTBT:PCBM [101]). Since charge extraction must compete with
recombination, this short timescale further reduces the achievable JSC in the
optimized blend.



Chapter 3

Ultrasensitive spectroscopy via
highly-chirped broadband probes

Abstract

Improvements in the signal sensitivity of time-resolved spectroscopy will enable
key measurements relevant to open questions in many fields such as organic
electronics. We show (contrary to conventional wisdom) that increasing the chirp
of ultrafast broadband probe pulses can improve the sensitivity of transient-
absorption spectroscopy by decorrelating noise from wavelength when measured
on a multichannel detector. We show that a tenfold (or greater) improvement
may be obtained in the sensitivity of kinetics obtained using highly chirped
probe pulses, with no significant degradation of time resolution. The method
is applied to study photoswitching in [1, 3] oxazine, and charge generation in
organic photovoltaics with sensitivity in differential transmission on the order of
10−6.

3.1 Introduction

The key to unlocking many emerging TA applications is improving signal sensitiv-
ity (the ability to detect small signals) across a wide range of probe energies. Clear
examples include gas-phase TA [127] where the sample is extremely dilute, and in
TA microscopy of nanostructures [128, 129] where the sampled volume must be
tiny, and many measurements need to be conducted in a reasonable timeframe in
order to build a spatial map of excited-state dynamics.

43
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As signal amplitude is proportional to pump pulse intensity, greater sensi-
tivity enables TA under weaker excitation. This is crucial for the investigation
of photosensitive samples such as proteins [130] and historic artwork, [131] or
of samples where nonlinear behaviour places constraints on excitation densities,
such as the study of OPVs. In the latter case, bimolecular charge recombination,
exciton-exciton and exciton-charge annihilation can result in recombination dy-
namics that are strongly dependent on excitation density. For a 100 nm thick OPV
film with absorption coefficient of 2× 104 cm−1 and excited state cross-section of
2× 10−16 cm2, the TA signal would be only 2× 10−4 at an excitation density of
1017 cm−3 — a very small signal, yet measured at the upper limit expected under
solar illumination. [37] Polarization anisotropy [132] and higher-order techniques
that re-excite fractions of an initial excited state population [100, 133] prove even
more challenging, as they rely on measuring the difference between two already
small signals, but are subject to the same constraints on excitation density.

Modern TA experiments conducted using broadband probe sources do not
in general experience the full benefit of multichannel detection, as noise from
probe fluctuations is highly correlated with wavelength. Contrary to conventional
wisdom, a highly chirped probe pulse can be beneficial to TA spectroscopy by
decorrelating noise and wavelength. We demonstrate that a tenfold (or greater)
improvement to the sensitivity of TA kinetics can be obtained through the exploita-
tion of this effect in a simple and widely applicable implementation.

3.2 Noise sources in transient absorption spectroscopy

3.2.1 Analysis

Noise existing within a spectroscopic experiment can be broadly characterized as
being either proportional to or independent of the signal intensity. In a transient
absorption spectrometer, causes of the former include variations in pump intensity
or pointing, and photodegradation of the sample. These variations reduce the
signal-to-noise ratio (SNR) of the spectrometer.

Noise that is independent of signal intensity partially determines the SNR,
but more directly represents a fundamental noise floor for a given experimental
configuration. Fluctuations in the probe light, and processes taking place within
the light detection and digitization pathway are the primary contributors to the
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Figure 3.1: Dependence of noise floor on shot number for various narrow and
broadband probes.

noise floor.

We investigated the nature of noise generated within our transient absorption
spectrometer by collecting measurements in the absence of a sample or excitation
light. In this situation the differential transmission (∆T/T ) should be equal to
zero.

The measured deviation from zero for a given experimental configuration
represents the noise floor of that experiment, and is not proportional to the signal
intensity. We quantify the noise floor by taking the RMS deviation from zero i of
∆T/T for a given number of shot pairs (as two laser shots are required to calculate
a single ∆T/T value).

Figure 3.1 shows the dependence of noise floor on the number of collected
shot pairs n for several probe light sources. These include the fundamental
of our chirped-pulse amplifier (795–805 nm), sapphire white-light continuum
(WLC) generated by focusing 800 nm pulses into a 3 mm sapphire window (680–
790 nm), and our homebuilt non-collinear optical parametric amplifier (NOPA,
580–760 nm) operating as described in reference [116]. For each probe source, a
total of 2× 104 sequential shot pairs were individually recorded, after which the

iFor a zero-mean, independent Gaussian process, RMS = standard deviation.
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mean ∆T/T was calculated over progressively larger fractions of the dataset in
order to build a picture of the dependence of noise on total shot number n. In
general we see that (∆T/T )RMS is proportional to 1/

√
n, as we would expect for a

normally distributed noise source.

Our high rep-rate photodiode array (PDA) enables us to read out each shot
individually, at the cost of lower photon conversion efficiency than slower systems.
As a result, read-out and digitization noise are particularly detrimental when
using a low intensity probe light source or optically dense sample, as the full
dynamic range of the detection system cannot be exploited. Such situations are
represented respectively in Figure 3.1 by the sapphire WLC, and NOPA attenuated
to 2% of typical intensity. In these cases we see both generally high noise and a
deviation from the 1/

√
n trend showing diminishing improvement in sensitivity

when increasing the sampling time (i.e. at high shot number n).

In contrast, the use of shot-to-shot referencing [112] with a sufficiently bright
light source (such as the referenced NOPA) minimises noise from probe fluctu-
ations and read-out respectively, resulting in exceptionally high-sensitivity and
well-defined 1/

√
n behaviour. It is clear that in this configuration we are able to

further improve the sensitivity of our experiment by increasing the sampling time
and/or rate.

3.3 Data analysis & highly chirped broadband pulses

for noise reduction

The output of a typical time-resolved spectroscopy experiment is shown in Fig.
2 (a). We chose to probe the photoinduced absorption between 660–760 nm in
a thin film of the extensively studied organic photovoltaic blend P3HT:PCBM.
The sample was excited at 480 nm with exceptionally low pump energy density
(1 µJ cm−2 per pulse) in order to obtain a very weak, noisy signal. The inset in
Figure 3.2(a) shows the same experiment conducted at greater pump intensity.
The absorption is fairly uniform from 650–750 nm, and is due to a combination of
photogenerated excitons and charge pairs. An additional faster component from
650–680 nm exists at very early times, due to electro-absorption near the onset of
the ground-state absorption. [35, 123]

The kinetics of the photoinduced absorption are visualised by taking the mean
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Figure 3.2: (a) TA surface for P3HT:PCBM under weak excitation (1 µJ cm−2) with
kinetics (blue), spectrum (red), and (insert) TA surface collected under strong
(21 µJ cm−2) excitation. (b) Correlation between PDA pixels (left) and pump-probe
delay times (right).
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signal from the detection elements within the relevant wavelength range (blue
trace, the average of 56 pixels on our PDA). Similarly, we take the mean of se-
quential time points to obtain a representative spectrum for a given time range
(red trace, the average from 56 spectra from 5.0–10.5 ps). Two phenomena are
immediately apparent: The noise in Figure 3.2(a) is forming distinct vertical bands,
and the blue kinetic trace suffers from considerably higher levels of noise than the
red spectrum, even though they were generated from the same total number of
samples.

Spectral and temporal correlations in ∆T/T noise can be quantified by taking
the Pearson product-moment correlation coefficient, defining the detection ele-
ments as observations and time points as variables to measure spectral correlations
(Figure 3.2(b), left) or vice versa to measure temporal correlations (Figure 3.2(b),
right). We take our region of interest to be 650–760 nm (56 pixels) and 5.0–10.5 ps
(56 time points) as it contains a finite but spectrally and temporally flat signal,
enabling us to assess noise from probe fluctuations, pump fluctuations, and shot
readout, while avoiding correlations due to the dynamics of the absorption feature
itself.

The correlation plots in Figure 3.2(b) show that there is a high degree of ∆T/T

noise correlation between detection elements for data from a given set of time
points, but almost no correlation between sequential time points for ∆T/T values
from the same given set of detection elements. In other words, when averaging
over 56 PDA pixels to generate the kinetic in Figure 3.2(a), our SNR does not
improve as much as if those 56 pixels were independent measurements.

Incidentally, by conducting this analysis on data collected with unreferenced
probe sources we are able to discern spectral regions of the probe light that are
generated by different fundamental processes, due to discontinuities in their
spectral correlation. For example, with the NOPA probe we see that light near
800 nm is anti-correlated with light from 570–790 nm, as would be expected due to
fluctuating conversion efficiency in the NOPA (see Figure 3.3).

3.3.1 Chirp and effective sample number

The maximum number of samples that we can collect within a given period of
time t is given by N = ωxt/2, where ω is the laser repetition rate, x the number
of detection elements (in our case, the 256 pixels on our PDA), and the factor of
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Figure 3.3: Unreferenced NOPA output intensity (blue) and correlation coefficient
of ∆T/T at each wavelength with the value measured at 650 nm. Correlations cal-
culated from ∆T/T allow us to discriminate probe light originating from various
fundamental processes. In this case, we can see that light at 800 nm (residual from
the fundamental harmonic of our chirped-pulse amplifier) is anti-correlated with
the amplified NOPA light, suggesting that a significant component of probe noise
is due to fluctuations in the efficiency with which the NOPA is converting energy
from 800 nm into the region from 580–790 nm.
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1/2 since two laser shots are required to calculate a single ∆T/T value. However,
as shown in Figure 3.2 our detection elements often do not make independent
measurements, resulting in a reduced effective sample number.

The dispersion (‘chirp’) of ultrafast broadband laser pulses is typically con-
sidered problematic in ultrafast spectroscopy, with significant effort (such as the
exclusive use of reflective optics) often taken to minimise this effect [113]. Nonethe-
less, some chirp (typically on the order of 1 ps over several hundred nm for a 100 fs
pulse, determined as shown below) is inevitably present in the probe and/or
pump pulses at the sample, and a wavelength-dependent time offset is applied to
correct the dataset. In some cases, this correction is sufficiently large that a single
spectrum from the corrected dataset may be compiled from several shot pairs. One
side effect of this correction is a reduction in noise correlation between detection
elements for a single ∆T/T spectrum, and a corresponding increase in effective
sample number given by N = ωxt/2. We sought to exploit this observation and
increase our effective sample number by using highly chirped broadband probe
pulses that span the signal of interest in both wavelength and time.

Figure 3.4(a) shows a dataset collected with the same sample and excitation
conditions as in Figure 3.2 (small signal; low SNR), however the probe pulse has
been strongly chirped by transmission through a 1 cm thick borosilicate window
prior to interaction with the sample. The total chirp of the system is characterised
by fitting a 3rd degree polynomial to the coherent pump-probe artefact acquired
during a high pump-power measurement. [113] The fitted polynomial (black
dashed curve) determines the temporal offset applied to each wavelength to
correct for the large amount of chirp, in this case totalling 12 ps from 660–760 nm.

It is clear that the chirp correction transformation has ‘rotated the bands of
noise in Figure 3.4(b) away from the wavelength axis. The kinetic trace (blue)
features significantly less noise than the equivalent trace in Figure 3.2, while
there is some corresponding increase in noise in the spectrum (red). Figure 3.4(c)
confirms that there is no longer any significant correlation between the pixels of
our PDA, increasing the effective number of samples collected per laser shot pair.

3.3.2 Quantification of sensitivity enhancement

Each data point in the surface shown in Figure 3.4 is the average of 4, 000 shot
pairs, compared to 7, 000 shot pairs per point in Figure 3.2. The reduced number of
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Figure 3.4: (a) P3HT:PCBM TA surface collected under weak excitation (1 µJ cm−2)
with a strongly chirped probe, raw data (left, with 3rd order polynomial shown
in black) and after chirp correction (right). (b) Corrected dataset with kinetics
(blue), spectrum (red), and (insert) TA surface collected under strong (71 µJ cm−2)
excitation. (c) Correlation between PDA pixels (left) and pump-probe delay times
(right).
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shot pairs in the highly chirped measurement ensures that each dataset had exactly
the same total acquisition time — 30 minutes to collect while operating our laser
at a repetition rate of 3 kHz. This correction arises because using a highly chirped
probe pulse results in the loss of measurements corresponding to pump-probe
delay times that are moved out of the observation window by the chirp correction
process (visible as data at times > 18 ps in Figure 3.4(a)). The need to collect
measurements at additional delay times reduces our effective data collection rate
for highly chirped probes.

If the observed reduction of noise is fully explained by the effective sample
number N = ωxt/2, we should see an improvement in sensitivity by a factor of√

56× 4, 000/7, 000 = 5.7 when using 56 pixels on our PDA (assuming complete
correlation between each pixel in the unchirped case). We assessed the noise by
fitting a biexponential curve to the growth of the photoinduced absorption and
taking the standard deviation of the residuals (Figure 3.5), finding that noise was
in fact reduced by a factor of 5, very close to the predicted value. To achieve this
sensitivity with an unchirped pulse would have required data collection for 25

times longer, a collection time of over 12 hours. In most cases, this would be im-
practical to achieve due to slow drift (e.g., beam overlap, OPA output) and sample
degradation. Here, we are able to cleanly resolve the exciton diffusion limited
phase of charge photogeneration in a polymer:fullerene blend at an excitation den-
sity of only 1.3× 1017 cm−3, below the threshold for bimolecular exciton-exciton
and exciton-charge annihilation reactions of approximately 1018 cm−3 [ref. [109]].
Alternatively, to achieve the same SNR with an unchirped probe by increasing the
signal via excitation fluence would require a fivefold increase in pump power. This
would risk operating in the non-linear regime, where the measured kinetic rates
could be affected by bimolecular effects that are of no relevance to photovoltaic
devices under solar illumination.

Fluctuations in pump pulse intensity contribute an additional noise component
that is proportional to the signal amplitude. Unlike probe noise, pump fluctuations
are not corrected by normalising between sequential shots, and therefore can
introduce artifacts in the form of slow drift as well as fast fluctuation. Through
the use of a highly chirped probe, measurements at many pump-probe delays
are taken simultaneously rather than in sequential batches, and the spectrum for
each time point comes from many pump shots. Slow pump noise (on the order of
seconds-minutes) is therefore averaged out more effectively than by increasing
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Figure 3.5: P3HT:PCBM photoinduced absorption with 100 fs spaced time points.
Kinetics were integrated from 660–760 nm with < 1 ps probe chirp (red, 7, 000

shot pairs per point) and with 12 ps probe chirp (blue, 4, 000 shot pairs per point).
Standard deviations represent deviation from biexponential fits. Each dataset was
collected in approximately 30 minutes.

the sample number in the low-chirp case.

We also used the chirped probe method to investigate the photoswitching
dynamics of photochromic [1,3] oxazine in acetonitrile solutionii. [134, 135] Figure
3.6(a) shows the TA surface collected with an unchirped probe pulse (unrefer-
enced WLC generated in a CaF2 window [113]) under strong pump excitation
(245 µJ cm−2 per pulse, 300 nm). Two photoinduced absorption features are evi-
dent: a fast initial component centred near 500 nm that decays within 10 ps, and a
higher energy absorption centred near 450 nm that grows over several tens of ps.

In order to assess the efficacy of our method under these conditions, TA
data was collected under weak excitation (14 µJ cm−2 per pulse), again with both
unchirped and highly chirped probes. In the chirped case, probe light was trans-
mitted through a 10 cm thick high-refractive-index glass block, dispersing the light
by 67 ps across the observation window of 400–530 nm before being sent through
the sample and imaged onto 79 pixels of our PDA. The resulting traces in Figure
3.7 again show a significant improvement in SNR in the chirped case, to the extent

ii[1,3] oxazine TA was performed by Shyamal K. K. Prasad
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where the chirped case reveals the fast initial absorption feature that would likely
have been mistaken for noise in the unchirped case. Monoexponential fits at delay
times beyond 4 ps (to avoid the faster absorption signal) reveal sensitivity was
improved by a factor of 5.8, in excellent agreement with the expected value of
6.3. The confidence bounds of the fitted time constants emphasize the value of
the improved sensitivity for acquiring small signals: τ = 7.3 ps (4.9–14.1 nm, 95%

confidence) for the unchirped data and τ = 8.7 ps (8.2–9.2 nm, 95% confidence) for
the chirped data.

As seen in Figure 3.4, one side effect of highly chirped probe pulses is a loss
of SNR in collected spectra because chirp effectively rotates spectra to cut across
the bands of noise. Our solution is to collect data for spectra with an unchirped
probe, separately from kinetics. In this way, a handful of spectra can be collected
with extremely high sample number at selected values of pump-probe delay.
When combined with the kinetics dataset, we obtain a complete picture of the
photodynamics under weak excitation.

Each spectrum in Figure 3.6(b) is the average of 25, 000 individual ∆T/T spec-
tra, with the dataset (5 time points, including one at negative delay time for
background correction) taking 6 minutes in total to collect. We can see from the
spectra the loss of the initial signal by 10 ps, and presence of the higher energy
absorption at 100 ps. The spectra clearly capture the features seen in the surface
in Figure 3.6(a), but with nearly 20× lower excitation fluence. Although irre-
versible photochemistry is not observed in this case, the ability to measure at
substantially lower fluences is essential for samples that accumulate photoproduct
proportionately to the number of absorbed photons in each shot.

3.4 A recipe for instant, easy improvement in sensi-

tivity

3.4.1 Limits of detection; optimization

Assuming complete correlation between detection elements for an unchirped
probe pulse, the sensitivity of our experiment with a chirped probe dispersed over
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x detection elements (pixels) is given by

(
∆T

T
)RMS, n shot pairs =

(∆T
T

)RMS, 1 shot pair√
n · EF

(3.1)

where the enhancement factor

EF =
chirp (ps)

t spacing (ps)

1 ≤ EF ≤ x & number of t points.

Here, we approximate dispersion as being linear with wavelength, and refer to
chirp as the total time spanned by the chirped broadband pulse. The enhancement
to sensitivity achieved through the use of a chirped probe is limited by either
the number of detection elements or the number of pump-probe delay values,
whichever is smaller. In fact, the optimum amount of chirp for a given experiment
is the minimum chirp that results in each pixel taking its measurement of ∆T/T

at a given (corrected) delay time from a different shot pair. In other words,

optimum chirp (ps) = x(t spacing (ps))

as the probe is chirped beyond the optimum point, sensitivity decreases again
as measurements must be made at additional time points prior to application of
the chirp correction algorithm, reducing the time available for data collection at
relevant time points.

Figure 3.8 shows calculated sensitivity using a probe with the inherent noise
equal to the referenced NOPA data given in Figure 3.1, taking into account loss of
shots due to the chirp correction algorithm. Sensitivity at the optimum point ap-
proaches the limit determined by the detector, in this case (∆T/T )RMS = 1.8× 10−6

for 10, 000 shot pairs collected at 256 time points, which can be acquired in under
30 minutes at a repetition rate of 3 kHz. Without applying chirp, achieving this
sensitivity would take an impractically long 5 days of continuous data collection.
We note that this sensitivity does not represent an absolute limit, even for a 256

element detector array, because we took a (∆T/T )RMS inherent to a non-optimized
shot pair as the starting point. Any additional improvements to the inherent ∆T/T

sensitivity, including improving the probe stability, implementing shot rejection, or
operating at higher repetition rates, could be augmented with our highly chirped
probe method in order to achieve exceptional sensitivity.
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3.4.2 Reduction of IRF due to chirp

While it has been shown that the use of strongly chirped probe pulses does not
necessarily degrade the temporal resolution of a transient absorption experiment,
[136] in our highly chirped experimental configuration there is some degradation
due to the probe chirp across the wavelength range subtended by each individual
detector element. In other words,

IRF degradation (ps) =
chirp (ps)

x
,

such that when the probe is optimally chirped for a given time point spacing,
each pixel is monitoring a unique time point, and the spacing of those time points
represents the limit to the temporal resolution of that experiment.

The set of pump-probe delays selected for a given experiment must have
sufficiently small spacing so as to capture the fastest of the dynamics under
investigation, ideally distributing the total number of data points (256 in the case
of an optimally chirped probe with a 256 element detector) over∼ 3 to 5τ , where τ
is the lifetime of interest. The optimum amount of chirp for high sensitivity kinetics
therefore also results in an amount of temporal degradation that is substantially
(> 50×) less than the timescales under investigation.
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3.5 Experimental details

Regio-regular poly(3-hexyl-thiophene-2, 5-diyl) (P3HT) was purchased from Amer-
ican Dye Source, Inc (ADS306PT). [6, 6]-Phenyl C61 butyric acid methyl ester
(PCBM) was purchased from Sigma-Aldrich. A 1 : 1 blend of P3HT:PCBM was
dissolved in chlorobenzene (30 mg ml−1) and spin-coated onto a quartz substrate
to produce a 90 nm thick layer before being vapour annealed for 30 minutes in a jar
containing 1, 2-dichlorobenene. TA spectroscopy of P3HT:PCBM was conducted
under dynamic vacuum at room temperature.

The [1, 3] oxazine was synthesized according to reference [135] and will be the
subject of a separate publication. The oxazine was dissolved in acetonitrile solution
at 0.5 mol l−1 in a 200 µm path length quartz cuvette, spectroscopy conducted at
room temperature and pressure. Broadband light was generated in a CaF2 window
that was slowly translated in order avoid photodamage. [113]

3.6 Conclusions

We assessed the noise characteristics of several commonly used ultrafast TA probes,
showing that noise from probe fluctuations and shot readout is often strongly
wavelength correlated. We introduced an effective, and widely applicable method
to decorrelate this noise, capable of improving sensitivity tenfold simply through
the insertion of a glass block in the beam path to strongly chirp the probe pulse.
This method was demonstrated by resolving exciton diffusion limited charge
generation in organic photovoltaic cells under solar equivalent excitation density,
and by investigating molecular photoswitching under low excitation fluence. A
scheme was presented to enable application and optimization of this technique
in TA experiments, although it could equally be applied to broadband ultrafast
photoluminescence spectroscopy. [98, 137, 138]



Chapter 4

Charge recombination in
polymer:fullerene blends

Abstract

Recent work indicates that the process of free charge generation in OPVs is medi-
ated by processes on ultrafast timescales that imply a branching of photogenerated
charges into bound and well separated populations. Density dependent measure-
ments of recombination are able to distinguish these populations. We measure
the free charge yield in a range of charge generating blends of various efficiency,
assembling a library of samples that will be further exploited in the following
chapter.

Additionally, we discuss the connection between electronic and optical mea-
surements of charge density, and show how they can be reconciled to allow
measurement of charge recombination over an exceptional range of timescales
(10−13–10−2 s) and charge densities (1013–1019 cm−3 and above).

4.1 Introduction

While the processes allowing physical separation of tightly-bound charge pairs in
OPVs is still not fully understood, much progress has been made recently towards
understanding the role of charge-transfer (CT) states. In particular, as discussed
in Section 1.3.3, there is growing evidence that relaxed CT states represent a loss
channel rather than an intermediate state in the process of free charge generation,
with the charge pairs that dissociate completely doing so via the manifold of

59
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excited CT states. [96,99,100] A prominent aspect of such a system would be, upon
transient excitation, a branching of excited states into ‘bound’ and ‘free’ charge
pairs on the timescale of CT state thermalization. OPV blends that do not exhibit a
favourable branching ratio are therefore likely to exhibit low photocurrent yields,
even if they are highly efficient at the initial exciton quenching/charge-transfer
step.

Reliably measuring the yield Φfree of free charges and its dependence on crucial
device parameters such as polymer materials or morphology is an important
step towards determining how to design materials that encourage highly efficient
charge separation at a minimal energetic cost. However, reliably measuring Φfree

is not a trivial task.

To determine Φfree electronically in functioning OPV devices, measurements of
device photocurrent must take into account not only the fraction of free charges,
but the competition of charge extraction with charge recombination, which itself
(in the case of non-geminate/bimolecular recombination) exhibits a quadratic
dependence on charge carrier density. Any losses due to poor extraction pathways
or interfaces at the electrode are further convoluted with the initial branching step,
obscuring the fundamental physics of charge separation.

A significant amount of work has been published investigating charge recombi-
nation by electronic methods such as time-of-flight [139] and photo induced charge
extraction by linearly increasing voltage (photo-CELIV), [140]. Work by Shuttle
et al. has sought to make the connection between macroscopic electronic mea-
surements and the dependence on charge density of bimolecular recombination
rate, [141–143] charge mobility, [144] and open-circuit voltage. [145]

Time-resolved electronic measurements are limited to time scales of nanosec-
onds or longer, several orders of magnitude slower than ultrafast optical measure-
ments. However, as electronic measurements are able to resolve much smaller
charge densities than optical measurements, combining the two techniques will
enable measurements of the full charge photogeneration-recombination process,
from femtosecond to millisecond timescales, over a huge range of charge densi-
ties. In Section 4.6 we address discrepancies that exist between spectroscopic and
electronic measurements of recombination in OPVs, and show that they can be
reconciled through appropriate handling of the data. The result is a picture of
charge recombination spanning an unprecedented range of timescales and charge
densities.
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Direct spectroscopic measurements of parameters such as free charge yield
or absolute charge carrier density face their own set of challenges. The spectral
signatures of polaron absorption from bound and free charge pairs is typically
overlapping, if not completely indistinguishable, and charge pairs generally re-
combine non-radiatively (preventing the use of photoluminescence techniques).

One approach, demonstrated by Howard et al., [102] is to take advantage of
the difference in mobility of the bound and free charge pairs. Charges in a bound
interfacial state are immobile and recombine geminately, a process which is both
rapid (typically within ∼ 2 ns) and monomolecular. Contrastingly, free charges
will (in a spectroscopic film, where extraction at the electrode is not possible)
typically undergo non-geminate Langevin recombination with an opposite charge
that originated from a separate absorption event. This process is bimolecular,
occurring with a rate that is nonlinear with respect to charge density (and there-
fore initial excitation density). It is thus clear how measurements of the density
dependence of recombination — even though they may be a relatively ‘slow’ mea-
surement in terms of instrument response — can provide insight into the primary
photogeneration process occuring within the first 100 fs of the photogeneration
process.

We discuss the use of the density-dependent measurements of recombination in
more detail and implement it in Section 4.5 below. We investigate a range of blends
of varying efficiency, and correlate their efficiency to measured recombination
parameters. While this work is based on established techniques, it serves to build a
library of well characterised materials that we will then take advantage of through
the introduction of a new technique in Section 5.

4.2 Experimental: Sample preparation

All materials were commercially sourced, from the following suppliers:

• PC61BM Aldrich.

• P3HT Aldrich. Average MW 30–60 kDa

• PCDTBT Solaris Chem Inc. Typical MW 20–45 kDa

• PCPDTBT Solaris Chem Inc. Typical MW 15–25 kDa
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• MEH-PPV American Dye Source, Inc. MW > 100 kDa

Samples were spin-coated onto spectrosil fused silica substrates in air and at
room temperature. The substrates were cleaned prior to coating by sonication
in acetone and then in isopropanol. Each sample was prepared from solution as
follows:

• P3HT:PC61BM (1:1, and 19:1), 30 mg/mL total concentration in 1,2-dichlorobenzene.
Spin coated at 2000 RPM. Where indicated, the film was annealed by expo-
sure to a solvent (1,2-dichlorobenzene) vapor saturated atmosphere at room
temperature for 30 minutes. [146]

• PCPDTBT:PC61BM (1:2), 30 mg/mL total concentration in chlorobenzene,
with 5% 1,8-octanedithiol. [101] Spin coated at 1200 RPM.

• PCDTBT:PC61BM (1:4), 30 mg/mL total concentration in 1,2-dichlorobenzene.
Spin coated at 1500 RPM.

• PCDTBT:PC61BM (19:1), 7 mg/mL total concentration in 1,2-dichlorobenzene.
Spin coated at 2000 RPM.

• MEH-PPV:PC61BM (1:1), 15 mg/mL total concentration in chlorobenzene.
Spin coated at 1700 RPM.

• MEH-PPV:PC61BM (1:4), 15 mg/mL total concentration in chlorobenzene.
Spin coated at 1200 RPM.

4.3 Broadband TA spectra

The four polymers studied here (MEH-PPV, P3HT, PCDTBT and PCPDTBT)
form charge generating bulk heterojunction blends with the electron acceptor
PCBM, with reported power conversion efficiencies ranging from ≈ 0.5% for
MEH-PPV:PCBM [147] to > 6% for PCPDTBT:PCBM. [148] Furthermore, the
photogenerated charge yield and fill factor of these blends can be controlled by
adjusting the polymer:fullerene ratio, by thermal or vapour annealing, or by the
addition of a cosolvent to the solution prior to spin coating. Finally, differences in
performance may be observed by selectively exciting either polymer or fullerene
domains through careful selection of excitation wavelength. This section serves to
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characterize the free charge yield in a selection of OPV blends that use the above
parameters to exhibit a range of photocurrent efficiencies.

Before undertaking recombination measurements, we collected ultrafast broad-
band visible TA of the blends in order to determine the origin of their excited
state signatures. Broadband TA spectra of the samples were collected using an
amplified broadband probe source (NOPA, reference [116]) and 100 fs excitation
at 532 nm, generated in a parametric amplifier (TOPAS). As with the anisotropy
measurements, pump-probe delay was varied using a retroreflector mounted on a
mechanically controlled delay stage. The probe light was dispersed, collected and
read-out at 3 kHz using the spectrometer and photodiode array described in the
main text.

The spectra shown below were taken at room temperature, and (in the charge
generating blends) low excitation density (at or below 10 µJ cm−2 pulse−1) to avoid
artifacts from higher order processes such as exciton-exciton and exciton-charge
annihilation. For the sake of faster measurements, the neat blends were collected at
higher excitation density as the goal was only to identify spectral features (rather
than measure any rates). Nearly all samples show a broad, long-lived photoin-
duced absorption at 800 nm (the probing wavelength for the intensity-dependent
recombination measurements and also for the measurements introduced in Chap-
ter 5). The only exception is PCPDTBT:PCBM, for which 800 nm is coincident with
the GSB.

Details regarding sample fabrication are included at the end of this chapter in
Section 4.2.

4.3.1 P3HT

* *

C6H13

S

Figure 4.1: P3HT structure.

Poly(3-hexylthiophene-2,5-diyl) (P3HT), partic-
ularly when paired with PCBM, is well known
as the benchmark system for OPV research,
with an enormous number of published articles
over the last decade and reported power con-
version efficiencies of up to 4.5%. [68] At least
part of this popularity is due to the favourable
and easily controllable crystallization that takes
place between the two materials.
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Figure 4.2: TA map (a) and spectra (b) of a neat P3HT film.

Figure 4.2 shows TA of a neat film of P3HT. The positive signal below 630 nm
is due to ground-state bleach (GSB), where the excitation of chromophores from
the ground state reduces total absorption at those wavelengths, resulting in an
increase in differential transmission (∆T/T ). The vibronic structure in the GSB
implies a significant degree of order in the film. The photoinduced absorption
(PIA) visible near 650 nm and 800 nm suggests a broad PIA overlapping with
stimulated emission (SE) in the region from 680–780 nm. These signals will be
primarily due to singlet excitons, with some contribution from bound interchain
charges generated as described in references [125] and [126].

The addition of PCBM to P3HT results in a drastic change to the TA signal, with
data from the as-cast (i.e. not annealed) film shown in Figure 4.3. The most obvious
feature is the emergence of a large PIA that overlaps with the GSB, spanning from
∼ 620 nm to the NIR and persisting for much longer than the excitonic signal in
the neat polymer film. The GSB shows reduced structure indicating significantly
amorphous blend, and the SE appears to be entirely quenched.

The trace in Figure 4.4 shows the kinetics of the unannealed blend probed at
800 nm, with combined datasets using a 100 fs pump pulse and mechanical delay
stage (10−13–10−9 s) and Q-switched, 700 ps pump and electronic delay stage (10−9–
10−4 s). From the spectra we can attribute this signal entirely to polaron absorption,
since the excitonic SE is completely absent in the blended film, indicating highly
efficient charge transfer in to the PCBM domains. The TA amplitude can therefore
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Figure 4.3: TA map (a) and spectra (b) of P3HT:PCBM (1:1) film, as-cast.
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Figure 4.4: Combined fs and ps TA of P3HT:PCBM (1:1) film, as-cast, probed at
800 nm.
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be assumed to be proportional to total photogenerated charge density. Most
noticably we see that the majority of charges are formed within ∼ 300 fs, with
some residual growth over the following 10 ps due to diffusion of excitons from
the small fraction of crystalline polymer domains.
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Figure 4.5: TA map (a) and spectra (b) of P3HT:PCBM (1:1) film, annealed.

Upon annealing (Figure 4.5) we see a reemergence of the vibronic GSB structure,
indicating greater crystalline order within the polymer domains. The long-lived
polaron PIA from the unannealed blend is still present, but overlapping with
excitonic SE, indicating that not all excitons are initially quenched.
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Figure 4.6: Combined fs and ps TA of P3HT:PCBM (1:1) film, annealed, probed at
800 nm.

The kinetics at 800 nm for the annealed blend (Figure 4.6) are now affected



4.3. Broadband TA spectra 67

by the overlapping exciton SE and polaron PIA, with a much slower rise in the
signal due to the larger fraction of excitons that must diffuse from the crystalline
polymer bulk to the P3HT:PCBM interface before being quenched. However,
on the timescales measured with the Q-switched excitation source (> 10−9 s),
the exciton SE is gone and the signal amplitude is again proportional to total
photoinduced charge density.
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Figure 4.7: Kinetic traces from Figure 4.5a at two wavelengths. Early vibronic
relaxation indicates that excitons in disordered polymer regions are rapidly either
quenched by PCBM or energetically driven to more ordered regions.

It is interesting to note that, at very early times in the annealed blend, the
spectra resemble the amorphous unannealed blend. As shown in Figure 4.7, the
degree of vibronic structure shown in the GSB increases over ∼ 300 fs following
photoexcitation, indicating either ultrafast quenching of excitons in disordered
regions of the polymer, or rapid downhill intrachain energy transfer to more
ordered conformational subunits.

It is worth noting that the change in energetics induced by morphological
changes such as annealing can result in a spectral shift in ground state absorp-
tion. As a result, the choice of excitation wavelength can influence the observed
phenomena by selectively exciting morphological subpopulations of the sample.
Figure 4.8 shows the TA spectra of both the annealed and as-cast P3HT:PCBM
films, with excitation now at 570 nm. In contrast to the data shown in Figures
4.3b and 4.5b, these spectra seem to show no change in excited state behaviour
upon annealing. It turns out that the low energy 570 nm pump is only significantly
absorbed in the crystalline polymer domains, resulting in selective probing of
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Figure 4.8: The choice of excitation wavelength can influence the observed phe-
nomena by selectively exciting morphological subpopulations of the sample. In
this case the samples are pumped at 570 nm, selectively exciting the ordered re-
gions of the polymer. In contrast to the previous data (pumped at 480 nm), the
samples now seem to exhibit idential excited state behaviour.

those regions of an otherwise amorphous film. This explains the lower signal am-
plitude in the unannealed spectra, and highlights the importance of consideration
of excitation energies when comparing the photophysics of several samples.

4.3.2 PCDTBT

N
S

N

S SN

C8H17
C8H17

*

*

Figure 4.9: PCDTBT structure.

Poly[N-9-heptadecanyl-2,7-carbazole-alt-
5,5-(4,7-di-2-thienyl-2,1,3- benzothiadi-
azole)], otherwise known as PCDTBT,
is a newer generation donor-acceptor
copolymer. PCDTBT has been used
(with PC71BM) to make extremely effi-
cient devices with over 6% power con-
version efficiency, which it achieves de-
spite the fact that it does not feature as
low a bandgap as similar materials such as PCPDTBT. This impressive perfor-
mance can be attributed to extremely efficient free charge photogeneration, with
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internal quantum yield (the ratio of extracted charges in a device to absorbed
photons) shown to approach 100% [149].
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Figure 4.10: TA map (a) and spectra (b) of neat PCDTBT film.

TA of neat PCDTBT films, shown in Figure 4.10, show strong GSB centered
at 610 nm, overlapping with excitonic SE extending to 780 nm (which we assign
based on its absence in the presence of PCBM and by comparison to steady state
UV-vis and fluorescence spectroscopy [150]) and a PIA reaching from 810 nm into
the NIR.

Upon blending with PCBM in an optimized 1:4 ratio, [100, 149] we see similar
effects reminiscent of P3HT:PCBM, with highly efficient quenching of SE, and
a broad long lived PIA attributed to photogenerated polaron absorption. Some
spectral shifting of the GSB can be attributed to charge migration to lower energy
sites over 10–100 ps timescales.

The kinetics of PCDTBT:PCBM at 800 nm show that nearly all charges are
formed within several hundred femtoseconds, with very little residual growth
consistent with reports of reduced crystallinity in PCDTBT compared to P3HT.
[150] Again, our signal amplitude when probed at 800 nm is proportional to
photoinduced charge density.
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Figure 4.11: TA map (a) and spectra (b) of PCDTBT:PCBM (1:4) film.
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Figure 4.12: Combined fs and ps TA of PCDTBT:PCBM (1:4), probed at 800 nm.
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4.3.3 PCPDTBT
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Figure 4.13: PCPDTBT structure.

Poly[2,6-(4,4-bis-(2-ethylhexyl)-4H-cyclopenta [2,1-
b;3,4-b]dithiophene)-alt-4,7(2,1,3-benzothiadiazole)]
or more conveniently, PCPDTBT, is an ex-
tremely low-bandgap (Eg = 1.46 eV [60]) donor-
acceptor copolymer, with significant absorption
to 830 nm — almost the optimum value for a tra-
ditional single junction solar cell. [64] The broad
absorption of PCPDTBT (especially when com-
bined with the asymmetric fullerene PC71BM,
where broken symmetry allows better visible absorption than PC61BM) enables
power conversion efficiencies of 5.5% when cast with a small fraction of alkanethiol
to control solvent evaporation during spin-coating. [60] The blend used here uses
the optimized 1:2 ratio and ODT cosolvent to maximize charge photoseparation.
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Figure 4.14: TA map (a) and spectra (b) of neat PCPDTBT film.

The TA spectrum of neat PCPDTBT is shown in Figure 4.14. The interesting
looking structure below 800 nm at early times is in fact an artifact of our probe
light source (NOPA), which was inefficiently tuned during the measurement, re-
sulting in the presence of significant residual 800 nm light with different temporal
characteristics to the amplified white light. The effect is particularly pronounced
due to the absorption of 800 nm light from the ground state in PCPDTBT. However,
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we can still identify the excited state feature in our probed wavelength region as
mostly GSB with some SE towards 850 nm (again based on quenching, solid state
spectroscopy and by comparison with previously published work. [71, 151])
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Figure 4.15: TA map (a) and spectra (b) of PCPDTBT:PCBM (1:2) film.

Upon blending with PC61BM (Figure 4.15) we again see rapid quenching of SE
and the emergence of a long-lived PIA, in this case at the very edge of the range of
our probe light source.
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Figure 4.16: Combined fs and ps TA of PCPDTBT:PCBM (1:2), probed at 800 nm.

PCPDTBT:PCBM is unique amongst our samples as the kinetics at 800 nm are
probing the GSB, rather than a PIA (Figure 4.16). Nevertheless, while inverted, we
see similar behaviour to the previous blends. The majority of the signal grows
in several hundred femtoseconds, followed by some continued growth due to
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exction diffusion. On nanosecond timescales and beyond, all singlet excitons have
decayed, and ideally the GSB amplitude is equal to photoinduced charge density.
There has been some debate about the presence of long-lived triplet excitons
in PCPDTBT:PCBM formed by spin mixing of interfacial CT states, that may
contribute to the long lived GSB in our signal. When planning and conducting the
measurement, the majority of published work indicated that triplet formation was
reduced to negligible rates in optimized morphologies, such as obtained through
the use of alkane dithiol cosolvents. [101, 152] However, recent work [40] presents
conflicting conclusions, which warrant caution when attributing signals to excited
states in this system.

4.3.4 MEH-PPV

OCH3

RO

R = 2-ethylhexyl

*

*

Figure 4.17: MEH-PPV structure.

Poly[2-methoxy-5-(2-ethylhexyloxy)-1,4-phenylenevinylene],
or MEH-PPV, is one of the earliest OPV poly-
mers. As such, it has been (along with variants
such as MDMO-PPV) the subject of extensive re-
search, possibly second only to P3HT in terms
of sheer number of OPV publications. With
reported power conversion efficiencies on the
order of 0.5%, [147] MEH-PPV:PCBM is a rela-
tively inefficient system, with a large bandgap
(only absorbing above ∼ 560 nm [132]) and low
IQE of 40–50%. [94, 95]

Unfortunately, TA of the neat MEH-PPV film was omitted during data col-
lection, though of course many published results are available. [126, 153–155] In
short, while MEH-PPV is fluorescent and exhibits SE in solution, almost none is
seen in neat films due to interchain interactions. [153] The neat TA spectrum is
therefore shortlived (< 100 ps and comprised of GSB below∼ 550 nm, and a broad
PIA from ∼ 650–950 nm.

MEH-PPV:PCBM was blended at a ratio of 1:4, with the resulting TA shown in
Figure 4.18. In our wavelength range the signal is almost entirely PIA, with a peak
at around 850 nm.

The kinetics show ≈ 75% growth of the PIA within several hundred femtosec-
onds, followed by a gradual increase over the next 100 ps. On nanosecond scales
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Figure 4.18: TA map (a) and spectra (b) of MEH-PPV:PCBM (1:4) film.
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Figure 4.19: Combined fs and ps TA of MEH-PPV:PCBM (1:4), probed at 800 nm.
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and beyond, the signal as probed at 800 nm is entirely due to photogenerated
charges.

4.4 Correlation of recombination rate with photocur-

rent efficiency

What can we directly determine about the efficiency of charge generation in our
range of materials from the recombination kinetics presented in Section 4.3? A
useful comparison may be with internal quantum efficiency (IQE). IQE is an
excitation wavelength-dependent metric determined by normalizing the charge
yield per incident photon by the absorption of incident photons in the active layer
for each wavelength. Measurement of IQE is a subtle technique as allowances
must be made for effects such as internal reflections and interference within the
various device layers. [95]

τ (800 nm) IQE

/10−9 s (excited at 532 nm)

P3HT:PCBM (as-cast) 20 30% [156]

P3HT:PCBM (annealed) 500 70% [156], 80% [94]

PCDTBT:PCBM (1:4) 45 90% [95], 90% [148]

PCPDTBT:PCBM (1:2) 200 65% [40]

MEH-PPV:PCBM (1:4) 3 45% [94], 40–50% [95]

Table 4.1: Comparing polaron lifetime with published IQE.

Table 4.1 shows the lifetime of photogenerated charges from our kinetics probed
at 800 nm, approximated by taking the time for the signal to decay to half of its
maximum value. Also shown are representative values of IQE for those blends,
taken from the literature. The two metrics are compared in Figure 4.20, which
does not indicate strong correlation for our (admittedly small) set of materials.

Given the range of factors determining charge lifetime, particularly the de-
pendence on charge density, it is not surprising that a single measurement of
the recombination is unable to provide us with much information about the per-
formance of a given material. We now move on to the density dependence of
recombination, which is able to provide significantly greater insight.
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Figure 4.20: Comparison of reported IQE vs charge lifetime from TA kinetics for a
range of polymer:PCBM blends.

4.5 Fitted intensity-dependent TA

As descibed in the introduction to this chapter, the different dependence of re-
ombination of bound and free charge pairs on charge density has been used by
Howard et al. to determine the efficiency of branching taking place shortly after
photoexcitation. [101, 102, 157]

Since the CT thermalization time (≤ 500 fs [96, 158, 159]) is much faster than
geminate recombination (> 100 ps, even at high intensities [115]) then any exper-
iment measuring on timescales of 0.1 ns or greater can take the populations of
bound and free charges as an intitial condition. It turns out the rate equations
for a system where the bound and free charge pairs recombine monomolecularly
and bimolecularly respectively can be solved, where the solutions for the time
dependent populations in each state are: [102]

CT(t) = N0(1− Φfree) exp(−kCT→GSt)

SSC(t) = (λγt+ (ΦfreeN0)−λ)−1/λ

GS(t) = N0(1− Φfree)(1− exp(−kCT→GSt)) +

N0Φfree − ((λγt+ (ΦfreeN0)−λ)−1/λ,

(4.1)

where CT is the (bound) charge-transfer state population, SSC is the spatially
separated (‘free charge’) population (counting electrons only), GS is the population
that has relaxed back to the ground state, γ the density-dependent recombination
rate constant, λ+ 1 the order of the bimolecular recombination, kCT→GS the rate of
geminate recombination, Φfree the fraction of free charges from the initial branching
event, and finally, N0 is the total initial charge population.
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Charge recombination kinetics were collected at room temperature using an
800 nm probe, as described Chapter 2 and in the previous section. Initial charge
density was varied by adjusting the energy density of the pump pulse with a vari-
able attenuator. Sample film thickness was measured using a Dektak profilometer
and optical density determined by UV-vis spectroscopy. These values were used
along with the fluence (photons per square centimetre per pulse) of the excitation
pulse to calculate the initial density of photogenerated charges for each dataset
(shown in figure insets).

The resulting intensity dependent kinetics along with fits using the model
described above are shown in Figure 4.18. Fitted parameters are shown, where f
is the fraction of nongeminate recombination (presented as Φfree in the main text).

(a) P3HT:PCBM (1:1), as-cast

(b) P3HT:PCBM (1:1), annealed
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(c) P3HT:PCBM (1:1), 355 nm excitation

(d) PCDTBT:PCBM (1:4)

(e) PCPDTBT:PCBM (1:2)
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(f) MEH-PPV:PCBM (1:1)

(g) MEH-PPV:PCBM (1:4)

Figure 4.18: Intensity dependent TA kinetics (circles) and fits (solid lines) for
various materials, excited at 532 nm and probed at 800 nm. Values shown in solid
boxes indicate initial charge densities, calculated from pump energy density, film
thickness, and optical density.
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As can be seen in Figure 4.19, MEH-PPV:PCBM blends exhibit appreciable
recombination within the time resolution of this experiment. The fraction of
subnanosecond recombination was quantified as (1 - 0.504) and (1 - 0.572) for
the 1:1 and 1:4 blends respectively, as discussed further in Section 5.5 of the next
chapter.
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Figure 4.19: Initial PIA in MEH-PPV:PCBM is close to linear with pump energy
density

For both 1:1 and 1:4 blends, the magnitude of the initial photoinduced absorp-
tion signal is close to linear with respect to the initial pump intensity (see Figure
4.19). This indicates that negligible bimolecular recombination takes place within
the convolution period, allowing us to attribute the missing signal entirely to
bound charge pairs, and apply a correction to Φfree, the yield of free charge pairs.
These corrected values are shown with the rest of the fitted parameters in Table
4.2.

If we now take our newly determined values of free charge yield Φfree and
revisit the comparison with IQE, we see an improved correlation with overall
device performance. However it is still a somewhat tenuous connection, as IQE
does not uniquely probe the initial charge generation process. In Chapter 5, we
describe the development of a new spectroscopic method that is able to probe the
photogenerated charge pair immediately following the charge-transfer step.

Adjusted to account for sub-picosecond recombination
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Φfree kCT→GS λ+ 1 γ IQE

/107 s−1 /(cm3)λs−1 (excited at 532 nm)

P3HT:PCBM (as-cast) 0.587 20.6 2.34 1.34× 10−18 30% [156]

P3HT:PCBM (annealed) 0.753 4.94 2.27 2.64× 10−17 70% [156], 80% [94]

P3HT:PCBM (355 nm ex.) 0.711 15.8 2.09 3.55× 10−13

PCDTBT:PCBM (1:4) 0.719 3.49 2.12 3.00× 10−13 90% [95], 90% [148]

PCPDTBT:PCBM (1:2) 0.641 7.59 2.08 1.42× 10−12 65% [40]

MEH-PPV:PCBM (1:1) 0.260i 25.3 1.98 3.57× 10−11

MEH-PPV:PCBM (1:4) 0.408i 42.1 2.04 2.26× 10−12 45% [94], 40–50% [95]

Table 4.2: Fitted parameters from kinetic model
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Figure 4.20: Comparison of reported IQE vs free charge yield from excitation-
density dependent recombination fits
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4.6 Reconciliation of optical and electronic probes of

recombination

Various measurements of charge density and recombination often seem to report
conflicting rates of charge lifetime in OPVs, with discrepancy often between the
‘fast’ measurements (such as femtosecond spectroscopy) and slower measurements,
such as transient photovoltage or time of flight techniques.

Weii decided to investigate whether there was an effect due to charge po-
larization or other phenomena that may only be taking place under extended
illumination or in operating devices. We therefore undertook TA on a functioning
OPV device (P3HT:PCBM) using a 20 µs long pulse from a 480 nm LED as an
excitation source, enabling simultaneous measurement of VOC and ∆T/T .

The delay between the LED switching off and the probe arrival was controlled
by an electronic delay generator. The transient absorption probe was an 800 nm
pulse in reflection mode. In order to allow for charges to sufficiently recombine
between pulses, we operated our laser at a reduced repetition rate of 187.5 Hz,
which was the time required for VOC to decay to less than half of its initial value.

The results are shown in Figure 4.21, where TA using the LED excitation
is shown with the device both in open-circuit and short-circuit configuration.
Also shown are the VOC decay that was collected simultaneously with TA, and
traditional laser-excitation TA using our picosecond laser at 532 nm as a pump.

We see that the TA kinetics measured under LED excitation are similar to those
collected with picosecond excitation, but seem to be significantly faster than decay
of the open-circuit voltage. No change is observed upon changing the device from
open-circuit to short-circuit configuration.

The situation becomes clearer however, when we rescale our TA data to charge
density, using either the fluence of incident pump photons and measured film
thickness or reported figures of polaron absorption cross sectioniii. [102]

We must also convert VOC to charge density, which is expected to behave as
n = ni exp

(
eVmathrmOC

2kT

)
. [160] Upon combining the rescaled datasets, we see that

iiThis work was conducted in collaboration with Lionel Hirsch and Mamatimin Abbas at the
Laboratoire de l’Integration du Materiau au Systeme in Bordeaux, France.

iiiAlternately we could even measure polaron absorption cross section ourself using the new
method introduced in Chapter 6!
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Figure 4.21: VOC decay and transient absorption collected simultaneously under
pulsed LED excitation of a functioning P3HT:PCBM device. Also shown is TA of a
P3HT:PCBM film collected with picosecond laser excitation.

the discrepancy in recombination timescales is effectively resolved, as shown in
Figure 4.22

By combining the two measurements, we are able to fully monitor the pro-
gession of excitations in OPVs from creation to recombination, over an unprece-
dented range of resolved time (10−13–10−2 s) and charge density (1013–1019 cm−3

and above).
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Figure 4.22: Upon converting TA and VOC decay to population density, we see
much better agreement in charge decay.

4.7 Conclusions

We have presented broadband TA of a range of OPV blends of varying perfor-
mance, generating a library of samples amongst which to compare results from
several spectroscopic techniques. The dependence of recombination rate on inten-
sity was used to measure the yield of well separated charges, which provides a
better indication of device efficiency than simple reocombination measurements
such as charge lifetime.

Finally, we briefly discussed the connection between electronic and optical
measurements of charge density, and show how they can be reconciled to allow
measurement of charge recombination over an exceptional range of timescales
(10−13–10−2 s) and charge densities (1013–1019 cm−3 and above).



Chapter 5

Distance distributions of
photogenerated charge pairs in
organic photovoltaic cells

Abstract

iStrong Coulomb interactions in organic photovoltaic (OPV) cells dictate that
charges must separate over relatively long distances in order to circumvent gemi-
nate recombination and produce photocurrent. In this chapter, we measure the
distance distributions of thermalized charge pairs by accessing a regime at low
temperature where charge pairs are frozen out following the primary charge sep-
aration step and recombine monomolecularly via tunneling. The exponential
attenuation of tunneling rate with distance provides a sensitive probe of the dis-
tance distribution of primary charge pairs, reminiscent of electron transfer studies
in proteins. By fitting recombination dynamics to distributions of recombina-
tion rates, we identified populations of charge-transfer states and well-separated
charge pairs. For the wide range of materials we studied, the yield of separated
charges in the tunneling regime is strongly correlated with the yield of free charges
measured via their intensity dependent bimolecular recombination dynamics at
room temperature. We therefore conclude that populations of free charges are
established via long-range charge separation within the thermalization timescale,

iThis work has been accepted for publication in the Journal of the American Chemical Society
(pending minor revisions) as Distance distributions of photogenerated charge pairs in organic photovoltaic
cells — Alex J. Barker, Kai Chen and Justin M. Hodgkiss.
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thus invoking early branching between free and bound charges across an energetic
barrier. Subject to assumed values of the electron tunneling attenuation constant,
we find critical charge separation distances of ∼ 3–4 nm in all materials. In some
blends, large fullerene crystals can enhance charge separation yields, however,
the important role of the polymers is also highlighted in blends that achieved
significant charge separation with minimal fullerene concentration. We expect
that our approach of isolating the intrinsic properties of primary charge pairs will
be of considerable value in guiding new material development and testing the
validity of proposed mechanisms for long-range charge separation.

5.1 Introduction

Rational design of effective OPV materials requires understanding how interfacial
charge pairs achieve sufficient separation to overcome their mutual Coulombic
attraction. Simple application of Coulomb’s law suggests that in a medium with
a dielectric constant of 3.5, point charges must achieve a separation of ∼ 4 nm
before their interaction energy is less than the intrinsic energetic disorder of
typical organic materials (0.1 eV). [37, 67, 161] Entropic considerations and charge
delocalization will favor charge separation, nevertheless, charge pairs that fail to
separate by more than a few nanometers are likely to collapse into tightly bound
charge transfer (CT) states and recombine monomolecularly, often radiatively.
[80, 102, 114, 115, 155, 162–164] The observed sensitivity of OPV device efficiency to
blend morphology [60, 165] can be attributed to the need for donor and acceptor
phases to be large enough to support formation of separated charges (SCs); blends
that are too finely intermixed result in terminal CT states forming at the expense
of extractable free charges. [77, 102, 162, 166]

In spite of the emergence of models describing different relationships between
excitons, CT states and SCs on a potential energy surface spanning several nanome-
ters from the donor/acceptor interface (see Section 1.3.3), critical parameters
including distances have yet to be experimentally established.

Measured phase sizes from optimized blends provide some guidance on critical
length scales for interfacial charge separation, however phase optimization is also
coupled to exciton transport and charge extraction processes. Direct spectroscopic
probes of distances are challenging because only tightly bound radiatively coupled
CT states provide optically distinct signatures that identify their distance. More
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widely observed polaron absorption signatures are generally insensitive to the
proximity of other charges.

Several recent attempts to resolve dynamics of charge pair distances have
targeted phenomena that depend on the electric field created by charge sepa-
ration. Time-resolved second harmonic generation spectroscopy has been used
to resolve photovoltage generation on various timescales, however symmetry
requirements restrict the technique to planar bilayer devices. [99, 167, 168] Elec-
troabsorption (Stark shift) effects are observed in dye-sensitized [169] and organic
bulk heterojunction photovoltaic devices. [35] Their magnitude can be related to
charge pair distances, leading to critical distances on the order of 4 nm for efficient
OPVs, [35] however, this analysis requires that optically active components have a
very sharp absorption edge so that the derivative-like electroabsorption features
can be clearly identified and extracted from overlapping polaron, bleaching, and
stimulated emission features. Finally, simultaneous measurements of dielectric
and electron spin-resonance susceptibilities for OPVs revealed ∼ 4 nm charge
localization lengths at cryogenic temperatures. [170]

Here, we present a new approach for determining the distance distribution
of initially thermalized charge pairs. At low temperature, we are able to access a
regime, previously identified in neat polymer films, [125] where all charge pairs are
effectively frozen following the primary charge transfer step and recombine slowly
via monomolecular tunneling. The exponential distance dependence of tunneling
provides a sensitive probe of the distance distribution of initial charge pairs. For
the wide range of OPV blends we probed, we find that dynamics are well fit to a
bimodal distribution of tunneling recombination rates, consistent with branching
between populations of CT states and SCs within the thermalization timescale.
We observe a universal link between the free charge yield measured at room
temperature and the yield of SCs frozen at low temperature. Our measurements
confirm that free charge yields are established via the charge pairs that achieve
an estimated ∼ 3–4 nm separation within the thermalization timescale. We also
resolve the effect of polymer and fullerene components on the primary charge
separation step.
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5.2 Experimental details

All materials were commercially sourced and spin-coated onto spectrosil fused
silica substrates as described in Section 4.2. All samples were measured under
dynamic vacuum and, where indicated, cooled to 10 K by a closed-cycle helium
cryostat (CTI-Cryogenics).

Charge recombination was measured via transient absorption (TA) spectroscopy.
532 (or 355) nm excitation pulses were generated from the 2nd (3rd) harmonic of a
Q-switched Nd:YVO4 laser (AOT-YVO-25QSP, 700 ps) and filtered to the fluences
indicated. A portion of the 800 nm output of an amplified Ti-sapphire (Spectra-
Physics Spitfire, 100 fs, 3 kHz) was used as a probe after splitting to introduce a
reference channel for improved signal sensitivity. The transmitted probe light was
spectrally dispersed using a fibre-coupled spectrograph and read out at 3 kHz
using a dual channel linear photodiode array. The pump-probe delay was electron-
ically varied by a delay generator. Additional measurements of fast recombination
in MEH-PPV:PCBM blends used the 100 fs, 532 nm output of a parametric ampli-
fier (TOPAS) as an excitation source, with the pump-probe delay varied by use
of a retroreflector mounted on a motorized delay stage. Approximately 10, 000

shot pairs were averaged for each time point and repeated over ∼ 20 scans. Some
variation was needed to account for signal strength at different intensities.

Data fitting was carried out in MATLAB (MathWorks), using the Nelder-Mead
algorithm to minimize the sum of squares of the deviation between the measured
data and the tunneling and intensity dependent decay models described. For both
models, four parameters were fitted, and equal weighting was given to each order
of magnitude of pump-probe delay.

5.3 Results and discussion

Our approach to measuring photogenerated charge pair distances requires access-
ing a regime where even SCs are frozen and slowly recombine monomolecularly
via tunneling. It is well known that the preceding charge photogeneration step is
not impeded at low temperature because excitons have sufficient excess thermal
energy to reach interfaces before they relax. [33, 98, 171] Figure 5.1 presents sev-
eral independent verifications that we can access the monomolecular tunneling
recombination regime.



5.3. Results and discussion 89

0

 

1

∆
T

/T
 (

n
o
rm

.)

 

 

10 K
25 K
50 K
75 K
100 K
150 K
220 K
290 K

0 0.05 0.1

14

16

18

1/K

ln
(1

/t
1
/2

)

0

 

1

∆
T

/T
 (

n
o
rm

.)

10
−9

10
−8

10
−7

10
−6

10
−5

10
−4

0

0.1

0.2

t (s)

P
o
la

ri
z
a
ti
o
n
 a

n
is

o
tr

o
p
y

10 K

290 K

a)

b)

8 µJ/cm
2

80 µJ/cm
2

10 K

290 K

8 µJ/cm
2

80 µJ/cm
2

c)

Figure 5.1: Recombination dynamics for a vapor annealed P3HT:PC61BM blend
film excited at 532 nm and probed at 800 nm. a) Temperature dependent recom-
bination (80 µJ cm−2 excitation), with corresponding t1/2 values represented in an
Arrhenius type plot in the inset. b) Intensity dependent recombination for the
same film at 10 K and 290 K. c) Polarization anisotropy decay for the same film
measured at 10 K and 290 K, 16 µJ cm−2 excitation.
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Figure 5.1a shows the temperature dependent charge recombination dynam-
ics for a vapor annealed P3HT:PCBM blend film, probed via the polymer hole
polaron absorption signature in the near IR. [77, 102, 162, 172] The probed time
range commences beyond that of exciton dynamics (see Section 4.3 for broadband
TA measurements on faster timescales) and captures recombination of virtually
the entire charge population. At 290 K, bimolecular recombination dominates
due to the high yield of free (mobile) charges photogenerated, as evidenced by
the strongly intensity dependent 290 K recombination dynamics in Figure 5.1b
(inset). [102] This behavior typifies the active layer of an efficient OPV device
except that in devices, free charges are extracted by the electrodes in competition
with bimolecular charge recombination. [145] In the bimolecular recombination
regime, recombination dynamics are non-geminate and do not directly reflect the
properties of initially photogenerated charge pairs. As the temperature decreases,
recombination slows and below ∼ 50 K, we observe a temperature-independent
regime of activationless charge recombination. The observed transition temper-
ature is similar to previous observations of recombination in neat P3HT films
owing to the intrinsic polymer-based activation barrier for polaron hopping in
semiconducting polymers. [125] Figure 5.1b shows that the distinctive intensity de-
pendence observed at 290 K (inset) is largely lost at 10 K since bimolecular charge
recombination is thermally shut off. Instead, the predominantly monomolecular
decay is attributed to charges being thermally trapped as geminate charge pairs
near the site of their initial generation. Thus, charge pairs that would otherwise be
free at room temperature remain frozen as SCs at low temperature. The residual
weak intensity dependence at high intensity may result from charge delocalization
at low temperature. [170] Finally, the weak polarization anisotropy decay shown
in Figure 5.1c confirms that charges are effectively immobile at 10 K, in contrast
to the complete loss of polarization anisotropy associated with mobile charges at
290 K.

To summarize this section; the temperature-, intensity-, and polarization-
resolved TA measurements in Figure 5.1 verify that below 50 K, charge pairs are
effectively immobile beyond the ps thermalization timescale, leading to eventual
monomolecular recombination, even for SCs.

The Arrhenius type plot in Figure 5.1a (inset) is reminiscent of DeVault and
Chances renowned observation of temperature independent electron transfer
(ET) in photosynthetic proteins at low temperature. [173, 174] Their experiment
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stimulated theoretical efforts to put Marcus theory into a quantum mechani-
cal framework to describe long-range electron tunneling mediated by quantum
modes. [175, 176] Building on prior theories of polaron transfer in solids, [177] a
semiclassical model emerged that expresses the rate of electron transfer between a
weakly coupled donor and acceptor as; [175] [178]

kET =
2π

~
|VDA|2√
4πλ0kBT

∑
ν′

e−S
Sν
′

ν ′!
exp

(
−(λ0 + ν ′~ω + ∆G0)2

4λ0kBT

)
, (5.1)

where VDA is the electronic coupling between donor and acceptor states, λ0 is the
external reorganization energy, ω is the effective frequency of the coupled quantum
mode, S is the effective Huang-Rhys factor, ν ′ is the vibrational quantum number
on the product surface, ∆G0 is the driving force, and kBT is the thermal energy.
Equation 1 predicts quantitatively correct electron transfer rates, including the
virtual elimination of temperature dependence at thermal energies substantially
below the energy of the effective quantum mode that promotes electron transfer. In
this regime, the rate of electron transfer is most sensitive to the electronic coupling,
which is exponentially dependent on distance owing to the exponential character
of wavefunctions in the tunneling region;

VDA = V0 exp

(
−β(RDA −R0)

2

)
. (5.2)

Here, the electronic coupling at a given donor-acceptor distance, R, is refer-
enced to the coupling (V0) at a distance of R0. The scaling factor, β, describes the
rate of attenuation with distance. Assuming negligible distance dependence in
other terms of equation 5.1, the distance dependence of kET is;

kDA = k0 exp
(
− β(RDA −R0)

)
. (5.3)

Extensive measurements in proteins featuring redox labels at well defined
distances have revealed β values on the order of 1 Å−1 for ET rates spanning
many orders of magnitude. [179] The observed scatter around a fixed β value
is an expected consequence of β depending on the properties of the intervening
tunneling medium. Well-defined molecular donor-bridge-acceptor complexes
have also firmly established the sensitivity of ET rates to distance according to
equation 5.3. [180]

With this is mind, we set about using measured charge recombination rates
in the tunneling regime as a probe of charge pair separations. By rearranging
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equation 5.3, we see that it is not necessary to fully account for absolute ET rates
(in this case charge recombination) because the distance distribution is obtained
from relative recombination rates for charge pairs in the same material blend;

− ln

(
k

kCT

)
= β(R−RCT ). (5.4)

Provided that we resolve a fast recombination component that can be attributed
to bound CT states (presumably with an electron-hole separation,RCT ∼ 0.5–1 nm),
all slower recombination rate constants (k) can be referenced to kCT . According
to equation 5.4, we can use the observed rates to extract charge pair separation,
R, relative to the reference distance RCT , as depicted in Scheme 5.1. The absolute
distance scale is set by the value of β, which we will return to later.

h+

CT
e-

RCT

e-
R
SCh+

slope = -β

RCT RSC

0

0 RSC

Scheme 5.1: Obtaining charge pair distance from tunneling recombination dynam-
ics.

Figure 5.2 shows the tunneling recombination dynamics for a P3HT:PCBM
blend film at 10 K. Although we have accessed a sufficiently low temperature for
charge recombination to be predominantly monomolecular, the decay in Figure
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5.2 clearly cannot be fit with a monoexponential or even biexponential decay.
Most of the observed recombination is highly dispersive, which is not surprising
for a disordered bulk heterojunction blend and reflects a distribution of charge
pair separations. We are therefore forced to fit to a distribution of rate constants
spanning the wide range of timescales observed.
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Figure 5.2: 10 K recombination dynamics for an unannealed P3HT:PC61BM film fit
to various possible distributions of exponential decay functions. The correspond-
ing rate constant distributions are shown in the top panel.

By observing how closely simple distributions of rate constants fit the experi-
mental decay in Figure 5.2, we are guided towards a model that captures the data
with minimal free parameters. The charge recombination dynamics appear to be
described by a rapid early (< 10 ns) phase that may be fit by a narrow distribu-
tion of rate constants, followed by slower dynamics that clearly demand a much
broader distribution of rate constants. A uniform series of logarithmically dis-
tributed rate constants with fixed equal amplitude predicts a decay that captures
the overall dispersion, but fails to capture the apparent faster (CT) decay phase. A
broad Gaussian distribution of rate constants leads to a slight improvement, how-
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ever, failure to account for the transition between a fast and slower recombination
phase suggests that a bimodal distribution of rate constants is needed. A series
of logarithmically distributed rate constants with independent amplitudes fits
the data well, but the excess parameters impair quantitative comparison between
samples. It can be seen that a bimodal rate distribution emerges after initialization
with a flat distribution. Balancing the requirements to fit a bimodal rate distri-
bution with minimal free parameters led us to fit to a rate distribution reflecting
a double Gaussian charge pair distance distribution (i.e., double Gaussian on a
logarithmic rate scale).

Figure 5.3 confirms that with two Gaussians, we achieve an excellent fit to the
experimental data. The fit is not unique; many other bimodal functions could
fit the highly dispersive decays equally well, as the unconstrained distribution
in Figure 5.2 illustrates. However, the Gaussian model does so with minimal
free parameters, from which physically meaningful insights can be derived. The
attempted biexponential fit and the 25 independent exponentials fit in Figure 5.2
suggests that the faster phase should fit to a relatively narrow distribution of rate
constants, therefore we fixed its width to leave only 4 free parameters (the first
four columns of Table 5.1) and ensure a well-anchored component representing
the fastest rates that can be defined as the reference kCT . The two Gaussian rate
constant distributions that best fit the data are peaked at around 3× 108 s−1 and
1× 105 s−1, integrating to account for 48% and 52% of the total charge population,
respectively. Our simple model therefore provides a simple measure of the yields
of CT states and SCs.

Although the observed bimodal recombination rate distributions may be af-
fected by differences in geometric factors, we consider distance to be of primary
importance. In this interpretation, the bimodal rate distribution implies separate
populations of closely bound CT states and SCs that would otherwise be free
at room temperature. The ∼ 3 ns lifetime associated with the peak of the fast
Gaussian component (defined as kCT ) is in line with expectations for bound CT
states in P3HT:PCBM blends, where 2–4 ns lifetimes are found at room temper-
ature. [102] Secondly, the relative yields of the two populations closely matches
the relative yields of bound versus free charges measured independently for the
same samples via intensity dependent recombination kinetics at room temperature.
Here, we apply the model introduced by Howard et al., [102] whereby the total
decay is described by two populations formed via an ultrafast branching step;
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bound CT states recombine monomolecularly, and free charges undergo intensity
dependent bimolecular recombination. A common set of four parameters are
globally fit across a wide range of intensities, leading to a measure of free charge
photogeneration yield that correlates well with device quantum efficiency at room
temperature. Figure 5.3c shows the room temperature intensity dependent re-
combination dynamics for the unannealed P3HT:PCBM film. The fitted 59% free
charge photogeneration efficiency closely matches the 52% SC yield associated
with slower Gaussian component.

In order to test our interpretation that the slow Gaussian component reflects
frozen SCs that would otherwise be free at room temperature, we investigated
the effect of solvent vapor annealing. Annealing is known to produce blend
morphologies that lead to higher free charge yields. [146] Figure 5.3b shows that
solvent vapor annealing leads to slower 10 K charge recombination dynamics.
When applying the fit, both Gaussian components undergo negligible shifts in
peak rate constants, rather a higher weight (71%), in the slow Gaussian component
accounts for the slower dynamics. The result of the fit is reasonable since the
main effect of annealing on the raw recombination data is clearly in the relative
weightings of fast (< 10 ns) and slower recombination phases. Again, the relative
yield of SCs follows the increased yield of free charges measured via intensity
dependent recombination kinetics at room temperature (75%, Figure 5.3c).

Having established that we are able to identify SCs via their recombination
dynamics at 10 K, we applied the procedure to a range of other polymer:fullerene
blends of varying efficiency in order to interrogate whether a universal correlation
exists. Our survey included low bandgap polymers PCDTBT and PCPDTBT,
along with MEH-PPV. We also investigated the effect of blend ratio and excitation
wavelength in order to distinguish the role of polymer and fullerene phases in free
charge photogeneration. Unless otherwise stated, for each film we measured both
recombination dynamics at 10 K, as well as intensity dependent recombination
dynamics at 290 K. Each sample was probed at 800 nm, which in most cases
corresponds to photoinduced absorption due to the hole polaron population. The
exception is the PCPDTBT blend, for which the signal at 800 nm tracks the ground-
state bleach recovery (which is proportional to charge density on the time scales
studied here). Broadband TA spectra for each blend can be found in Section 4.3.
Particularly fast recombination in MEH-PPV:PCBM blends required the use of a
femtosecond excitation source to resolve the signal from 1011–10−9 s. Appendix I:
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Early MEH-PPV:PCBM recombination describes how this data was scaled to overlap
with the long-delay dataset.

Figure 5.4 shows the set of recombination dynamics at 10 K along with the fitted
distributions of recombination rate constants. The P3HT:PCBM data from Figure
5.3 is repeated here for ease of comparison. Key fitting parameters, along with the
yield of free charges independently fitted via intensity dependent recombination
at 290 K (see Section 4.5) are summarized in Table 5.1. Figure 5.4 demonstrates
that the double Gaussian model produces excellent fits of the observed dynamics.
Alternative unconstrained rate distributions for each sample with 25 independent
exponentials (see Appendix II: Complete rate distribution fits) show the emergence of
bimodal character, confirming that fitting to a well-parameterized bimodal rate
distribution is appropriate. In all cases, the fast phase of recombination equates
to bound CT lifetimes peaked at ∼ 2–20 ns and the slow phases reflect lifetimes
peaked at ∼ 1–10 µs, with substantial width in the slower recombination phase.

kCT
ii kSC

iii

− ln

(
kSC
kCT

)
ΦSC

iv Φfree
v

/108 s−1 /104 s−1

Unannealed P3HT:PC61BM 3.2 12 7.9 0.52 0.59
Annealed P3HT:PC61BM 2.2 9.8 7.7 0.71 0.75
P3HT:PC61BM (19:1) 1.5 3.6 8.4 0.8 -
P3HT:PC61BM (355 nm) 2.3 3.7 8.7 0.58 0.71
PCDTBT:PC61BM 0.5 7.4 6.5 0.73 0.72
PCDTBT:PC61BM (19:1) 0.8 5.8 7.2 0.87 -
PCPDTBT: PC61BM 3.5 86 6 0.54 0.64
MEH-PPV: PC61BM (1:1) 7.5 14 8.6 0.2 0.26
MEH-PPV: PC61BM (1:4) 7.3 14 8.6 0.28 0.41

Table 5.1: Fitting parameters for charge recombination measurements in different
blend films.

Figure 5.5a shows that the yield of SCs (from the slow tunneling phase) is very
strongly correlated with the yield of free charges extracted from intensity depen-
dent measurements across the series of samples with widely varying efficiencies.
The least squares regression line has a slope close to 1, and an intercept close to 0,
which is strong evidence that our analysis of the two independent measurements
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Figure 5.4: 10 K charge recombination dynamics (right) for various blend films
and the corresponding distributions of rate constants (left) used to fit the decays.
The relative yields contained in each Gaussian component are indicated on the
plots. Alternative unconstrained rate distributions for each sample are provided
in Appendix II: Complete rate distribution fits. Unless otherwise stated, samples were
photoexcited at 532 nm (∼ 40 µJ cm−2) and probed at 800 nm. For data at short
time delay (1011–10−9 s), MEH-PPV:PCBM was photoexcited at 532 nm (12 µJ cm−2,
100 fs).
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is sufficiently well parameterized to derive insight into the properties of SCs.
Yields of SCs/free charges (measured via both methods) are highest for blends of
PC61BM with either P3HT, PCPDTBT, or PCDTBT, followed by the unannealed
P3HT blend, while MEH-PPV blends have the lowest free charge yields. This
trend broadly correlates with photon-to-current quantum efficiencies previously
measured for devices made from the same materials. [57, 60, 146, 149, 165]
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y = 0.89x + 0.13

Figure 5.5: Yield of SCs at 10 K (from the slower fitted Gaussian component)
versus the yield of free charges measured via fitting the intensity dependent
recombination at room temperature to the kinetic model in reference [102]. The
linear regression fit is also shown, along with the y = x line as a guide. The full set
of intensity dependent recombination fits can be found in Section 4.5.

Before we consider the question of absolute distances, we can compare the
relative charge separation distributions across the series of materials on the basis
that − ln(kSC/kCT ) is proportional to charge pair separation (Eq 5.4), where kSC
is the peak rate for SCs. Since each value of kSC is referenced to the kCT value
measured for the same sample, the minor intrinsic rate variations between different
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materials is already accounted for (e.g., non-distance contributions to electronic
coupling). These values are plotted in Figure 5.5b. Considering the wide range
of charge separation efficiencies probed, overall we observe very little variation
in − ln(kSC/kCT ); the total range is only 35% of the mean value. This shows
that SCs for different materials are all described by similar critical separations
(assuming similar β values); variation in recombination dynamics reflects the
relative probability that charge pairs achieved the critical separation for different
materials.

By comparing selected pairs of samples, we can also look deeper within the
universal correlation to identify the underlying reasons for variation. While
comparing the efficiency of different blends is not a new strategy, we emphasize
that here we are isolating the properties of the frozen primary charge pairs. In the
case of the 1:1 P3HT:PCBM blends, we see that solvent vapor annealing translates
to higher yields of SCs (vide supra) as a result of forming more crystalline phases
of an optimum size.

In the case of MEH-PPV:PCBM blends, molecular PCBM is more readily dis-
solved throughout MEH-PPV since MEH-PPV is less crystalline than P3HT. Ac-
cordingly, optimized MEH-PPV:PCBM devices feature excess PCBM in order to
create sufficiently large and interconnected PCBM phases. Although it is reason-
able to assume that the need for excess PCBM relates to electron extraction, our
comparison of 1:1 and 1:4 blends shows that excess PCBM results in higher yields
of primary SCs. Consistent with a recent combined theoretical and experimental
study by Savoie et al., [104] the difference between the relative distance distribu-
tions for the MEH-PPV blends reflects the benefit of larger PCBM domains in the
charge separation step.

By exciting the P3HT:PCBM blends at 355 nm as well as 532 nm, we were able
to observe that direct PCBM excitation can also lead to comparably high SC yields.
This result is consistent with other recent spectroscopic measurements [181] and
spectrally resolved photocurrent measurements for devices at room temperature.

We also probed the relative roles of polymer and fullerene components in free
charge photogeneration by carrying out measurements on films with only 5%

PCBM blended with P3HT or PCDTBT (labeled as 19:1). The low PCBM content
remains sufficient to achieve efficient initial charge photogeneration, [91] however
the small and isolated PCBM domains cannot play a significant role in creating
SCs. When comparing the 19:1 blends with more fullerene-rich counterparts,
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surprisingly, we find that the creation of SCs is not suppressed by PCBM dilution.
In fact, we observe a higher relative yield of SCs (compared with CTs) in the
19:1 blends for both P3HT and PCDTBT, noting that the total charge yield could
be diminished due to exciton decay beforehand. This result does not contradict
the established higher optimum PCBM content in devices because free charge
photogeneration must be balanced with charge extraction requirements in devices.
Limited electron diffusion in the 19:1 blends also means that free charge formation
cannot be alternatively quantified via intensity dependent recombination dynam-
ics, [102] or by pump-push-probe photocurrent spectroscopy. [100] The tunneling
recombination measurement is uniquely positioned to examine the intrinsic charge
separation step in these dilute blends, and leads us to conclude that formation
of SCs does not necessarily require large PCBM phases. Unlike the MEH-PPV
blends discussed above, where PCBM crystals were crucial for charge separation,
the blends with only 5% PCBM highlight the role of the polymers in achieving
initial long-range charge separation. The higher yield of SCs for 19:1 blends may
be attributed to more extensive and ordered pure polymer domains. Extended
polymer chains support highly delocalized excitons, which may couple to SC
states prior to localizing. [98]

Finally, we address the question of absolute length scales by considering the
tunneling attenuation factor, β. Most commonly formulated in a superexchange
model, lower values of β result when the tunneling barrier is reduced. [179,180,182,
183] In donor-bridge-acceptor model systems, β values as low as ∼ 0.1 Å−1 have
been measured when π-conjugated bridges with a small energy gap are used, thus
contributing to electron tunneling over distances longer than 3 nm. [180] β values
smaller than 0.6 Å−1 are considered reasonable for OPV blends, which inherently
feature a dense set of low energy gap π-conjugated tunneling pathways. [108]
We note that β for more commonly studied charge separation reactions is not the
same as for charge recombination in the same photoinduced ET system; the former
couples an excited state with a charge-separated state, while the latter returns
the charge-separated state to the electronic ground state. Slightly higher β values
have been measured for charge recombination in some donor-bridge-acceptor
systems, [180] and it is tempting to assume that this must always be the case on
account of the electron stabilization in the charge-separated state contributing to
a higher tunneling barrier for charge recombination. However, it is important to
realize that in the formalism of equation 5.1, electron tunneling is in fact dependent
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on the tunneling of nuclear coordinates. Since recombination couples charge-
separated and ground-state surfaces (without involvement of the excited state that
preceded charge separation), low β values for charge recombination in OPV films
are still considered likely.
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Figure 5.6: a) Extracted distributions of charge pair distances for annealed
P3HT:PCBM obtained by applying various values of β to the fitted tunneling
rate constant distribution in Figure 5.3. b) Mean charge pair distances as a function
of β for the SC (slower recombining) populations of charges fitted for various
blends in Figure 5.4.

Caruso and Troisi calculated distributions of β for charge separation by mod-
eling entire disordered polymer-fullerene heterojunctions over several nanome-
ters. [108] They found broad distributions of β ∼ 0.2–0.6 Å−1. The observed range
reflects the dependence on energetic disorder and the anisotropy. In the absence
of a similar detailed study on β for charge recombination in the materials studied
here, we apply this reasonable range of β values to transform our measured rate
distributions into distance distributions.

Figure 5.6a shows the distance distribution of charge pairs for vapor annealed
P3HT:PCBM. The plot is obtained by using Equation 5.4 to transform the recombi-
nation rate constant distributions in Figure 5.3 onto a distance scale, using several
plausible β values. kCT is taken as the peak of the fast recombination phase, such
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that the x-axis represents the excess charge separation compared with CT states.
For β ∼ 0.3–0.2 Å−1, the SCs have separations ∼ 2.5–4 nm greater than CT states.

Figure 5.6b shows the distance corresponding to the peak of the SC population
for all films as a function of β. The values were obtained by applying Equation
5.4 to the ratio kSC/kCT taken from in Table 5.1, which were derived from the
fitted charge recombination curves in Figure 5.4. The tight clustering of the charge
separation values reflects the similarity of the rate constants noted above and in
Figure 5.5b. Since the SC yields were already shown to be correlated with free
charge yields (Figure 5.5), the SC distances shown in Figure 5.6b represent critical
charge separations that must be achieved within the thermalization timescale in
order to generate free charges. Figure 5.6b shows that reasonably low values of β
(0.3 Å−1) consistently place the SC distances ∼ 2–3 nm greater than for CT states.
Even the maximum β value of 0.6 Å−1 places SC distances ∼ 1.5 nm greater than
for CT states. Considering the range of measured ln(kSC/kCT ) values, of possible
β values and of CT separations, we conclude that free charges are defined by
primary thermalized separations of ∼ 3–4 nm. The absolute distance scale could
be further refined by calculating distributions of β for charge recombination in
these materials (along the lines of reference [108]) and applying to the measured
rate distributions.

5.4 Conclusions

We were able to access a regime at low temperature where photogenerated charge
pairs are frozen at the separations at which they thermalize and slowly recombine
via tunneling. By fitting tunneling recombination dynamics to a double Gaussian
distribution of rate constants, we identified populations of CT states and SCs.
We observed a universal link between the yield of initial SCs at low temperature
and the yield of free charges identified by bimolecular charge recombination at
room temperature. We therefore conclude that in OPV devices, populations of
free (extractable) charges are established via long-range charge separation within
the thermalization timescale. Subject to assumed values of β ∼ 0.3 Å−1, we find
that initial charge separations of ∼ 3–4 nm equate to free charges at room temper-
ature in all material blends, and differences between materials are manifest in
their branching ratios. Our measurements support the various branching models
and augment them with spatial information. The bimodal recombination rate
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distribution, which also emerges from fits that do not presume its shape, provides
evidence of an energetic barrier between populations of CTs and SCs.

Because we recover information about primary charge pairs by freezing them
and resolving their subsequent recombination, we are unable to time-resolve the
distance coordinate of charge separation. Thus, we cannot distinguish between
direct long-range charge separation (perhaps aided by delocalization) and rapid
charge diffusion during thermalization. Nevertheless, the experiment and analysis
we have developed provides an insightful probe of the properties of initial charge
pairs. By resolving the effect of fullerene content in MEH-PPV blends, we found
that charge separation yields were dependent on forming fullerene crystals. How-
ever, the important role of the polymers was highlighted in blends that achieved
significant charge separation with minimal fullerene. We found that SCs were also
generated via fullerene photoexcitation. We expect the approach described to be of
considerable value in guiding new material development and may form the basis
of correlations against, for example disorder parameters, CT excitation energy,
quantum coherence, or delocalization lengths. By isolating distance distributions
achieved in the primary charge separation step, tunneling recombination measure-
ments are ideally positioned to test the validity of current and future models for
long-range charge separation.

5.5 Appendix I: Early MEH-PPV:PCBM recombination

An appreciable fraction of photogenerated charge pairs within MEH-PPV:PCBM
blends undergo recombination in less than 1 ns, faster than the time resolution of
our TA experiment when using the electronically delayed excitation source. Addi-
tional data was therefore collected using a 100 fs excitation pulse and mechanical
delay stage, capable of collecting data up to a delay of several nanoseconds. Data
from the two time ranges was normalized so as to coincide from 1–2 ns.

The combined datasets are shown in Figures 5.7 and 5.8. Also shown is the
relative amplitude of the fs and ps peaks, which is used to correct the free charge
fraction fitted from intensity-dependent recombination measurements (see Section
4.5).

The collected data represents the convolution of our instrument response
function R(t) and the true signal decay, S(t). This convolution is given by I(t) =∫
R(t− t′)S(t)dt′.
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Figure 5.7: Combined fs pump and ps pump kinetics for MEH-PPV:PCBM (1:1)
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If we take R(t) as a Gaussian pulse with FWHM = 700 ps, and S(t) as a mo-
noexponential with rate = 7.5× 108 s−1, a simple numerical calculation of the
convolution function predicts a relative amplitude of 0.49, in agreement with the
concatenated datasets shown in Figure 5.9.

5.6 Appendix II: Complete rate distribution fits

The complete plots and fitted parameters for the data shown in Figure 5.4 of
the main text are shown below (left side). The width of the bound charge pair
distribution was fixed, leaving four fitting parameters

The fitting routine proved to be exceptionally robust, with the same fitted
parameters being returned for a wide range of initial conditions. Fits for all
materials were calculated from identical initial conditions.

While the bimodal Gaussian distribution generates time-dependent recombina-
tion in excellent agreement with experiment, it is not a unique solution. One alter-
native is to define an ensemble of independent charge-pair populations, each with
a well-defined monoexponential decay rate. Compared to the double-Gaussian
fits, this approach is poorly parameterized and does not lend itself to physical inter-
pretation. However, it has the advantage of being without bias in the distribution
of rates (i.e. it does not presume a bimodal distribution).

The fits shown below (right side) feature 25 rates logarithmically spaced from
∼ 1010 to 102 s−1. The fitted parameters are the 25 initial populations for each rate,
with the initial condition being an equal distribution of charges across all rates.

While the approach is not always successful, in most cases we see the emer-
gence of a (somewhat noisy) bimodal distribution with an inter-peak minima
near 107 s−1 and a population distribution resembling those given by the double
Gaussian fits.
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Figure 5.5: Distributed rate constants (either bimodal gaussian or 25 individual
rates, logarithmically spaced) used to fit recombination decay in a range of OPV
blends.

5.7 Appendix III: Polarization anisotropy

Polarization anisotropy decay of the transient absorption signal was measured by
inserting a polarizing beamsplitter into the path of the probe pulse after interaction
with the sample, splitting the light into components parallel (‖) and perpendicular
(⊥) to the excitation pulse. By simultaneously measuring the transient absorption
of these components on separate channels, the time- and wavelength-dependent
polarization anisotropy r((T/T )) was given by:

r(∆T
T ) =

(
∆T
T

)
‖ −

(
∆T
T

)
⊥(

∆T
T

)
‖ + 2

(
∆T
T

)
⊥
. (5.5)

A non-zero polarization anisotropy indicates some net alignment of the ab-
sorption dipoles of the excited states with respect to the excitation pulse (with a
maximum possible value of 0.4 for a population of perfectly aligned dipoles with
respect to the excitation pulse polarization).

Figure 5.6 shows anisotropy probed at 800 nm, after excitation at 532 nm. For
time delay greater than 2 ns, the excitation light was generated as described in
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Section 5.2. For times less than 2 ns, 100 fs excitation pulses were generated in
an optical parametric amplifier (TOPAS) with pump-probe delay varied using a
mechanically controlled delay stage.
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Figure 5.6: Polarization anisotropy decay at 290 K and 10 K for the blends studied

Nearly all materials show drastically reduced anisotropy decay at 10 K, due to
charges becoming immobile at sufficiently low temperature. The only exception
is PCPDTBT:PCBM, which may reflect the fact that we probed the ground-state
bleach (GSB) in that case, which contains contributions from all excitations.

Interestingly, in P3HT:PCBM anisotropy is almost completely absent when the
sample is excited at 355 nm, a wavelength at which excited states are preferentially
generated on the PCBM molecule. Since the 800 nm probe is only sensitive to
cationic absorption within the polymer, we can conclude that no memory of dipole
orientation is retained in photogenerated holes from the initial excitation in PCBM.



Chapter 6

Ultrafast time-resolved measurement
of absorption cross-section and
population density via
probe-saturation effects in TA
spectroscopy

Abstract

Photoinduced absorption signals measured by transient absorption spectroscopy
are typically proportional to the product of absorption cross-section and excited
state density. We show that this approximation does not hold at high probe pulse
intensities, and introduce the use of probe intensity-dependent spectroscopy to
measure the singlet excited-state (S1 → S2) absorption cross section of the conju-
gated polymer F8BT as 1.6× 10−16 cm2±40% at 800 nm and 3.7× 10−16 cm2±30%

at 900 nm, with no variation over the time window surveyed.

The technique may be useful for quantifying salient parameters in many sys-
tems, such as branching yields in systems exhibiting singlet fission or triplet
production, or cross-sections required for photophysical models.

113
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6.1 Introduction

Transient absorption spectroscopy has proven to be an extremely successful tool
for investigating the nature of excited states in conjugated polymers and charge-
generating blends. However, while it allows accurate determination of time scales
associated with excited state processes, the amplitude of the measured signal is
almost universally interpreted in a qualitative fashion, with scarce consideration
of the absolute value of absorption.

In the case of a photoinduced absorption (PIA), under typical measurement
conditions the amplitude of the ∆T/T signal is proportional to the product of
the density N and absorption cross section σ of the excited states. Decoupling
these two parameters would unlock a wealth of new measurement opportunities.
Potential applications include the quantification of branching yields, such as pop-
ulations of nonemissive triplet excitons in polymer OLEDs or the identification
of fission or upconversion processes. The ability to measure the cross section of
various excitations (singlet/triplet excitons, bound or free charge polarons) and
their dependence on device nanomorphology would enhance our understanding
of key phenomena and allow us to fix parameters used in globally fitting photo-
physical kinetics. Time resolved measurements of excited state absorption cross
sections may even illuminate the role played by ultrafast delocalization in free
charge photogeneration.

A recent study by Reid and Rumbles [184] similarly seeks to quantify previ-
ously qualitative tools. They describe the use of microwave conductivity measure-
ments in conjunction with fluorescence quenching by exciton-charge annihilation
to determine the population density — and by extension the absorption coefficient
(in their case presented as the GHZ mobility) — of photogenerated polarons in
conjugated polymers. They also present a concise review of existing methods,
including pulse radiolysis TRMC [185] and chemical doping measurements. [186]

Determining N and σ via optical probes is typically done by estimating N

based on the number of absorbed pump pulse photons, although this can only
be applied to single species systems where no branching occurs, and assumes
that σ remains constant over time. In appropriate systems, chemical doping (for
example, to allow formation of triplets via intersystem crossing from heavy metal
atoms [42]) allows quantification of formation rates and therefore absorption cross
section.
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In this work, we use the hithero unexplored dependence of transient absorption
signal amplitude on probe intensity to decouple N and σ for the lowest lying
singlet excited state S1 of a conjugated polymer film. We find that, at high probe
intensity, a sufficient fraction of the exciton population is driven out of S1 that
the absorption of the probe approaches saturation, reducing the measured ∆T/T

signal. By numerically solving the rate equations describing this process and
recreating the probe intensity dependence, we are able to determine time-resolved
and wavelength-dependent values of N and σ. In addition, we find that increasing
the energy of the probe photons introduces additional transitions, such as by
two-photon excitation of S1, for which we are also able to assign absorption cross
sections.

6.2 Qualitative interpretation

In absorption spectroscopy, one can consider the absorption of light by a volume
of sample to take place by a number of absorbing units with population per unit
volume N , each having an effective (wavelength-dependent) cross-section σ. In
traditional ‘weak-probe’ absorption spectroscopy, absorption of the probe light by
the sample is generally approximated as causing a negligible reduction in ground
state population density. It is this approximation that allows formulation of the
well-known Beer-Lambert law,A = Nσl, whereN and σ are the population density
and absorption cross-section of the absorbing species, and l is the absorption
length.i A is the optical density of the sample, defined as A = − log(I/I0), the
relative attenuation of light intensity I from an initial value I0.

It is obvious that under these conditions the absorption (and by extension any
measured parameter) will always be proportional to the product Nσ. In situations
where we cannot fix either of these values, we can only measure the product Nσ.

It is possible, however, to conceive of a situation where the probing light is
sufficiently intense as to drive a significant population of the absorbing species
to a different state, potentially changing the optical density experienced by any
subsequent probing light (as illustrated in Figure 6.1). This saturation would occur
more readily for a sample with low number of excitations and large absorption
cross section than for a one with high number of exciations and low cross section,

iSometimes expressed as A = εcl for molar extinction coefficient ε and concentration c.
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even if these two hypothetical materials had an identical product Nσ. With some
knowledge of the excited state landscape for the material, a set of differential
equations could be formulated describing the rates of transitions, and solved
numerically to recreate the dependence of probe absorption on probe intensity.

l

S0

S1

Sn
ħω

S0

S1

Sn
ħω

ħω

dl

I

l

I ≃�
I0 e
-σNl

I ≠ I0 e
-σNl

I

l

Figure 6.1: The Beer-Lambert approximation fails under sufficient probe intensity.

6.2.1 Standard TA spectroscopy of F8BT

C8H17C8H17 N
S

N

*
*

Figure 6.2: F8BT structure

To investigate whether we could access a
regime where probe-saturation effects could
be observed, we decided to perform probe
intensity-dependent TA of the semiconducting
polymer poly[(9,9-di-n-octylfluorenyl-2,7-diyl)-
alt-(benzo[2,1,3]thiadiazol-4,8- diyl)] (F8BT).
This material was selected for its relatively well
understood excited state behavior and low rate
of inherent charge generation. In this sense, it provides a useful benchmark with
which to test our probe-saturation model.
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Figure 6.3: Broadband transient absorption map and spectra of a F8BT film excited
at 400 nm

The ideal film for observing saturation of the probe absorption would be
optically dense, to maximize the absolute amplitude of the ∆T/T signal and, by
extension, any deviations due to probe saturation effects. Additionally, the film
should have a very uniform thickness, since (as we will see below) film thickness
is a key parameter to fix when applying any model describing probe absorption.
A solution of F8BTii in choloroform (35 mg ml−1) was spin coated onto fused silica
substrates at 2000 RPM. The resulting film thickness was measured by Dektak
profilometer to be 705 nm, and had an optical density of 1.82 at 400 nm.

To check for interchain processes from aggregated polymer chains, a second
film was cast where the semiconducting polymer was dispersed in an inert matrix
of polystyrene. The F8BT:PS film was prepared by dissolving a 1:10 ratio of F8BT
and polystyrene in chloroform with a total concentration of 63 mg ml−1. Spin
coating at 2000 RPM yielded films with a uniform thickness of 1440 nm and optical
density of 0.44 at 400 nm.

TA spectroscopy was first undertaken with a broadband probe (supercontin-
uum generated by pumping a 3 mm sapphire plate with 100 fs pulses at 1300 nm
generated in an optical parametric amplifier), allowing us to investigate the excited
state landscape from 600–1000 nm. Figure 6.3a shows the resulting TA map of the
neat F8BT film after 100 fs excitation at 400 nm. The spectral region shown is dom-
inated by an excitonic photoinduced absorption extending into the near-infrared.
The edge of a positive ∆T/T signal is apparent near 600 nm, and is likely due to
stimulated emission. Some structure in the spectra between 800–900 nm may be

iiAmerican Dye Source, Inc., ADS133YE, MW 15.000–200.000
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due to residual 800 nm light in our probe pulse having different temporal and
spatial characteristics than the white light continuum. The entire spectrum decays
uniformly, allowing us to assign all features to the excitonic first singlet excited
state (S1).

Since they are due to a single population of excited states (i.e. N1 is fixed), the
spectra shown in 6.3b give us an intuitive feeling for the values that should be
returned by our probe saturation model. For example, we expect to find a higher
excited-state absorption cross-section at 900 nm than at 800 nm, but equal N1 at
both wavelengths, decaying in time as per the kinetics shown in Figure 6.3a.

Accurate fitting of absorption cross-section requires that we know the spatial
distribution of pump and probe energy density. We measured the shape of each of
these beams by placing the exposed CCD from a common webcam in the sample
plane of our experiment, as described in Chapter 2. Using the published pixel size
and pitch of the CCD, gaussian fits of the data gave us the FWHM of each beam.

6.2.2 Probe intensity-dependence

Before we can use probe-saturation effects to probe any physical parameters, we
must first check to see whether we are in fact able to observe any dependence of
signal magnitude on probe intensity! The effect is likely to be small, so we design
the experiment with the aim of maximizing the stability and repeatability of the
collected ∆T/T values at a given configuration of pump-probe delay, intensity,
and wavelength.

In order to quantitatively apply any model, we will need to know the number
of photons in our probe pulse. We therefore use a single wavelength probe, starting
with the 800 nm fundamental output of our chirped-pulse amplifier, which exhibits
excellent shot-to-shot stability. The probe light was passed through a 50/50 beam
splitter prior to interaction with the sample, with one of the subsequent pulses
used as a reference probe as described in Section 2.

Probe pulse intensity was adjusted with a variable-attenuator prior to inter-
action with the sample, and a second attenuator after the sample, to maintain
an ideal intensity at the spectrometer with which to take full advantage of the
dynamic range of our photodiode array and digitization circuitry. Probe intensity
at the sample ranged from 47 µJ cm−2 pulse−1 (limited by the sensitivity of our
photodiode array) to 990 µJ cm−2 pulse−1 (just below the threshold for significant
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two-photon excitation of the sample by the probe, determined by visual detection
of fluorescence).

Since we are not initially interested in kinetics, we can collect relatively large
datasets at each probe-light intensity and time point of interest. For the mea-
surements presented here, the probe light was dispersed over ∼20 pixels of our
photodiode array, and 30 sets of 1,000 ∆T/T values were collected at each probe
intensity. The error bars represent one standard deviation for that set of 20 × 30
∆T/T values.
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Figure 6.4: TA spectroscopy of the PIA at 800 nm in neat F8BT with pump-probe
delay fixed at 10 ps and 400 nm excitation fixed at 20 µJ cm−2 pulse−1. We see
a reduction in the excited state absorption as the probe intensity is increased,
approaching saturation of the absorbing population. Error bars represent one
standard deviation for the collected values at each probe intensity.

Excitation pulses with an energy density of 20 µJ cm−2 pulse−1 at 400 nm were
obtained by frequency doubling our 800 nm fundamental in a type-I BBO crystal,
exhibiting superior shot-to-shot and long term stability than pulses generated
in a parametric amplifier. By keeping the size of the pump spot at the sample
very large compared to the probe, we both simplify the interactions (as we can
approximate the probe beam as passing through a uniformly excited region of
the sample), and minimize the sensitivity of ∆T/T amplitude to pump and probe
alignment. The spot sizes were measured before every experimental run, and were
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typically found to have full width at half maximum (FWHM) values of 1120 µm
and 150 µm in the sample plane for the pump and probe, respectively.

Our sample was kept under dynamically pumped vacuum during the experi-
ment, to minimize photodegradation. While the probe intensities employed here
will strike many ultrafast spectroscopists as being sufficient to obliterate a thin
film in short order, we are protected by virtue of our probe wavelength being
far from resonance with the ground state transition. In this case, the density of
excitations in the sample is effectively limited by the pump, which is fixed at a
modest 20 µJ cm−2 pulse−1.

However, as data across a full range of probe intensities may take several hours
to collect, some photodegredation may take place. Additionally, we experience
drift of the TA signal amplitude due to fluctuations in beam intensity and align-
ment. Such drift is not a critical issue for typical qualitative TA experiments, but
is severly problematic here, as we need to compare absolute signal magnitude
across several meaurements. In order to remove such spurious influences, we
employed a measurement sequence whereby a low-intensity probe measurement
was collected after each high-intensity value. In the case shown in Figure 6.4,
the sequence was [47, 99, 47, 200, 47, 287, ...990, 47] µJ cm−2 pulse−1. The initial low
probe intensity measurement was then used as a reference point, with any devi-
ation of the following low power results used to determine a scaling factor by
which to correct their associated high intensity measurement. These corrections
tended to be fairly small, but did improve the quality of the fits introduced in the
following section.

The result of our preliminary probe-saturation experiment is presented in Fig-
ure 6.4. As predicted, we see a decrease in the amplitude of the photoinduced ab-
sorption with increasing probe intensity, from−8.30(18)× 10−3 at 47 µJ cm−2 pulse−1

to −7.58(16)× 10−3 at 990 µJ cm−2 pulse−1, where the stated errors are the stan-
dard deviation of the collected values for each data point.

6.3 A numerical model of TA probe absorption

6.3.1 Relevant transitions and rates

In order to develop a model that describes the absorption of our probe at intensities
beyond the Beer-Lambert regime, we must consider the various optical transitions
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taking place in our sample, and the effect of those transitions on the populations
of the relevant states.

S2(N2)

S1(N1)

S0(N0)

σ(1)(0→1)

σ(1)(1→2)

σ(1)(2→n) σ(2)(1→2)

σ(2)(0→1)

𝜏2

𝜏1

Figure 6.5: Schematic for a simple semiconducting polymer such as F8BT, showing
the relevant transitions that determine the population density N1 of the lowest
singlet excited state S1. Associated cross-sections for single-photon (σ(1)) and
two-photon (σ(2)) absorption are shown, along with excited-state lifetimes τ1 and
τ2.

Let us consider the first three singlet excited states of our system S0, S0, and S2,
with accompanying population densities N0, N1, and N2 as shown in Figure 6.5.
Electrons in each state can undergo either single- or two-photon absorption, with
effective absorption cross-sections for these events given by σ(1) and σ(2). Higher
order processes are also possible, but occur with negligible rate at the photon
fluences relevant to our experiment. Relaxation can occur either radiatively or via
internal conversion, with lifetimes τ1 and τ2. In the case of F8BT, relaxation from
S1 has been shown to be ∼50% radiative [187]).

In a typical TA experiment, the pump beam drives the ground state absorption
(with absorption cross-section σ

(1)
0→1) to establish an excited state population N1.

The goal of this work is to develop a time-dependent quantitative measurement
of N1 and σ

(1)
1→2. The effect of the other transitions must be considered, either by

quantifying their contribution, or by arranging the experiment such that their
contributions are negligible.

Our numerical model will be based on the following set of rate equations,
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developed from those formulated by Zhang et al. [188]:

dN0

dt
=
N1

τ1

−N0P0→1(r, z, t),

dN1

dt
= N0P0→1(r, z, t)−N1P1→2(r, z, t)− N1

τ1

+
N2

τ2

,

dN2

dt
= N1P1→2(r, z, t)−N2P2→n(r, z, t)− N2

τ2

,

(6.1)

with the transition rates given by

P0→1(r, z, t) =
σ

(1)
0→1(ω)I(r, z, t)

~ω
+
σ

(2)
0→1(ω)I2(r, z, t)

2~ω
,

P1→2(r, z, t) =
σ

(1)
1→2(ω)I(r, z, t)

~ω
+
σ

(2)
1→2(ω)I2(r, z, t)

2~ω
,

P2→n(r, z, t) =
σ

(1)
2→n(ω)I(r, z, t)

~ω
,

(6.2)

where ω and I(r, z, t) are light frequency and intensity. The temporal and spatial
disribution of the pump and probe pulses can be described by Gaussian dis-
tributions. Additionally, since we can assume the pulses propagate collinearly
through the sample, the geometry becomes cylindrically symmetric. The spatial
coordinates (r, z) therefore represent radial distance from, and position along, the
propagation axis respectively. We define (r0, z0) as the point at the center of the
pump and probe beams, on the incident face of the sample.

P0→1, P1→2, P2→n are transition rates, which correspond directly to the absorp-
tion that we measure in our TA experiment. While the rate equations cannot
be analytically solved, they do enable us to numerically predict the spatial and
temporal dependence of absorption on N and σ.

6.3.2 Implementation of the numerical model

For the following analysis we assume that the pump-probe delay is greater than
∼ 200 fs, so that absorption of the pump and probe can be treated as two inde-
pendent events. Additionally, the time between sequential shot pairs (333 µs for
the 3 kHz repetition rate of our laser) is much greater than either of the excited
state lifetimes (Figure 6.3a shows nearly complete relaxation after 1 ns). We can
therefore consider each pump-probe pulse pair to be independent events, acting
on initial excited state population densities (N1 = N2 = 0).
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We first consider pump absorption, which determines the population density
N1(r, z) experienced by the probe pulse. Now since N1 is to be one of our fitted
parameters, we do not want to calculate it outright from measurements of pump
intensity. However, we do need to take into condideration the variation in N1

with radial distance r and depth into the sample z. As long as our excitation
density is below the threshold for non-linear interactions such as exciton-exciton
annihilation, we can assume that all excited states decay uniformly, maintaining
shape of this spatial distribution throughout the sample regardless of the absolute
population density or the value of the pump-probe delay and of the decay rates τ1

and τ2. If we define this dimensionless spatial distribution as N ′1(r, z), our fitted
paramater will therefore be N1,peak, where N1(r, z) = N1,peakN

′
1(r, z).

Absorption of the pump pulse is well described by the Beer-Lambert equa-
tion, due to the relatively low pulse intensity (compared to the probe pulse) and
high density of ground-state absorbers. Measurements of the pump beam width
(rFWHM = 1120 µm) allow us to determine photon flux per unit area at the incident
face of the sample as a function of radial distance r. Since we also know film
thickness l and optical density A, the pump intensity throughout the sample (for a
spatially and temporally Gaussian pulse) is given by

I(r, z, t) = Ipeak exp
(
−4 ln 2[(r/rFWHM)2 + (t/tFWHM)2]− zA/l

)
. (6.3)

Integrating with time over a single pump pulse yields the energy density per
pulse, we get

U(r, z) = Upeak exp
(
−4 ln 2(r/rFWHM)2 − zA/l

)
. (6.4)

Since every absorbed photon generates a single excited state, the population
density in S1 is given by

N1(r, z) =
d

dz

(
−U(r, z)

~ω

)
, (6.5)

which (unsurprisingly) exhibits the same spatial distribution as pump intensity,
and can be expressed as:

N1(r, z) =


0, z < 0,

N1,peak exp (−4 ln 2(r/rFWHM)2 − zA/l) , 0 < z < l,

0, z > l.

(6.6)
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We can now consider absorption of the probe pulse, which is a little trickier
as we cannot assume exponential (Beer-Lambert) absorption. Instead, we must
include time as a variable in order to account for changes in the population
densitiesN0, N1 andN2 that take place as the pulse propagates through the sample.

Our approach is to split the system into m steps of r (0 < r < 2rFWHM) and
n steps of z (−6 c tFWHM < z < l). Our propagation axis is defined in order to
accomodate both the full probe pulse (over a range 6tFWHM, outside of which
intensity is negligible) and our sample thickness l.

We define am×n array representing population densityN1, which is initialized
according to equation 6.6. We define a second m × n array representing probe
intensity I . The temporal dependence of our pulse can be described by a gaussian
with tFWHM = 100 fs, which is converted into distance by the speed of light c
and used to initialize the probe intensity array with the probe pulse centered at
z = −3 c tFWHM as

I(r, z, t0) = Ipeak exp

(
−4 ln 2

((
r

rFWHM

)2

+

(
z + 3ctFWHM

ctFWHM

)2
))

. (6.7)

The time-dependent interaction between the probe and sample is then de-
termined by increasing the z position of the intensities in I one step at a time
(I(r, z + δz) = I(r, z)), and recalculating both the N1 and I array at each iteration
using the rate equations given in 6.1. Since the total time for the probe to propagate
through the sample is several orders of magnitude shorter than the lifetimes τ1

and τ2, we can ignore excited state relaxation for this calculation.

As our probe light is far from resonance with the single photon ground state
absorption, we can clearly take σ(1)

0→1 = 0. For now, we will also take σ(2)
0→1 =

σ
(1)
2→n = 0, but will return to them in the following section.

For each time iteration, we find the change in probe intensity and popula-
tion density due to the absorption processes described by the transition rates in
equation 6.3.1:

I(r, z + δz, t+ δt) = I(r, z, t)− I(r, z, t)N1(r, z, t)σ
(1)
1→2 δz

− I2(r, z, t)N1(r, z, t)σ
(2)
1→2 δz,

(6.8)
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N1(r, z, t+ δt) = N1(r, z, t)− I(r, z, t)N1(r, z, t)σ
(1)
1→2

~ω

− I2(r, z, t)N1(r, z, t)σ
(2)
1→2

2~ω
,

(6.9)

N2(r, z, t+ δt) = N2(r, z, t) +
I(r, z, t)N1(r, z, t)σ

(1)
1→2

~ω

+
I2(r, z, t)N1(r, z, t)σ

(2)
1→2

2~ω
.

(6.10)

The differing factor of two in the two-photon absorption term, is a result of the
number of photons + excitations not being conserved in this process. Also note
the new intensity has an offset along the z axis to account for propagation of the
pulse through the sample.

Once enough iterations have taken place for the pulse to pass completely
through the sample, we convert the I array from cylindrical to cartesian coordi-
nates in order to reform the imaged probe spot in the plane of the sample. The
measured probe intensity T is then found by integrating I over x, y, and z. By
taking the normalized difference of this value with the the probe intensity T prior
to interaction with the sample, we obtain our calculated value of ∆T/T that can
be compared with those obtained experimentally.

It is worth noting here that, when calculated in SI units, the above calculation
for a typical system involves multplying numbers of vastly different magnitudes
(~ ∼ 10−34, σ ∼ 10−16 cm2 = 10−20 m2, N ∼ 1017 cm−3 = 1023 m−3). Our model
therefore works in base units of nanometres, which serves to keep variables much
closer to unity, and avoid numerical errors such as stack overflows.

Figure 6.6 shows a set of probe intensity-dependent ∆T/T curves for a range
of cross-sections and initial population densities. In this case, σ(2)

1→2 = 0, and the
product σ(1)

1→2N1,peak was fixed to 10. This corresponds to a set of systems that
would generate identical signals in a traditional TA experiement. We see that, as
expected from our intial qualitative explaination discussed in Section 6.2, the set of
absorbers with high N and low σ are saturated more easily by the probe pulse. As
we show in the following section, this dependence will enable us to fit our model
to a range of experimental data and obtain time-resolved values of N and σ.

At this stage, the only free values in our model are N1,peak and the set of absorp-
tion cross-sections for whichever interactions we choose to include. The model
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Figure 6.6: Simulated probe intensity dependence of photoinduced absorption
for a series of absorbing species where N and σ are varied in such a way that
the product Nσ remains constant. It can be seen that the different cases are
indistinguishable under low probe intensity, but as probe intensity is increased,
the Beer-Lambert law becomes invalid (A 6= Nσl), decoupling N and σ.

is easily expandable, with additional transitions able to be added to equations
6.9 and 6.10 from the rates given in equation 6.3.1 or variations thereof for any
system of interest. Each additional transition added to the model adds a single free
parameter in the form of the cross-section σ for that process. These parameters
can be fixed to a value based on prior knowledge of the system, or left as a free
parameter to be fitted by a nonlinear minimisation algorithm.

6.4 Results

Figure 6.7 shows the data initially presented in Figure 6.4, with our probe satu-
ration model described in Section 6.3.2 fitted using the Nelder-Mead nonlinear
minimization algorithm (in MATLAB) to minimize the sum of squares of the
residuals between the experimental data and model. The two free parameters
were initial S1 population densityN1 and S1 single photon absorption cross-section
σ

(1)
1→2. The fitted curve falls within one standard deviation of the collected datasets

(indicated by the error bars). The lower panel of Fig. 6.7 gives us an indication of
the variation of N1 throughout the film, and of how saturated the S1→2 transition
is being driven by the probe beam at high intensities. At the center of the beam,



6.4. Results 127

on the incident face of the sample (i.e. (r0, z0)), almost half of the population of S1

has been excited to S2 at the highest probe intensity (990 µJ cm−2 pulse−1).
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Figure 6.7: Probe intensity dependence of the differential transmission of F8BT,
pumped at 400 nm (20 µJ cm−2 pulse−1) and probing at 800 nm with a fixed pump-
probe delay of 10 ps. Error bars show one standard deviation of the collected
values. The red line is a fit from our numerical model, with σ(1)

1→2 = 1.84× 10−16

cm2 and mean N1 = 6.34 × 1017 cm−3. Also shown are calculated population
densities of S1 and S2 at the most saturated point in the sample (r = 0, z = 0

corresponds to the center of the beam, on the incident face of the sample). We see
that at the highest probe intensity, almost half of the excitations are driven from S1

into S2 by the probe.

We can check the validity of our fitted parameters by measuring pump beam
power and calculating the expected population density N1 from equation 6.6. At
the center of the pump beam, this calculation gives a population density that
differs by a factor of ln 2 from the commonly used (and somewhat erroneous)
‘top-hat’ beam profile [189].

Taking our pump beam FWHM as 1120 µm, for the neat F8BT sample excited
with an energy density of 20 µJ cm−2 pulse−1, we estimate a mean initial popu-
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lation density N1 of 3.96× 1017 cm−3 within the excited region sampled by the
probe pulse. While on the same order of magnitude as our our fitted value of
6.34× 1017 cm−3, it suggests that our model is overestimating the population den-
sity by a factor of ∼ 3, taking into account that approximately half of the TA signal
has decayed by a time delay of 100 ps.

To investigate the behaviour of our model under a range of input condi-
tions, probe intensity dependent datasets were collected at three pump-probe
delays (500 fs, 30 ps, and 100 ps), at two excitation densities (10 µJ cm−2 pulse−1

and 20 µJ cm−2 pulse−1), and at two probe wavelengths (800 nm and 900 nm). The
range of behaviours expected under these variables is simple to predict. We should
see constant σ(1)

1→2 but decreasing N1 with increasing pump-probe delay, in propor-
tion to the kinetics shown in Figure 6.3a. Similarly, N1 should scale linearly with
pump energy density, but σ(1)

1→2 should be unaffected. Finally, our 900 nm probe
should measure greater σ(1)

1→2 than at 800 nm (see Figure 6.3b), while N1 should be
independent of probe wavelength.
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Figure 6.8: Fitted values of σ(1)
1→2 and N1 to probe intensity dependent TA of a neat

F8BT film. As expected, σ(1)
1→2 is dependent on probe wavelength but independent

of excitation density. The reverse is true for N1, which also decays in proportion to
the photoinduced absorption measured from 650–750 nm by standard TA (see Fig.
6.3a).

Figure 6.8 shows the time, excitation density, and probe wavelength depen-
dence of our fitted parameters N1 and σ

(1)
1→2 for the neat F8BT film. While there

are a few outlying points, in general the fitted parameters very closely reflect the
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changing experimental configuration. Fitted absorption cross section shows no
trend with pump-probe delay time or excitation density, with σ

(1)
1→2(900 nm) ≈

2σ
(1)
1→2(800 nm), as expected from the standard TA spectroscopy. The population

density is found to decay in excellent agreement with the TA kinetics, which are
shown as a grey dashed line with appropriate scaling in order to compare with
fitted N1.

The range of experimental configurations was repeated with the F8BT:polystyrene
film, in order to check for any effects due to interchain interactions or morphology.
The results are shown in Figure 6.9. While the blended sample was significantly
thicker than the neat film, the lower density of F8BT resulted in a less optically
dense film (A = 0.44, c.f. 1.82 at 400 nm for the neat film). The result was a lower
absolute ∆T/T signal magnitude, and therefore somewhat noisier datasets. Sat-
isfyingly, the fitted cross-sections are in good agreement with the blended film,
while excited state population density was accordingly lower than in the blend.
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Figure 6.9: Fitted values of σ(1)
1→2 and N1 to probe intensity dependent TA of a

blended F8BT:polystyrene film. As expected, σ(1)
1→2 is dependent on probe wave-

length but independent of excitation density, while the reverse is true for N1.

To return to our comparison of fitted N1 with values estimated using pump
intensity, Table 6.1 presents the results from the t = 500 fs dataset. These values
should closely match the intitial excited system, as the kinetics indicate negligible
relaxation from S1 within 500 fs. We can see that the model returns population
densities that all seem to exceed our expected value by a factor of ∼ 2.5–3 . While
this could be due to probe absorption processes that are unaccounted for in our
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Expected N1 N1, t =500 fs σ
(1)
1→2, t =500 fs

/1017cm−3 /1017 cm−3 /10−16 cm2

F8BT 1120 µm 680 µm 800 nm 900 nm 800 nm 900 nm
10 µJ cm−2 1.98 5.37 6.54 5.26 1.44 4.03

20 µJ cm−2 3.96 10.7 9.64 10.3 2.12 4.21

F8BT:PS 1120 µm 680 µm 800 nm 900 nm 800 nm 900 nm
10 µJ cm−2 0.626 1.70 1.57 1.27 1.50 3.67

20 µJ cm−2 1.25 3.40 3.81 3.74 1.31 3.02

Table 6.1: Fitted parameters for neat F8BT film (l =705 nm, A =1.82 @ 400 nm)
and F8BT:PS film (l =1440 nm, A =0.44 @ 400 nm). The “Expected N1” value is
an estimate of initial excitation density based on pump power and film optical
density and thickness.

model, it is surprising that by all other measures the fitted parameters behave
exactly as expected in response to changes in experimental configuration.

Another possibility is that our measurement of pump spot size is not correct.
Indeed, the very large spot used does not fit entirely on the webcam CCD element
that we use to measure beam widths. Table 6.1 includes a second column of
esimated initial population densities, assuming a pump FWHM of 680 µm. The
resulting densities are in good agreement with all of the fitted population densities.

6.4.1 Two-photon absorption by excited states

We will now consider several of the transitions shown in Figure 6.5 that have not,
to this point, been included in our numerical model of probe absorption.

Two-photon absorption from the excited state S1 occurs with rate N1(n,r,t)I2(r,z,t)σ
(2)
1→2

2~ω

given by Equation 6.3.1. The non-linear increase in absorption with probe inten-
sity serves to increase ∆T/T over a certain range of probe intensity, before N1 is
sufficiently depleted for saturation to cause the previously described reduction in
signal amplitude.

The two photon cross section from an excited state is particularly difficult to
determine, and will be strongly dependent on probe wavelength. In particular,
if the energy of two probe photons is enough to ionize any excitations from S1,
the continuum of states available to those ionized electrons could reasonably be
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expected to result in a particularly large two photon absorption cross-section (i.e.
oscillator strength).

If we approximate the energy of electrons in the S1 state as being equal to
the LUMO energy in our polymer (−3.3 eV in F8BT [49, 114, 190]) minus 0.25 eV
to account for exciton binding energy, then the onset for this strong two photon
absorption should be at energies above 1.78 eV (i.e., at wavelengths shorter than
697 nm).
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Figure 6.10: TA pumped at 400 nm (45 µJ cm−2 pulse−1). We see that at higher
probe energies (in this case, 700 nm), two-photon absorption of the probe becomes
significant. The two-photon cross section σ

(2)
(1→2) is set to 0 in 6.10a, but was left

as a free parameter in 6.10b, where fitted values were σ(1)
1→2 = 1.11× 10−16 cm2,

σ
(2)
(1→2) = 1930 GM, N1,mean = 2.64× 1017 cm−3.

We collected probe intensity dependent TA of a neat F8BT film (750 nm thick,
A = 1.88 at 400 nm) with a 700 nm probe, shown in Figure 6.10a. As predicted,
there is an initial increase in signal amplitude with probe intensity, a trend that
is absent in the data from the longer wavelength probes, and that the model
is unable to reproduce when σ

(2)
1→2 = 0. When the two photon cross section is

included as a third free parameter in our model the trend is well fit by the data.
The curve in 6.10b is the predicted probe dependence with fitted parameters N1 =

3.6× 1018 cm−3, σ(1)
1→2 = 2.3× 10−17 cm2 and σ

(2)
1→2 = 1934 GMiii. It is difficult to

know whether this represents a realistic value of the two photon cross section for

iii1 GM = 10−50 cm4 s photon−1 [191]
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S1, as a search of the literature did not return any values of σ(2)
1→2 for semiconducting

polymersiv. However it is clear that the inclusion of this effect was crucial for
reproducing the observed trend.

6.4.2 Placing boundaries on sequential absorption effects

Single photon absorption from S2 occurs from S2 with rate N2(n,r,t)I(r,z,t)σ
(1)
2→n

~ω . Like
the other transitions, it represents a potential source of error for our model. Similar
to σ(2)

1→2, σ(1)
2→n will increase the amplitude of our ∆T/T signal by allowing more

than one probe photon to be absorbed per initial pump excitation. Of course, the
process is limited by the population density of S2, which is itself populated by
the probe pulse. Absorption by excited states in S2 can therefore be considered a
sequential absorption process (see [188]).

In order to determine the degree to which this process contributes to overall
probe absorption, we conducted pump-push-probe spectroscopy of a neat F8BT
film. In this experiment, an initial pump pulse at 400 nm (identical to the one
used in the previous sections) is followed by an intense 800 nm ‘push’ pulse that
drives excitations from S1 to S2, determining the population densityN2 (replicating
the effect of the probe pulse in our previous experiments). Finally a broadband
probe (NOPA, 550–850 nm) is used to measure the absorption of the system. By
chopping the pump at f/2 and the push at f/4 (where f is the repetition rate of
our laser), we can reject the absorption of our probe due to excitations directly
from the pump, and determine the contribution ∆(∆T/T ) due exclusively to the
effect of the push pulse on N1, given by

∆

(
∆T

T

)
=

(
∆T
T

)
pushed

−
(

∆T
T

)
∆T
T

−
(

∆T

T

)
pump off, pushed

, (6.11)

where the final term is a background subtraction to remove any signal due to the
probe acting directly on the ground state via two photon absorption (i.e. the σ(2)

0→1

transition).
Figure 6.11a shows a map of ∆(∆T/T ) for a blended F8BT:polystyrene film

where the arrival time of the push pulse at the sample was fixed with respect

ivTo give at least one point of reference, ground state two-photon cross sections as high as σ(2)
0→1 =

3700 GM have been measured in centrosymmetric donor-acceptor-donor molecules optimised for
TPA [192].
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to the pump. The delay time stated is therefore push-probe delay, with kinet-
ics of the main features presented in Figure 6.11b. The pump energy density
was 42 µJ cm−2 pulse−1, while the push power delivered approximately the same
energy density to the sample as the highest probe intensity used in Section 6.4
(∼ 1 mJ cm−2 pulse−1).
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Figure 6.11: (∆
(
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)
) Pump-push-broadband probe spectroscopy of F8BT:PS.

The positive signal at our wavelengths of interest (800 and 850 nm) shows that
P(2→n) < P(1→2).

We see an initial fast decay taking place within our instrument response time
(∼ 200 fs) followed by a long lived feature that is constant over the 40 ps window
of the experiment. The signal has a peak magnitude of 6× 10−4 and a spectral
shape that is effectively an inverted version of the standard TA spectra presented
in Figure 6.3a, indicating that the effect of the push pulse here is a decrease in
photoinduced absorption - and therefore of the magnitude of the standard TA
signal (which itself had had a peak magnitude of 11× 10−3).

From this we can infer that the contribution of the σ(1)
2→n transition to absorption

of the probe is significantly less than that from the σ(1)
1→2 transition. In fact, we have

a good idea of the relative fraction of excitations in S1 and S2 from our previous
calculations, (as illustrated in the lower panel of 6.7), where under the most intense
probe intensities the mean fraction of total excitations in S2 throughout the sample
was N2,final/N1,initial ≈ 0.79 × 1017/3.8 × 1017 = 20%. We can therefore make a
ballpark estimate of σ(1)

2→n ≈ 1
0.2

6×10−4

11×10−3σ
(1)
1→2 = 0.4× 10−16 cm2 using our previously
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fitted value of σ(1)
1→2 as a reference. Plugging this cross section back into the model

and recalculating the fits presented in Table 6.1 results in a reduction in fitted N1

of ∼ 25%.
We attribute the remnant signal extending beyond 10 ps to charge pairs gener-

ated via excitation to higher lying singlet states, as has been shown to occur due to
singlet-singlet annihilation in F8BT [119] and as a result of intense push pulses in
other neat polymers [193].

We can conclude that sequential absorption by excitations in the S2 state con-
tributes an appreciable effect to the probe intensity dependence of our system.
However, the effect is insufficient to explain the threefold discrepancy between
the estimated and fitted values of N1 shown in Table 6.1, which would require an
S2 cross section σ(1)

2→n ≈ 3× 10−16 cm2.

6.5 Single-shot probe intensity dependence

The use of probe intensity dependent TA holds promise as a method for quantify-
ing previously qualitative spectroscopic measurements, and for elucidating the
interplay between competing absorptive processes in semiconducing materials.
The main experimental challenges for the technique relate to the neccessary sta-
bility and repeatability of the pump and probe light, as well as the large dataset
required, both of which result in this method being rather time-costly.

Both of these issues could be addressed by recognising that a single laser
pulse exhibits a range of intensities, with a well defined spatial distribution (i.e.
gaussian with r) that could be harnessed to enable ‘single-shot’ probe saturation
spectroscopy. Such an experimental configuration would be identical to the one
described above, with the exception that the region of interaction in the sample
would be imaged (via telescopic optics) directly on to the detector array, rather than
through a polychromator. The pixels of the array would then each be measuring
TA on a different point in the sample, with those points each experiencing a
different probe intensity based on their distance from the center of the optical axis.

Figure 6.12 shows the spatial dependence of measured ∆T/T in the plane
of the sample calculated for two probe intensities using the probe absorption
model described in Section 6.3.2. In this calculation, as with our experiment, the
pump spot is much larger (FWHM = 1120 µm) than our probe (FWHM = 150 µm).
We can see that at the low probe power, the distribution of ∆T/T is determined
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Figure 6.12: Map of probed ∆T/T values as a function of position on the incident
face of the sample.

exclusively by the shape of the pump pulse. At high probe intensity, the probe
sufficientyl depletes N1 near the center of the beam to cause a significant reduction
in ∆T/T . If a strip of this probe light was then imaged on to a linear array, a
spatially dependent ∆T/T curve such as that in Figure 6.13 could be detected
which would be characteristic of N1 and σ

(1)
1→2 for that sample.

The collection of all required probe intensities simultaneously would eliminate
the experimental challenges of laser and sample stability, and of collection time.
The main complication with the single shot method — and the reason why we
have not implemented it ourselves — is the need to collect probe light of a wide
range of intensities while somehow keeping the count on each pixel within the
useable dynamic range of the digitization circuitry. The most likely solution to this
is to use a graduated attenuator matched to the distribution of probe intensities.
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Figure 6.13: Single shot spatially resolved transient-absorption spectroscopy at
a range of probe pulse energies. At high probe energy greater saturation of the
signal occurs in the more intense regions of the probe pulse.

6.6 Conclusions

We have demonstrated that the use of intense probe pulses in TA spectroscopy may
drive a sufficient fraction of the absorbing species to a higher state that subsequent
probe absorption is reduced. As a result, the Beer-Lambert approximation fails to
predict the magnitude of absorption by excited states, resulting in a decoupling
of excited state cross-section and population density. We were able to detect this
effect in the conjugated polymer F8BT by the use of highly stable and sensitive
spectroscopy techniques.

A numerical model was developed that predicts probe absorption under high
intensities, and was fitted to the measured probe-dependent TA data, returning
values of the excited state S1 → S2 single photon aborption cross-section σ(1)

1→2 =

1.6× 10−16 cm2±40% at 800 nm, and 3.7× 10−16 cm2±30% at 900 nm, where the
stated errors represent two standard deviations of the values determined over
several measurements.

The effect of absorption by other processes was discussed, and shown by
pump-push-probe spectroscopy to be a negligible effect at the wavelengths of in-
terest, though significant two-photon absorption occured when probing at shorter
wavelengths.
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The method currently requires time consuming and repetitive measurements,
and the implementation of a single-shot probe intensity-dependent experiment
was described. The technique may be useful for quantifying salient parameters in
many systems, such as branching yields or cross-sections required for photophysi-
cal models.
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Chapter 7

Summary & future work

Organic photovoltaics are an emerging technology with the potential to provide a
widespread and low cost source of solar energy. Despite the significant progress
made over the last decade, improvements in power conversion efficiency are still
required for their implementation to take place on a wide scale.

Understanding the process by which tightly bound charge pairs overcome their
mutual attraction is crucial to guiding the design of the next generation of OPVs.
The process represents an interesting puzzle, as traditional theories fail to explain
the rate and efficiency of charge separation that is observed to take place in many
of these materials. An emerging set of theories invoke delocalization of primary
excitations on ultrafast timescales that are able to couple to the manifold of excited
charge-transfer states, enabling sufficient separation to overcome the Coulombic
binding energy. A central feature of this model is a branching of photogenerated
charges on ultrafast timescales into bound and well separated populations. Mea-
surement of key parameters in this process will enable further development of our
understanding, and guide the design of more efficient materials.

Chapter 2 of this thesis described the design and construction of an ultra-
sensitive transient absorption spectrometer capable of invesigating excited state
photophysics in thin films over a continuous window from 100 fs to arbitrarily
long time scales. In Chapter 3 we undertook an analysis of the sources of noise
in TA spectroscopy, and introduced a novel and counter-intuitive application of
highly-chirped broadband pulses that effectively resulted in a better than fivefold
improvement in sensitivity simply through the addition of a glass block in the
beam path. The technique was tested by measuring the kinetics of charge for-
mation in P3HT:PCBM in a 30 minute lab session with sensitivity in differential

139
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transmission of approximately 3× 10−6. Future work in the lab mainly involves
expanding our measurement window to different energies (i.e. further into the
infrared), and to shorter times through the construction of an optical compressor.

In Chapter 4 we presented broadband TA of a range of OPV blends of varying
performance, generating a library of samples amongst which to compare results
from several spectroscopic techniques. The dependence of recombination rate on
intensity was used to measure the yield of well separated charges, which provides
a better indication of device efficiency than simple reocombination measurements
such as charge lifetime. Finally, we briefly discussed the reconciliation of electronic
and optical measurements of recombination, resulting in a combined technique
capable of resolving charge recombination over an exceptional range of timescales
(10−13–10−2 s) and charge densities (1013–1019 cm−3 and above).

In Chapter 5 we showed that we were able to access a regime at low tempera-
ture where all charges are effectively frozen out after the charge generation process,
and forced to recombine geminately by tunneling. The sensitive dependence of
tunneling rate on distance provides us with a useful ruler with which to measure
the separation of charges immediately following separation. The rates at which
tunneling recombination takes place turn out to be distributed bimodally, with the
relative population in each node strongly correlated with the free charge fractions
measured in Chapter 4. When taking reasonable values for the distance depen-
dence β of tunneling, this suggests a critical separation for free charge generation
of 3–4 nm.

Expansion of this work would involve measurements of tunneling recom-
bination at different energies, particularly in the infrared where the different
subpopulations may be able to be individually targeted. Measurements to rule
out or confirm the possible influence of triplet excitons, particularly in the room-
temperature recombination measurements, would be useful. This could potentially
be done via broadband infrared TA, [40, 101] or THz spectroscopy. [17] It would
also be fascinating to employ a reexcitation pulse, to see if the pathways for charge
separation could be re-accessed, and if this could be detected in a redistribution of
tunneling recombination rates.

Finally, in Chapter 6 we presented the use of probe intensity-dependent spec-
troscopy, in which the time-resolved excited state absorption cross-section and
population density can be measured. We find the single photon aborption cross-
section of the first singlet excited state in F8BT to be σ(1)

1→2 = 1.6× 10−16 cm2±40%
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at 800 nm, and 3.7× 10−16 cm2±30% at 900 nm, where the stated errors represent
two standard deviations of the values determined over several measurements.
This technique could prove extremely useful in quantifying branching yields, for
example in materials exhibiting singlet fission or triplet formation, or even in
illuminating the role played by ultrafast delocalization in free charge photogenera-
tion.

Further work must be done to make the probe saturation measurement practi-
cal, as the long and repetitive measurements in its current form are an impediment
and source of error. A single-shot probe saturation method has been proposed,
and could be implemented with a small amount of specialized optics. The real
acid test for the method would come when applying it to systems with more than
one excited state species – for example in charge generating blends.
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[139] A. Pivrikas, G. Juška, A. Mozer, M. Scharber, K. Arlauskas, N. Sariciftci, H. Stubb, and
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