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Abstract

Let N be a set of matroids. A matroid, M, is N -fragile, if for every element
e, either M\e or M/e has no minor isomorphic to a member of N . This thesis
gives new results in matroid representation theory that elucidate the relationship
between N -fragile matroids and excluded minors.

Let P be a partial field, and let N be a set of strong stabilizers for P. The first
main result of this thesis establishes a relationship between N -fragile matroids
and excluded minors for the class of P-representable matroids. We prove that if an
excluded minor M for the class of P-representable matroids has a pair of elements
a,b such that M\a,b is 3-connected with an N -minor, then either M is close to
an N -minor or M\a,b is N -fragile. The result motivates a study of the structure
of P-representable N -fragile matroids.

The matroids U2,5 and U3,5 are strong stabilizers for the U2 and H5 partial fields.
The second main result of this thesis is a structural characterisation of the U2-
and H5-representable {U2,5,U3,5}-fragile matroids. We prove that these matroids
can be constructed from U2,5 and U3,5 by a sequence of moves, where, up to
duality, each move consists of a parallel extension followed by a delta-wye or a
generalised delta-wye exchange.

Finally, we obtain a bound on the size of an excluded minor M for the class of U2-
or H5-representable matroids with the property that M has a pair of elements a,b

such that M\a,b is 3-connected with a {U2,5,U3,5}-minor. Our proof uses the first
and second main results of this thesis.
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Chapter 1

Introduction

Matroids axiomatise the properties of dependence displayed by finite sets of vec-
tors in a vector space. A matroid M that arises from the column vectors of a
matrix A with entries in a field F is said to be F-representable, and the matrix A

is called an F-representation of M. Of course, for a fixed field F, not all matroids
are F-representable. It is a fundamental problem in matroid representation theory
to characterise the matroids that are F-representable.

The class of F-representable matroids is closed under the minor operations, so
an attractive way to characterise the class of F-representable matroids is via a
list of excluded minors, that is, a list of minor-minimal matroids that are not
F-representable. In general, the number of excluded minors for a class of F-
representable matroids can be infinite, and moreover the list of excluded minors
can be as rich as possible [16]. However, in contrast to the situation for infinite
fields, Rota conjectured in 1970 that for each finite field F, there are, up to iso-
morphism, only finitely many excluded minors for the class of F-representable
matroids. Rota’s Conjecture is probably the most well-known conjecture in ma-
troid theory. Geelen, Gerards, and Whittle [7] recently announced, after 15 years
of intensive research, that they have extended the Graph Minor Structure Theo-
rem of Robertson and Seymour [30] to matroids representable over finite fields,
and, combining this powerful tool with other results, they have proved Rota’s
Conjecture [6]. In addition to being a beautiful result, the proof of Rota’s Conjec-
ture has a number of important theoretical implications. For example, certifying
non-representability over a finite field requires only a constant number of rank
evaluations [10].

1



2 CHAPTER 1. INTRODUCTION

Although Geelen, Gerards, and Whittle have settled Rota’s Conjecture, the prob-
lem of finding the complete list of excluded minors, or even finding a computable
bound on the number of excluded minors, remains an open problem for all but
three finite fields: In 1958, Tutte showed that there is exactly one excluded minor
for the class of matroids representable over GF(2) (see [20, Theorem 6.5.4]); In
1979, Bixby and Seymour independently proved that there are four excluded mi-
nors for GF(3) (see [20, Theorem 10.2.1]); In 2000, Geelen, Gerards, and Kapoor
[5] proved that there are seven excluded minors for GF(4). As the timeline of
progress suggests, new excluded-minor characterisations are extremely difficult
to obtain, and each requires the development of new techniques. This thesis is
part of an on-going research project with the aim of extending the techniques
and ideas of [5] to find new excluded-minor characterisations. In particular, it is
hoped that the project will lead to an excluded-minor characterisation of the class
of GF(5)-representable matroids. Given the obstacles that we shall describe next,
and the explosion in the number of excluded minors (see [17]), the class of GF(5)-
representable matroids is almost certainly the last open class of F-representable
matroids for which an excluded-minor characterisation is possible.

A serious obstacle to extending the techniques of [5] to GF(5) and other fields
is that, in general, a matroid may have inequivalent representations over a field.
Recall that two F-representations of a matroid M are equivalent if one can be
obtained from the other by some sequence of elementary row operations, column-
scalings, and field automorphisms. The excluded-minor characterisations of the
classes of GF(2)-, GF(3)-, and GF(4)-representable matroids all relied crucially
on being able to control the number of inequivalent representations over these
fields: matroids are uniquely representable over GF(2) and GF(3); in general,
a matroid can have inequivalent representations over GF(4), but a result of Kahn
[14] shows that a viable form of unique representability can be recovered if we im-
pose some connectivity restrictions and we fix a GF(4)-representation of a U2,4-
minor. We say that U2,4 is a strong stabilizer for GF(4) (see [8]), which will
be defined in generality in Section 1.1. Kahn conjectured further that imposing
3-connectivity would be enough to bound the number of inequivalent represen-
tations over any finite field, but later Oxley, Vertigan, and Whittle [23] proved
that 3-connected matroids can have up to six inequivalent GF(5)-representations,
and that no bound exists on the number of inequivalent GF(q)-representations for
q > 5.
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The result of Oxley, Vertigan, and Whittle [23] shows that, in contrast to the situ-
ation for GF(4), we cannot control inequivalent representations over GF(5) with
3-connectivity. However, the existence of a bound on the number of inequiva-
lent representations for 3-connected GF(5)-representable matroids gives rise to
some natural subclasses, namely the 3-connected GF(5)-representable matroids
with at least k inequivalent representations for k = 1,2, . . . ,6. Pendavingh and
Van Zwam [27] proved that, for such matroids with a {U2,5,U3,5}-minor, each of
these subclasses corresponds to a class of matroids representable over a partial
field H1,H2, . . . ,H5 =H6, the so-called Hydra-k partial field for k ∈ {1,2, . . . ,6}.
Roughly speaking, a partial field is an algebraic structure like a field, and the fa-
miliar matroid notions for representation extend from fields to partial fields in the
natural way. Partial fields will be formally defined in Section 1.1. It follows from
a result of Whittle [37] that we can recover unique representability in the base
class of this family, the class of H5-representable matroids, provided we maintain
3-connectivity and we fix an H5-representation of a {U2,5,U3,5}-minor.

We can therefore view the class of H5-representable matroids as an appropriate
setting for extending the techniques of [5]. In theory, while also being of interest in
its own right, an excluded-minor characterisation of the class of H5-representable
matroids gives some traction towards an excluded-minor characterisation of the
class of GF(5)-representable matroids. Van Zwam [35] proved that the excluded
minors for the class of H5-representable matroids that belong to the class of H4-
representable matroids can be used to recover unique representability over the H4

partial field. We would then seek an excluded-minor characterisation of the class
of H4-representable matroids, and so on. Thus an excluded-minor characterisation
of the class of H5-representable matroids can be viewed as the first major goal of
the project.

In addition to studying the class of H5-representable matroids, we can simulta-
neously study the closely-related subclass of 2-regular or U2-representable ma-
troids. Indeed, Semple [32] proved that we can recover unique representability for
the class of U2-representable representable matroids if we impose 3-connectivity
and fix a U2-representation of a {U2,5,U3,5}-minor. To motivate our interest in
this class of matroids, recall that the U2 partial field was introduced by Semple
[32] as part of the family of k-regular or Uk partial fields for k ≥ 0. The class
of U0-representable matroids is the well-known class of regular matroids, that
is, the class of matroids that are F-representable for any field F. The next class
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of U1-representable matroids, also known as the class of near-regular matroids,
corresponds to the class of matroids that are F-representable for all fields F such
that |F| ≥ 3 (see Whittle [36]). Excluded-minor characterisations have been given
for both the class of regular matroids (see [20, Theorem 10.1.1]), and the class
of near-regular matroids [12]. Unfortunately, the class of U2-representable ma-
troids is only a proper subclass of the class of matroids that are F-representable
for all fields F such that |F| ≥ 4. However, we believe that the excluded minors
for the class of U2-representable matroids would help to illuminate the structure
of matroids that are F-representable for all fields F such that |F| ≥ 4, and would
certainly raise interesting questions for future research.

Having established the classes of matroids of interest, we seek to generalise and,
where possible, upgrade the techniques of [5]. A specific goal of the project, and
in particular of this thesis, is to exploit the connection between excluded minors
and the structure of “fragile” matroids. For a set N of matroids, we say that a
matroid, M, is N -fragile, if for every element e, either M\e or M/e has no minor
isomorphic to a member of N . The connection beween fragility and excluded
minors was first used implicitly in [5], and, roughly speaking, we can identify
two steps that are important in bounding the size of an excluded minor. One
step involves showing that an excluded minor for the class of GF(4)-representable
matroids is not far away from a {U2,4}-fragile minor, while the other step uses the
structure of the GF(4)-representable {U2,4}-fragile matroids to bound the size of
this {U2,4}-fragile minor. It is these two steps that we generalise in this thesis.

We note that evidence to support a general connection between excluded minors
and classes of N -fragile matroids can be found already in the work of Mayhew,
Whittle, and Van Zwam [19]. Recall that the branch-width of a matroid M is,
roughly speaking, an integer k that encodes the property that M can be decom-
posed in a tree-like way into k-separating pieces. They prove that, for any partial
field P, if the N -fragile matroids in the class of P-representable matroids have
bounded branch-width, where N is a set of strong stabilizers for P, then there are
only finitely many excluded-minors for the class of P-representable matroids that
have an N -minor. Thus the work in this thesis can be seen as the natural next
step in further exploiting this connection: to see what can be gained by employing
exact structure as in [5] over qualitative structure in the form of branch-width.

In Chapter 2, we generalise the property that an excluded minor for the class of
GF(4)-representable matroids is not far away from being a GF(4)-representable
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{U2,4}-fragile matroid. We prove the following result.

Theorem 1.0.1. Let P be a partial field, let M be an excluded minor for the class

of P-representable matroids, and let N be a strong P-stabilizer minor of M such

that |E(N)| ≥ 4 and N is neither a wheel nor a whirl. If M has a pair of elements

a,b such that M\a,b is 3-connected with an N-minor, then there is some excluded

minor M′ that is ∆-∇-equivalent to M′′ ∈ {M,M∗} with a minor N′ ∈ {N,N∗},
and a pair of elements a′,b′ such that M′\a′,b′ is 3-connected with an N′-minor

such that at least one of the following holds:

(a) |E(M′)| ≤ |E(N′)|+16; or

(b) min{r(M′),r∗(M′)} ≤max{r(N′),r∗(N′)}+7; or

(c) M′\a′,b′ is an {N′}-fragile matroid.

In fact, we prove a stronger result that both implies Theorem 1.0.1 and gives us
more information about the labelling of the elements of the N-fragile matroid
M\a,b relative to a basis. We note that, at this time, the bounds obtained in
Theorem 1.0.1 are too large for us to feasibly search for such excluded minors.
However, we believe that it will be possible to sharpen these bounds in future
work.

The hypothesis in Theorem 1.0.1 that M has a pair of elements a,b such that
M\a,b is 3-connected with an N-minor may seem unusual, since we are currently
only guaranteed a pair a,b such that M\a,b is 3-connected up to series pairs with
an N-minor. However, we strongly believe that, up to duality and a single ∆-∇-
exchange, only small excluded-minors and those with some specific structure will
not possess a pair of elements to delete to be 3-connected with an N-minor. To
explain some of the grounds for this belief, we note that Williams [39] has proved
that if M is a 3-connected matroid with at least 13 elements, then, up to duality
and a single ∆-∇-exchange, either M has a pair of elements a,b such that M\a,b is
3-connected or else M is a spike. We therefore anticipate that a Splitter Theorem
analogue of Williams’ result will be obtained in future research.

In Chapter 3, with Theorem 1.0.1 and the classes of H5- and U2-representable
matroids in mind, we characterise the structure of the {U2,5,U3,5}-fragile ma-
troids that are H5- and U2-representable. The motivation for such a characterisa-
tion comes from [5], where the property that the only 3-connected {U2,4}-fragile
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matroids that are GF(4)-representable are whirls is used implicitly, and the struc-
ture of whirls was key in bounding the size of an excluded minor for the class of
GF(4)-representable matroids. Similarly, the only 3-connected {U2,4}-fragile ma-
troids that are U1-representable are whirls, which was crucial in bounding the size
of an excluded minor for the class of U1-representable matroids in [12]. Thus
we believe that Theorem 1.0.1 together with the structure of the 3-connected
{U2,5,U3,5}-fragile matroids will be enough for us to bound the size of an ex-
cluded minor for the classs of H5- and U2-representable matroids.

We note that the study of classes of N -fragile matroids, sometimes un-
der a different name, includes characterisations of the following classes:
the U2,4-fragile matroids [25]; the binary {F7,F∗7 }-fragile matroids [34, 4];
the binary {F7,F∗7 ,M

∗(K3,3),M∗(K5)}-fragile matroids [15]; and the graphic
{M(K3,3),M(K5)}-fragile matroids [11]. We characterise the H5- and U2-
representable {U2,5,U3,5}-fragile matroids as follows.

Theorem 1.0.2. Let M′ be a 3-connected strictly {U2,5,U3,5}-fragile H5- or U2-

representable matroid. Then M′ is isomorphic to a matroid M for which one of

the following holds:

(i) |E(M)| ≤ 9; or

(ii) M or M∗ can be obtained from either U2,5 or M7,1 by gluing wheels to

triangles; or

(iii) M has a path of 3-separations P = (P1, . . . ,Pn) such that each end step,

P1 and Pn, is either a fan or a 4-element segment or cosegment, and, for

each internal step Pi of P, |Pi| ≤ 3 and Pi is either the guts or coguts of the

3-separation (P1∪·· ·∪Pi,Pi+1∪·· ·∪Pn) of M.

Our proof of Theorem 1.0.2 (i) and (ii) uses a result of Chun, Chun, Mayhew,
and Van Zwam [3] that reduces the verification of these families to a finite case-
check, which was carried out using Sage Matroid in [2]. Our proof of Theorem
1.0.2 (iii) involves proving a stronger result that describes exactly how a family of
{U2,5,U3,5}-fragile matroids is constructed. The construction of this family con-
sists of a sequence of operations, each of which involves either gluing a wheel to a
triangle, or, up to duality, performing a parallel extension followed by a 4-element
generalized ∆-∇-exchange. Roughly speaking, a generalized ∆-∇-exchange re-
places a segment by a cosegment analogous to the way the familiar ∆-∇-exchange
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replaces a triangle by a triad. The generalized ∆-∇-exchange was introduced by
Oxley, Semple, and Vertigan [21], and will be discussed in more detail in Section
1.1.

We note that it can be easily verified from Theorem 1.0.2 that the {U2,5,U3,5}-
fragile matroids in the classes of H5 and U2-representable matroids have branch-
width 3. Thus it follows from the work of Mayhew, Whittle, and Van Zwam [19]
that there are only finitely many excluded-minors for the classes of H5 and U2-
representable matroids with a {U2,5,U3,5}-minor. We hope that having the precise
structure given by Theorem 1.0.2 will enable us to obtain a bound on the size of
the excluded minors that is much smaller than the bound implied by the branch-
width.

In Chapter 4, we combine Theorem 1.0.1 and Theorem 1.0.2 to prove the follow-
ing result.

Theorem 1.0.3. There are finitely many robust excluded minors M for the class

of matroids representable over H5 or U2 with the property that M has a pair of

elements a,b such that M\a,b is 3-connected with a {U2,5,U3,5}-minor.

We note that the bounds obtained in the proof of Theorem 1.0.3 should be viewed
as a first step towards an excluded-minor characterisation of the classes of H5- and
U2-representable matroids. A goal for future research is to significantly reduce the
size of the bounds obtained in the proof of Theorem 1.0.3, and to upgrade Theo-
rem 1.0.1, to enable us to feasibly search for all of the excluded minors. We be-
lieve that such improvements will be possible using the approach and techniques
we have developed by employing a more careful analysis.

On the application of these results to other classes, we note that the fragility struc-
tural characterisation is certainly going to be the component of our proof strategy
that presents the most difficulties. The only other class that appears within reach
is the class of dyadic matroids with a P8-minor [18]. It is therefore interesting to
observe the structure of M\a,b that we can deduce from Theorem 1.0.1 before
we have to appeal specifically to Theorem 1.0.2. An interesting problem for fu-
ture research would be to investigate if there is some viable structural property of
fragile matroids, both finer than branch-width but coarser than an exact structural
description, that provides an easier certificate that a matroid is not in a class of
fragile matroids.

We now discuss matters related to attribution. Section 1.1 will review relevant
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concepts and results on partial fields selected from the literature. Except where
noted, the results of Chapter 2, Chapter 3, and Chapter 4 are new. Chapter 2
consists of joint work with James Oxley, Charles Semple, and Geoff Whittle.
Chapter 3 consists of joint work with Dillon Mayhew, Geoff Whittle, and Stefan
van Zwam.

We have attempted to make the chapters of this thesis self-contained, with the
exception that most material that can be found in Oxley [20] has been omitted. We
also note that Chapter 2 and Chapter 3 are independent, so it is possible to read
Chapter 3 before the more technical Chapter 2. We assume throughout this thesis
that the reader is familiar with the foundations of matroid theory in Oxley [20].
Any undefined matroid terminology or notation used in this thesis will follow that
used in [20].

1.1 Preliminaries

Partial fields were introduced by Semple and Whittle [31] to systematically study
the classes of matroids that arise when we consider representability over sets of
fields, for example the ternary matroids (see [36]). Our treatment here will follow
the more recent work of Pendavingh and Van Zwam [28, 27].

A partial field is a pair (R,G), where R is a commutative ring with unity, and G is
a subgroup of the group of units of R such that −1 ∈ G.

Suppose that P= (R,G) is a partial field. We sometimes abuse notation and write
p ∈ P to mean p ∈G∪{0} . We note that the name “partial field” comes from the
fact that the addition is only a partial binary operation. Thus, if p+q ∈ P, we say
that p+q is defined.

Seeking to define matroid representations over a partial field, we first introduce
some matrix notation. Recall that, for ordered sets X and Y , an X ×Y matrix A

over a partial field P is a function A : X ×Y → P. We denote A(x,y) by Axy, and
we refer to the element Axy of P as the entry of A whose row is labelled by x and
whose column is labelled by y. If X = (1,2, . . . ,k) then we say that A is a k×Y

matrix. Note that, for our purposes, the ordering of X and Y is only significant
for the sign of determinants. And since the sign is irrelevant to the underlying
matroid structure, we will freely permute rows and columns, always along with
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their labels, throughout this thesis.

Let P be a partial field, and let A be an X ×Y matrix with entries from P. If
every subdeterminant of A is contained in P, then A is a P-matrix . If A is a
P-matrix, then the rank of A is the largest value k such that A has a non-zero
k× k subdeterminant. We can now show that P-matrices give rise to matroids as
follows.

We now fix some some submatrix notation. Let A be an X ×Y P-maxtrix. If
X ′ ⊆ X and Y ′ ⊆ Y , then we write A[X ′,Y ′] to denote the submatrix of A induced
by X ′ and Y ′. If Z ⊆ X ∪Y , then we denote by A[Z] the submatrix induced by
X ∩Z and Y ∩Z, and by A−Z the submatrix induced by X−Z and Y −Z.

Theorem 1.1.1. [27, Theorem 2.8] Let P be a partial field, and let A be an X×Y

P-matrix. Let

B = {X}∪{X4Z | |X ∩Z|= |Y ∩Z|,det(A[Z]) 6= 0}. (1.1)

Then B is the set of bases of a matroid on X ∪Y .

We say that the matroid in Theorem 1.1.1 is P-representable, and that A is a P-
representation of M. We write M =M[I|A] if A is a P-matrix, and M is the matroid
in Theorem 1.1.1. The class of P-representable matroids has a number of useful
properties.

Proposition 1.1.2. [31, Proposition 4.2] Let P be a partial field. The class of P-

representable matroids is closed under duality, minors, direct sums, and 2-sums.

We next describe the structure-preserving maps between partial fields. Suppose
that P1 and P2 are partial fields. A function φ : P1→ P2 is a partial-field homo-

morphism if

(i) φ(1) = 1;

(ii) for all p,q ∈ P1, φ(pq) = φ(p)φ(q); and

(iii) for all p,q ∈ P1 such that p+q is defined, φ(p)+φ(q) = φ(p+q).

If A is a P-matrix, and φ is a function with domain P, then we write φ(A) to denote
the matrix obtained by operating on each entry of A with φ . Partial-field homo-
morphisms have the following important consequence for matroid representabil-
ity.
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Proposition 1.1.3. [28, Corollary 2.11] Let P1, P2 be partial fields, and φ : P1→
P2 be a partial-field homomorphism. Let A be a P1-matrix. Then

(i) φ(A) is a P2-matrix;

(ii) If A is square, then det(A) = 0 if and only if det(φ(A)) = 0; and

(iii) M = M[I|A] = M[I|φ(A)].

We say that a partial field P is finitary if there is a partial-field homomorphism
P→ GF(q) for some finite field GF(q).

The goal now is to describe the notions of equivalence on P-representations. Anal-
ogous to matroids representable over fields, there are three important operations:
row and column scaling, pivoting, and applying partial-field automorphisms. We
now describe the latter two operations.

Let A be an X ×Y P-matrix, and let x ∈ X and y ∈ Y such that Axy 6= 0. Then we
define Axy to be the (X4{x,y})× (Y4{x,y}) matrix given by

(Axy)uv =



A−1
xy if uv = yx

A−1
xy Axv if u = y,v 6= x

−A−1
xy Auy if v = x,u 6= y

Auv−A−1
xy AuyAxv otherwise.

We say that Axy is obtained from A by pivoting on xy. Note that after pivoting, x

labels a column, and y labels a row.

Let P1,P2 be partial fields and let φ : P1→ P2 be a partial-field homomorphism.
Then φ is a partial-field isomorphism if

1. φ is a bijection;

2. φ(p)+φ(q) ∈ P2 if and only if p+q ∈ P1.

A partial-field isomorphism of the form φ : P→ P is called a partial-field auto-

morphism.

We can now define the following notions of equivalence for matrices with entries
in P. Let A, A′ be matrices with entries in a partial field P.
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1. If A′ can be obtained from A by repeatedly scaling rows and columns by
non-zero elements of P, then we say that A and A′ are scaling-equivalent.

2. If A′ can be obtained from A by repeatedly scaling rows or columns by non-
zero elements of P, permuting rows, permuting columns, and pivoting, then
we say that A and A′ are geometrically-equivalent.

3. If φ(A′) is geometrically-equivalent to A for some partial-field automor-
phism φ , then we say that A′ and A are algebraically-equivalent.

It is not difficult to check that these notions of equivalence are indeed equivalence
relations. When we speak of equivalent or inequivalent matrices without a prefix,
we shall mean algebraically-equivalent. We can also see that equivalent matrices
represent the same matroid, as follows.

Proposition 1.1.4. [19, Lemma 2.14] If A, A′ are equivalent P-matrices, then

M[I|A] = M[I|A′].

Let M be a matroid, and P be a partial field. We say that M is uniquely repre-

sentable over P if, whenever A and A′ are P-matrices such that M = M[I|A] =
M[I|A′], then A and A′ are equivalent.

We next describe the notion of a stabilizer and a strong stabilizer for matroids
representable over a partial field P. These definitions were introduced in [37, 8].

Let P be a partial field, and let M and N be 3-connected P-representable matroids
such that N is a minor of M. Suppose the ground set of N is X ′ ∪Y ′, where X ′

is a basis of N. Then N is a P-stabilizer for M if, whenever A1 and A2 are X ×Y

P-matrices (where X ′ ⊆ X and Y ′ ⊆ Y ) such that

(i) M = M[I|A1] = M[I|A2];

(ii) A1[X ′,Y ′] is scaling-equivalent to A2[X ′,Y ′]; and

(iii) N = M[I|A1[X ′,Y ′]] = M[I|A2[X ′,Y ′]],

then A1 is scaling-equivalent to A2.

If N stabilizes M over P, and every representation of N extends to a representation
of M, then we say N strongly stabilizes M over P. We also say that N is a strong P-

stabilizer of M. These notions extend in the natural way from matroids to classes
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of matroids. In particular, we say that N is a strong P-stabilizer of a class M of

matroids if N is a strong P-stabilizer of M for every 3-connected matroid M ∈M

with an N-minor.

We now discuss an important operation that we apply throughout this thesis, the
generalized ∆-∇-exchange of Oxley, Vertigan, and Semple [21]. We can describe
this operation geometrically using the generalized parallel connection. Recall that
the generalized parallel connection of matroids M1 and M2 along A, denoted by
PA(M1,M2), is the matroid obtained by gluing M1 and M2 along a common re-
striction A, where A is a modular flat of M1 (see [20]). To define the generalized
∆-∇-exchange, consider the rank-k projective geometry PG(k−1,R). Fix a basis
B = {b1, . . . ,bk} of PG(k− 1,R), and choose a line L that is placed freely rela-
tive to B. If follows from modularity that, for each i, the hyperplane spanned by
B−{bi} meets L, so we let ai be the point of intersection. Let A = {a1, . . . ,ak},
and let Θk denote the restriction of PG(k− 1,R) to the set A∪B. Then, by con-
struction, the matroid Θk has a modular k-point line A. Thus, if M is a matroid
with a k-point line restriction labelled by A, then the generalized parallel connec-
tion of Θk and M along A is well-defined, and hence so is PA(Θk,M)\A. We let
∆A(M) denote the matroid PA(Θk,M)\A, and we say that ∆A(M) is obtained from
M by performing a generalized ∆-∇-exchange on A. Note that we also require A

to be coindependent in M, so that B is the dual of a k-point line in ∆A(M). Thus
if M∗ has a k-point line restriction, we also have a dual operation ∇A(M) defined
by ∆A(M∗)∗. We note that it is natural to relabel the elements bi by ai after per-
forming a generalized ∆-∇-exchange, so ∆A(M) and M are seen as matroids on
the same ground set.

The following result shows that excluded minors for the class of P-representable
matroids are closed under generalized ∆-∇-exchange.

Theorem 1.1.5. [21, Theorem 1.1] Let P be a partial field, and let M be an ex-

cluded minor for the class of P-representable matroids. If A is a coindependent

set of M, and M|A is isomorphic to a rank-2 uniform matroid, then ∆A(M) is an

excluded minor for the class of P-representable matroids.

In fact, it is proved in [21] that if M is P-representable, then the equivalence classes
of P-representations for M and ∆A(M) are in one-to-one correspondence.

We note that we will only need the 3- and 4-element generalized ∆-∇-exchange
in this thesis, and that the 3-element generalized ∆-∇-exchange is just the ∆-∇-
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exchange. We defer listing further properties of the generalized ∆-∇-exchange
until Chapter 3.

We conclude this section by defining the specific partial fields of interest in this
thesis, the H5 and U2 partial fields, and stating some of their key properties.

1.1.1 Hydra-5 partial field

Pendavingh and Van Zwam [27] define the Hydra-5 partial field as follows.

H5 = (Q(α,β ,γ),〈−1,α,β ,γ,α−1,β −1,γ−1,α− γ,γ−αβ ,

(1− γ)− (1−α)β 〉),

where α , β , γ are indeterminates.

However, rather than thinking of H5-representations using the definition of H5, the
reader can intuitively think of H5-representations as matrices with entries in the
product ring

⊗6
i=1 GF(5) whose elements are 6-tuples of GF(5)-elements, with

componentwise addition and multiplication, such that the projections onto a single
coordinate are pairwise inequivalent GF(5)-representations. Computation for the
class of H5-representable matroids is performed using this description (see [2]).

We note that, up to permuting the coordinates, U2,5 has a unique representation
over

⊗6
i=1 GF(5) such that the projections onto a single coordinate are pairwise

inequivalent GF(5)-representations (see [35, Lemma 7.3.16]). Moreover, Whittle
[37] showed that U2,5 is a stabilizer for the class of GF(5)-representable matroids.
That is, if M is a 3-connected, GF(5)-representable matroid with a U2,5-minor,
then the GF(5)-representation of U2,5 uniquely determines the representation of
M. Thus we have the following result.

Proposition 1.1.6. U2,5 is a strong stabilizer for the class of H5-representable

matroids.

Our interest in this partial field is primarily based on the following result, which
shows that the class of H5-representable matroids is an important subclass of the
class of GF(5)-representable matroids.

Theorem 1.1.7. [27, Lemma 5.17] Let M be a 3-connected matroid.
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1. If M has at least 5 inequivalent representations over GF(5), then M is rep-

resentable over H5;

2. If M has a {U2,5,U3,5}-minor and M is representable over H5, then M has

at least 6 inequivalent representations over GF(5).

For more details, we refer to [27] and [26].

1.1.2 2-regular partial field

The k-regular (or k-uniform) partial field was defined by Semple [32] as follows.

Uk = (Q(α1, . . . ,αk),〈Uk〉), where

Uk = {x− y | x,y ∈ {0,1,α1, . . . ,αk},x 6= y},

and α1, . . . ,αk are indeterminates. We note that the 0-regular partial field is also
known as the regular partial field, and the 1-regular partial field is also known as
the near-negular partial field.

The next result shows that the class of H5-representable matroids contains the
class of U2-representable matroids. Indeed, it shows that U2 is the “most general”
partial field over which U2,5 is representable (see [35]).

Proposition 1.1.8. [32, Corollary 3.1.2] Let P be a partial field. The matroid

U2,k+3 is P-representable if and only if the class of P-representable matroids con-

tains the class of Uk-representable matroids.

Semple also proved that U2,5 was a uniquely representable stabilizer for the class
of U2-representable matroids. Hence we have the following.

Lemma 1.1.9. [32, Lemma 4.2.1, Lemma 6.4.16] U2,5 is a strong stabilizer for

the class of U2-representable matroids.

For more details, we refer the reader to [32].



Chapter 2

Excluded minors are almost fragile

Let M be an excluded minor for the class of P-representable matroids, and let N

be a 3-connected strong P-stabilizer such that N is neither a wheel nor a whirl. We
prove that if M has a pair of elements a,b such that M\a,b is 3-connected with
an N-minor, then the size of M is bounded or M\a,b has at most 3 elements that
are N-flexible. Moreover, we prove that, up to replacing M by a ∆-∇-equivalent
excluded-minor, if M has a pair of elements a,b such that M\a,b is 3-connected
with an N-minor, then the size of M is bounded or we can choose a,b such that
M\a,b is N-fragile.

2.1 Introduction

Let M and N be matroids, and let x be an element of M. If M\x has an N-minor,
then x is N-deletable. If M/x has an N-minor, then x is N-contractible. If neither
M\x nor M/x has an N-minor, then x is N-essential. If x is both N-deletable and
N-contractible, then we say that x is N-flexible. We say that the matroid M is N-

fragile if no element of M is N-flexible. If M is N-fragile and has an N-minor,
then we say that M is strictly N-fragile. In this chapter, N-fragile will always
mean strictly N-fragile.

The excluded-minor characterisations for the classes of GF(4)- and U1-
representable matroids both utilised the fact that U2,4 is a strong stabilizer.
Roughly speaking, a matroid N is a strong stabilizer for a partial field P if, for
every P-representable matroid M with an N-minor, we are guaranteed that a P-

15
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representation of N extends uniquely to a P-represention of M. Moreover, as
a crucial step towards bounding the size of an excluded minor, these excluded-
minor characterisations exploit the property that an excluded minor is “close” to
a U2,4-fragile minor. In this chapter, we generalise this idea by showing that a
“large” excluded-minor M for the class of P-representable matroids with a strong
P-stabilizer N as a minor is “close” to an N-fragile matroid.

We use the Splitter Theorem in our proof, so in this chapter a strong stabilizer N

must satisfy certain extra conditions. We require that N be 3-connected with at
least 4 elements, and that N is neither a wheel nor a whirl. Thus, since U2,4 is a
whirl, we are unable to apply our results as a step towards a new proof of Rota’s
Conjecture for GF(4). However, we believe that our result will still be useful
for finding new excluded-minor characterisations. In particular for the classes of
H5- and U2-representable matroids, and for the class of dyadic matroids with a
P8-minor.

Anticipating future work, we assume that an excluded minor M for the class of P-
representable matroids has a pair of elements a,b such that M\a,b is 3-connected
with an N-minor. For such an excluded minor M, we can construct a “companion
matrix.” That is, a matrix A with entries in P that is unique up to scaling such
that M\a = M[I|(A− a)] and M\b = M[I|(A− b)]. Moreover, we can choose a
basis B and cobasis B∗ = E(M)−B for M such that the B×B∗ companion matrix
A displays a 2× 2 “bad submatrix”. That is, for some x,y ∈ B the set {a,b,x,y}
incriminates (M,A). Thus when we say that B is a basis of M in this chapter,
we mean a basis such that B gives a B×B∗ companion matrix A and for some
elements x,y ∈ B the set {a,b,x,y} incriminates (M,A).

Let M be a 3-connected matroid, let B be a basis of M, and let N be a 3-connected
minor of M. An element e of M is (N,B)-robust if either

(i) e ∈ B and M/e has an N-minor; or

(ii) e ∈ E−B and M\e has an N-minor.

Note that an N-flexible element of M is clearly (N,B)-robust for any basis B of M.

An element e of M is (N,B)-strong if either

(i) e ∈ B, and si(M/e) is 3-connected and has an N-minor; or
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(ii) e ∈ E−B, and co(M\e) is 3-connected and has an N-minor.

We will prove that either M\a,b has some local structure containing {x,y} that
implies a bound on M, or that M has a basis B with at most one (N,B)-strong
element outside of {x,y}. In the case that some basis B has an (N,B)-strong
element z outside of {x,y}, then we will show that B can be chosen such that
{x,y,z} is a triad of M\a,b. We say that a basis B is a robust basis for M if,
for any basis B′ of M, the number of (N,B′)-robust elements of M\a,b outside
of {x′,y′} is at most the number of (N,B)-robust elements of M\a,b outside of
{x,y}. When M has some basis B and an (N,B)-strong element outside of {x,y},
the maximum number of (N,B)-robust elements outside of {x,y} in a robust basis
is subject to the constraint that B displays a triad of the form {x,y,z}, where z is
an (N,B)-strong element of M\a,b.

The following theorem is the first main result of this chapter. The theorem gives
the structure of M\a,b for any pair of elements a,b such that M\a,b is 3-connected
with an N-minor.

Theorem 2.1.1. Let M be an excluded minor for the class of P-representable

matroids, and let N be a strong P-stabilizer. If M has a pair of elements a,b such

that M\a,b is 3-connected with an N-minor, then at least one of the following

holds:

(a) |E(M)| ≤ |E(N)|+16 or r(M)≤ r(N)+5; or

(b) there is some robust basis B for M such that either:

(i) M\a,b is N-fragile, and M\a,b has at most one (N,B)-robust element

z∈ B∗−{a,b} outside of {x,y}. Moreover, if z∈ B∗−{a,b} is (N,B)-

robust, then z is an (N,B)-strong element of M\a,b, and {x,y,z} is a

triad of M\a,b; or

(ii) M\a,b is not N-fragile, but the only N-flexible elements of M\a,b are

contained in a triad {x,y,z} of M\a,b for some (N,B)-strong z ∈ B∗.

Moreover, the only (N,B)-robust elements of M\a,b are in {x,y,z},
and M has a 4-element cocircuit {p,x,y,z} or 5-element cocircuit

{a,b,x,y,z} that contains a triangle {p,x,y} for some p ∈ {a,b}.

A matroid M′ is ∆-∇-equivalent to M if there is some sequence of matroids
M1, . . . ,Mn such that M = M1, M′ = Mn, and, for each i∈ {2, . . . ,n}, there is some
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segment or cosegment A of Mi−1 such that Mi = ∇A(Mi−1) or Mi = ∆A(Mi−1).
Oxley, Semple, and Vertigan [21, Theorem 1.1] proved that excluded minors for
the class of P-representable matroids are closed under ∆-∇-equivalence.

We can now state the second main theorem of the chapter. The theorem shows
that we can eliminate the “not N-fragile” case of Theorem 2.1.1(b)(ii), up to ∆-∇-
equivalence, by choosing a better deletion pair.

Theorem 2.1.2. Let M be an excluded minor for the class of P-representable

matroids, and let N be a strong P-stabilizer. If M has a pair of elements a,b such

that M\a,b is 3-connected with an N-minor, then there is some excluded minor

M′ that is ∆-∇-equivalent to M′′ ∈ {M,M∗} with a minor N′ ∈ {N,N∗}, a pair

of elements a′,b′ such that M′\a′,b′ is 3-connected with an N′-minor such that at

least one of the following holds:

(a) |E(M′)| ≤ |E(N′)|+16; or

(b) min{r(M′),r∗(M′)} ≤max{r(N′),r∗(N′)}+7; or

(c) there is some robust basis B′ for M′ such that M′\a′,b′ is N′-fragile, and

M′\a′,b′ has at most one (N′,B′)-robust element z ∈ (B′)∗−{a′,b′} outside

of {x′,y′}. Moreover, if z ∈ (B′)∗−{a′,b′} is an (N′,B′)-robust element,

then z is an (N′,B′)-strong element of M′\a′,b′, and {x′,y′,z} is a triad of

M′\a′,b′.

This chapter is structured as follows. The next section contains a number of con-
nectivity preliminaries. Section 2.3 contains more preliminaries needed for our
setup. In Section 2.4 we estabilish a link between strong elements and a struc-
ture called a gadget. In Section 2.5 we bound M in the case when M\a,b has a
gadget. In Section 2.6 we show that elements of M\a,b that are robust but not
strong give rise to a path of 3-separations of M\a,b. Finally, in Section 2.7, we
use the structure given by the path of 3-separations in Section 2.6 to prove the
main Theorems.

2.2 Preliminaries

In this chapter, when we say that M′ is a 3-connected matroid, we will assume
that |E(M′)| ≥ 7 to avoid unnecessary degeneracies. The 3-connected matroid we
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have in mind is M\a,b for an excluded minor M, and an excluded minor M with
|E(M)| ≤ 8 is clearly not a problem. When we say that N is a 3-connected strong
P-stabilizer, we assume that a strong P-stabilizer N is a 3-connected matroid with
at least 4 elements, and that N is neither a wheel nor a whirl. The reason for these
conditions on N is so we can use the Splitter Theorem. In this section, we gather
some necessary connectivity preliminaries.

We use the following result known as Bixby’s Lemma.

Lemma 2.2.1. [20, Lemma 8.7.3] Let M be a 3-connected matroid, and let e ∈
E(M). Then si(M/e) or co(M\e) is 3-connected.

Recall that a 3-separation (X ,Y ) of M is a vertical 3-separation if
min{r(X),r(Y )} ≥ 3. Following the terminology of Oxley, Semple, and Whit-
tle [22], we say that a partition (X ,{z},Y ) is a vertical 3-separation of M when
(X ∪{z},Y ) and (X ,Y ∪{z}) are both vertical 3-separations and z∈ cl(X)∩cl(Y ).

We observe the following connection between elements that are (N,B)-robust but
not (N,B)-strong and vertical 3-separations.

Lemma 2.2.2. [22, Lemma 3.1] Let M be a 3-connected matroid, and e ∈ E(M).

If si(M/e) is not 3-connected, then M has a vertical 3-separation (X ,{e},Y ).

We write “by orthogonality” to refer to an application of the next lemma.

Lemma 2.2.3. Let e be an element of a matroid M, and let (X ,e,Y ) be a partition

of E(M). Then e ∈ cl(X) if and only if e /∈ cl∗(Y ).

The next three results state some elementary properties of 3-separations that we
shall use implicitly. We use the notation e ∈ cl(∗)(X) to mean e ∈ cl(X) or e ∈
cl∗(X).

Lemma 2.2.4. Let X be an exactly 3-separating set in a 3-connected matroid,

and suppose that e ∈ E(M)− X. Then X ∪ {e} is 3-separating if and only if

e ∈ cl(∗)(X).

Lemma 2.2.5. Let (X ,Y ) be an exactly 3-separating partition of a 3-connected

matroid M. Suppose |X | ≥ 3 and x ∈ X. Then

(i) x ∈ cl(∗)(X−{x}); and
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(ii) (X −{x},Y ∪{x}) is exactly 3-separating if and only if x is in exactly one

of cl(X−{x})∩ cl(Y ) and cl∗(X−{x})∩ cl∗(Y ).

Lemma 2.2.6. [1, Lemma 2.11] Let (X ,Y ) be a 3-separation of a 3-connected

matroid M. If X ∩ cl(Y ) 6= /0 and X ∩ cl∗(Y ) 6= /0, then |X ∩ cl(Y )| = 1 and |X ∩
cl∗(Y )|= 1.

We use the phrase “by uncrossing” to refer to an application of the next Lemma.

Lemma 2.2.7. Let M be a 3-connected matroid, and let X and Y be 3-separating

subsets of E(M). Then the following hold.

(i) If |X ∩Y | ≥ 2, then X ∪Y is 3-separating.

(ii) If |E(M)− (X ∪Y )| ≥ 2, then X ∩Y is 3-separating.

We will always be trying to keep an N-minor when removing elements. The next
three results give some useful conditions for when we can keep an N-minor when
dealing with 2-separations.

Lemma 2.2.8. [1, Lemma 4.3] Let N be a 3-connected matroid such that |E(N)| ≥
4. If M has an N-minor, then si(M) has an N-minor.

Lemma 2.2.9. [22, Lemma 2.6] Let e and f be distinct elements of a 3-connected

matroid M, and suppose that si(M/e) is 3-connected. Then either M/e\ f is con-

nected or si(M/e) ∼= U2,3 and M has no triangle containing {e, f}. Moreover, if

no non-trivial parallel class of M/e contains f , then M/e/ f is connected.

Lemma 2.2.10. [22, Lemma 2.7] Let (X ,Y ) be a 2-separation of a connected

matroid M and let N be a 3-connected minor of M. Then {X ,Y} has a member S

such that |E(N)∩S| ≤ 1. Moreover, if s ∈ S, then

(i) M/s has an N-minor if M/s is connected; and

(ii) M\s has an N-minor if M\s is connected.

If (X ,{z},Y ) is a vertical 3-separation of M, then it is easy to see that M/z has a
non-minimal 2-separation (X ,Y ), that is, a 2-separation (X ,Y ) such that |X | ≥ 3
and |Y | ≥ 3. If M/z has a 3-connected minor N, then it follows from a well-known
result [20, Proposition 8.3.5] that |E(N)∩X | ≤ 1 or |E(N)∩Y | ≤ 1. We refer to
X as the weak side of (X ,{z},Y ) if |E(N)∩X | ≤ 1.
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Lemma 2.2.11. [1, Lemma 4.5] Let N be a 3-connected minor of a 3-connected

matroid M. Let (X ,{z},Y ) be a vertical 3-separation of M such that M/z has an

N-minor, where |X ∩E(N)| ≤ 1. If Y ∪{z} is closed, then there is at most one

element of X that is not N-flexible. Moreover, if such an element x exists, then

x ∈ cl∗(Y ) and z ∈ cl(X−{x})

We need the following routine upgrade of Lemma 2.2.11 that also covers the case
when the “N-side” of the vertical 3-separation is not closed. It is an essential tool
for dealing with elements that are (N,B)-robust but not (N,B)-strong.

Lemma 2.2.12. Let N be a 3-connected minor of a 3-connected matroid M. Let

(X ,{z},Y ) be a vertical 3-separation of M such that M/z has an N-minor, where

|X ∩E(N)| ≤ 1.

(i) If Y ∪{z} is closed, then every element of X is N-contractible and there is

at most one element x ∈ X that is not N-deletable. Moreover, if such an

element x exists, then x ∈ cl∗(Y ) and z ∈ cl(X−{x}).

(ii) If Y ∪{z} is not closed, then every element of X − cl(Y ) is N-contractible,

and at most one element of X is not N-deletable. Moreover, if such an

element x exists, then x ∈ cl∗(cl(Y )) and z ∈ cl(X− (cl(Y )∪ x)).

Proof. Suppose Y ∪{z} is closed. Then (i) holds by Lemma 2.2.11. Assume that
Y ∪{z} is not closed, and let s ∈ X ∩ cl(Y ).

2.2.12.1. si(M/s) is not 3-connected.

Subproof. We prove that (X −{s},{s},Y ∪{z}) is a vertical 3-separation of M.
The partitions (X ,Y ∪{z}) and (X−{s},Y ∪{s,z}) are both vertical 3-separations
of M unless r(X −{s}) = 2. Suppose that r(X −{s}) = 2. But s ∈ cl(X −{s})
because X and X−{s} are exactly 3-separating, so 2 = r(X−{s}) = r(X), which
contradicts the fact that r(X) ≥ 3. Thus (X −{s},{s},Y ∪ {z}) is a vertical 3-
separation of M, and the claim follows.

Now co(M\s) is 3-connected by 2.2.12.1 and Bixby’s Lemma. Thus, by the dual
of Lemma 2.2.9, the matroid M\s/z is connected. Now, by Lemma 2.2.10, M\s/z

and hence M\s has an N-minor, so s is N-deletable.
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Now, by taking the vertical 3-separation (cl(Y ),z,X − cl(Y )) of M and applying
(i), it follows that (ii) holds.

The following result is an elementary consequence of orthogonality. We will pri-
marily make use of this result, and its dual, for certifying that an element satisfies
the connectivity requirement to be an (N,B)-strong element.

Lemma 2.2.13. Let M be a 3-connected matroid. If X is a rank-2 subset and

|X | ≥ 4, then M\x is 3-connected for all x ∈ X.

We employ the following results when we encounter fans.

Lemma 2.2.14. [1, Lemma 2.12] Let M be a 3-connected matroid such that

|E(M)| ≥ 7. Suppose that M has a fan F of at least 4 elements, and let f be

an end of F.

(i) If f is a spoke element, then co(M\ f ) is 3-connected and si(M/ f ) is not

3-connected.

(ii) If f is a rim element, then si(M/ f ) is 3-connected and co(M\ f ) is not 3-

connected.

Lemma 2.2.15. Let M be a matroid with distinct elements f1, f2, f3, f4. If the only

triangle containing f3 is { f1, f2, f3} and the only triad containing f2 is { f2, f3, f4},
then si(M/ f3)∼= co(M\ f2).

We conclude this section with some easy connectivity results about 2-separations.

A 2-separation (X ,Y ) of M is minimal if |X |= 2 or |Y |= 2.

Lemma 2.2.16. Let M be 3-connected and e ∈ E(M). If M\e has a minimal 2-

separation (X ,Y ), then X or Y is a series pair.

Proof. Let (X ,Y ) be a minimal 2-separation of M\e, and assume that |X | = 2.
Then λM\e(X) = rM\e(X)+ r∗M\e(X)− 2 = 1, so rM\e(X)+ r∗M\e(X) = 3. Since
M\e is connected, we have {rM\e(X),r∗M\e(X)}= {1,2}. Thus X is a series pair or
a parallel pair of M\e. But M is 3-connected, so X is not a parallel pair. Therefore
X is a series pair.
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Lemma 2.2.17. Let M be a 3-connected matroid, and e, f ∈ E(M). Let (X ,Y )

be a 2-separation of M\e. If f ∈ X and |X | ≥ 3, then M\e/ f and M\e, f are not

3-connected.

Proof. Suppose that f ∈ X and that |X | ≥ 3. Now (X −{ f},Y ) is a partition
of the ground set of both M\e/ f and M\e, f such that min |X−{ f}|, |Y | ≥ 2.
Moreover, λM\e/ f ≤ λM\e(X) = 1 and λM\e, f ≤ λM\e(X) = 1. Thus (X −{ f},Y )
is a 2-separation of both M\e/ f and M\e, f .

In particular, series pairs are important when we study (N,B)-strong elements in
Section 2.4.

Lemma 2.2.18. Let M be a 3-connected matroid, and let u ∈ E(M) be an element

such that co(M\u) is 3-connected. If S and S′ are distinct series classes of M\u,

then S∪S′ is independent.

Proof. Suppose S∪S′ is dependent in M\u. Then there is a circuit C of M\u that
meets both S and S′. But then we can contract all but one element of each series
class in such a way that co(M\u) has a parallel pair; a contradiction.

Lemma 2.2.19. Let M be a 3-connected matroid, and let u ∈ E(M) be an element

such that co(M\u) is 3-connected. Let S be a series class of M\u such that |S| ≥ 2.

If there is some element s ∈ S such that si(M/s) is not 3-connected, then

(i) S is a series pair of M\u;

(ii) M\u has exactly two distinct series classes; and

(iii) s′ ∈ S−{s} is an element such that si(M/s′) is 3-connected.

Proof. Suppose that there is some element s ∈ S such that si(M/s) is not 3-
connected. Then S is a series pair by the dual of Lemma 2.2.13, so (i) holds.
Now M/s has a vertical 3-separation (A,s,B), and we may assume that u ∈ A.
Then (A− u,B) is a 2-separation of M/s\u, and this matroid is 3-connected up
to series classes because co(M\u) is 3-connected. Thus A− u is a series class
of M\u. Since s ∈ clM(A), there is a circuit C of M such that s ∈ C ⊆ A∪{s}.
Moreover, u ∈ C because S∪ (A−{u}) is independent by Lemma 2.2.18. Sup-
pose there is some series pair S′ of M\u disjoint from S∪(A−{u}). Then S′∪{u}
is a triad of M that meets the circuit C in the single element u; a contradiction
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to orthogonality. Thus S and A− u are the only series classes of M\u, so (ii)
holds. Finally, let s′ ∈ S−{s} and suppose that si(M/s′) is not 3-connected. Then
there is some vertical 3-separation (A′,s′,B′) for M. Assume that u ∈ A′. Then
(A′− u,B′) is a 2-separation of M/s′\u, and this matroid is 3-connected up to
series classes because co(M\u) is 3-connected. Thus A′− u is a series class of
M\u. By (ii), A′−{u}= A−{u}, and thus (A′,s′,B′) = (A,s′,B). But s′ /∈ clM(A)

because S∪ (A−{u}) is independent; a contradiction. Therefore (iii) holds.

2.3 The setup

This section contains preliminary material on excluded minors for the class of P-
representable matroids that is crucial to our approach. Partial field preliminaries
and matrix notation can be found in Section 1.1.

Let N be a 3-connected non-binary matroid. A matroid M with an N-minor is
N-stable if, whenever (X ,Y ) is a 2-separation of M with |X ∩E(N)| ≤ 1, then the
matroid MX corresponding to X in the 1- or 2-sum decomposition of M induced
by (X ,Y ) is binary.

In this chapter, we assume that M has a coindependent pair of elements a,b such
that M\a,b is 3-connected with an N-minor, where N is a 3-connected strong
P-stabilizer. Thus M\a, M\b, and M\a,b are all N-stable.

Let P be a partial field, and let M and N be 3-connected P-representable matroids
such that N is a minor of M. Suppose the ground set of N is X ′∪Y ′, where X ′ is a
basis of N. Recall that N is a P-stabilizer for M if, whenever A1 and A2 are X×Y

P-matrices (where X ′ ⊆ X and Y ′ ⊆ Y ) such that

(i) M = M[I|A1] = M[I|A2];

(ii) A1[X ′,Y ′] is scaling-equivalent to A2[X ′,Y ′]; and

(iii) N = M[I|A1[X ′,Y ′]] = M[I|A2[X ′,Y ′]],

then A1 is scaling-equivalent to A2.

Let M be a class of matroids. Recall that N is a P-stabilizer for M if N is a
P-stabilizer for every 3-connected P-representable matroid M ∈M with an N-
minor. Recall that N is a strong P-stabilizer for M if N is a P-stabilizer for M
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and, for every 3-connected P-representable matroid M ∈M with an N-minor,
every P-representation of N extends to a P-representation of M. When we say
that N is a “strong P-stabilizer” without reference to a class of matroids we mean
the class of P-representable matroids.

Let B be a basis for a matroid M, and let Z be a subset of E(M). We write MB[Z]

to denote the minor M/(B−Z)\(B∗−Z).

Theorem 2.3.1. [19, Theorem 5.5] Let D be an XN ×YN P-matrix such that N =

M[I|D]. Choose B,EN ⊆ E such that B is a basis of M\{a,b}, EN ⊆ E−{a,b} is

such that MB[EN ] = N, and XN ⊆ B. Suppose M\a and M\b are P-representable.

Then there exists an B× (E−B) matrix A with entries in P such that

(i) A−a and A−b are P-matrices;

(ii) M[I|A−a] = M\a and M[I|A−b] = M\b;

(iii) A[EN ] is scaling-equivalent to D.

Moreover, the matrix A is unique up to row and column scaling.

We call the matrix A of Theorem 2.3.1 the companion matrix for M.

A companion matrix for an excluded minor contains a certificate of non-
representability over P. Let B be a basis of M, and let A be a B× (E(M)−B)

matrix with entires in P. A set Z ⊆ E(M) incriminates the pair (M,A) if A[Z] is
square and one of the following holds:

(i) det(A[Z]) /∈ P;

(ii) det(A[Z]) = 0 but B4Z is a basis of M;

(iii) det(A[Z]) 6= 0 but B4Z is dependent in M.

The next result follows immediately from the definition.

Lemma 2.3.2. Let A be an X ×Y P-matrix, where X and Y are disjoint, and

X ∪Y = E. Exactly one of the following statements is true:

(i) A is a P-matrix and M = M[I|A].

(ii) Some Z ⊆ X ∪Y incriminates (M,A).
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The next Theorem shows that there is some companion matrix A for M that has a
4-element incriminating set. Recall that by geometrically-equivalent we mean that
two matrices are equivalent up to scaling rows and columns by non-zero entries
of P, permuting rows, permuting columns, and pivoting.

Theorem 2.3.3. [19, Theorem 5.8] Suppose A− u, A− v are P-matrices, and

M\u = M[I(A−u)], M\v = M[I(A−v)]. Suppose Z ⊆ X ∪Y incriminates (M,A).

Then there is some X ′×Y ′ matrix A′, and a,b ∈ X ′, such that u,v ∈ Y ′, A− u is

geometrically-equivalent to A′−u, A−v is geometrically-equivalent to A′−v, and

{a,b,u,v} incriminates (M,A′).

The following result is proved by Hall, Mayhew, and van Zwam in [12] (See
Proposition 3.1 and 3.2).

Lemma 2.3.4. Let M be a P-representable matroid, and let N be a 3-connected

strong P-stabilizer minor of M. If M is an N-stable matroid, then M is strongly

P-stabilized by N.

The next Lemma can be proved by a straightforward modification of the proof
of Mayhew, Whittle, and van Zwam in [19, Theorem 5.12]. The conditions in
[19, Theorem 5.12] (iv) and (v) are upgraded from “MB[Z1] and MB[Z2] are 3-
connected up to series-parallel classes” to “MB[Z1] and MB[Z2] are N-stable” using
Lemma 2.3.4.

Lemma 2.3.5. Let N be a strong stabilizer for the class of P-representable ma-

troids, and suppose that C ⊆ E(M) is such that MB[C] is (strictly) N-fragile. If

there exist subsets Z,Z1,Z2 ⊆ E(M) such that:

(i) a ∈ Z1−Z2 and b ∈ Z2−Z1;

(ii) C∪{x,y} ⊆ Z ⊆ Z1∩Z2;

(iii) MB[Z] is connected;

(iv) MB[Z1] is N-stable;

(v) MB[Z2] is N-stable;

(vi) {a,b,x,y} incriminates (MB[Z1∪Z2],A[Z1∪Z2]);

then MB[Z1∪Z2] is not strongly P-stabilized by N.
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We use the phrase “allowable pivot” to refer to an application of the next two
results.

Lemma 2.3.6. [19, Lemma 5.10] If p ∈ {x,y}, q ∈ B∗−{a,b}, and Apq 6= 0, then

{x,y,a,b}4{p,q} incriminates (M,Apq).

If the x and y entries are both zero or the a and b entries are both zero, then we
can pivot without changing the incriminating set.

Lemma 2.3.7. [19, Lemma 5.11] If p ∈ B−{x,y}, q ∈ B∗−{a,b} are such that

Apq 6= 0, and either Apa = Apb = 0 or Axq = Ayq = 0, then {a,b,x,y} incriminates

(M,Apq).

The elements of the 4-element incriminating set {a,b,x,y} for (M,A) label a 2×2
submatrix A[{a,b,x,y}] of A. We will refer to the next result by saying “the bad
submatrix has no zero-entries.”

Lemma 2.3.8. If {a,b,x,y} is an incriminating set for the pair (M,A), then Ai j 6=
0 for i ∈ {x,y} and j ∈ {a,b}.

Proof. First assume that Axb = 0. Then det(A[{a,b,x,y}]) ∈ P. Since {a,b,x,y}
incriminates the pair (M,A), it follows that either:

(i) B4{a,b,x,y} is a basis of M but dependent in M[I|A]; or

(ii) B4{a,b,x,y} is dependent in M but a basis of M[I|A].

Assume that (i) holds, so B4{a,b,x,y} is a basis, but det(A[{a,b,x,y}]) = 0.
Then, it follows from det(A[{a,b,x,y}]) = Axa ·Ayb = 0 and the property that non-
zero elements of P are units, that Axa = 0 or Ayb = 0. Suppose that Axa = 0. Let
B′ = B4{a,b,x,y}. Now B and B′ are bases of M and x ∈ B−B′, so by basis
exchange there is some z ∈ B′−B = {a,b} such that (B− x)∪ z is a basis of M; a
contradiction because M\b = M[I|A−b], M\a = M[I|A−a] and Axa = Axb = 0, so
both (B− x)∪a and (B− x)∪b are dependent in M. Thus Axa 6= 0, and a similar
argument using basis exchange on B and B′ shows that Ayb 6= 0; a contradiction.

Now assume that (ii) holds, so B′ = B4{a,b,x,y} is dependent in M, but B′ is a
basis of M[I|A]. Then it follows from det(A[{a,b,x,y}]) = Axa ·Ayb 6= 0 that both
Axa 6= 0 and Ayb 6= 0. Now M\b = M[I|A− b] and Axa 6= 0, so (B− x)∪ a is a
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basis of M. Similarly M\a = M[I|A−a] and Ayb 6= 0, so (B−y)∪b is also a basis
of M. Let B1 = (B− x)∪ a and B2 = (B− y)∪ b. Then x ∈ B2−B1, so by basis
exchange there is some z ∈ B1−B2 such that (B2− x)∪ z is a basis of M. But
B1−B2 = {a,y}, so then (B2− x)∪ z is either (B− x)∪ b or B′; a contradiction
because both (B− x)∪b and B′ are dependent in M.

Our setup is as follows.

(i) N is a 3-connected strong P-stabilizer for the class of P-representable ma-
troids such that |E(N)| ≥ 4 and N neither a wheel nor a whirl.

(ii) M is an excluded minor for the class of P-representable matroids, and M

has a pair of elements a,b such that M\a,b is 3-connected with an N-minor.

(iii) M has a B×B∗ companion matrix A and {a,b,x,y} is an incriminating set
for (M,A).

2.4 Strong elements

In this section, we prove results about the (N,B)-strong elements of M′ = M\a,b
outside of the special rows x and y of the 4-element incriminating set {a,b,x,y}
of (M,A). The main result here is a proof that M′ has at most two (N,B)-strong
elements outside of x and y. Moreover, any (N,B)-strong elements outside of x

and y are in B∗−{a,b}.

Lemma 2.4.1. If u is an (N,B)-strong element of M′ such that u /∈ {x,y}, then

u /∈ B.

Proof. Suppose that u is an (N,B)-strong element of M′ such that u /∈ {x,y} and
that u∈B. Let Z =E(M)−{a,b,u}, Z1 =E(M)−{b,u}, and Z2 =E(M)−{a,u}
where C = E(N). Then, by Lemma 2.3.5, the matroid M/u is not strongly P-
stabilized by N. But M\a,b/u, and hence M/u, is 3-connected up to parallel
classes. Now it follows from Lemma 2.3.4 that M/u is strongly P-stabilized by
N; a contradiciton.

Lemma 2.4.2. If u is an (N,B)-strong element of M′ such that u /∈ {x,y}, then

M\a,u or M\b,u is not N-stable.
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Proof. Suppose that u is an (N,B)-strong element of M′ such that u /∈ {x,y}. Then
u ∈ B∗−{a,b} by Lemma 2.4.1. Suppose that both M\a,u and M\b,u are N-
stable. Let Z = E(M)−{a,b,u}, Z1 = E(M)−{b,u}, and Z2 = E(M)−{a,u}
where C = E(N). Then, by Lemma 2.3.5, the matroid M\u is not strongly P-
stabilized by N. Thus M\u is not N-stable. But then M\a,u or M\b,u is not
N-stable by Lemma 2.4.3; a contradiction.

Suppose that a matroid R is 3-connected up to series classes. The only way to
create a matroid Q that is not N-stable by a one-element extension of R by a is
to put a in the span of a series class S of Q so that the S∪ a component in the
2-sum decomposition of Q contains a U2,4-minor. We call such a series class S

unstable. Thus, if M′ has an (N,B)-strong element u, then it follows from Lemma
2.4.2 that M\u,a or M\u,b has an unstable series class. Note that we sometimes
abuse terminology and say that the (N,B)-strong element u has an unstable series
class.

We use the following result to locate a or b when M′ has a strong element outside
of {x,y}.

Lemma 2.4.3. Let co(M′\u) be 3-connected with a 3-connected minor N. If

M\u,b is not N-stable, then there is some series class S of M′\u such that

a ∈ cl(S), a /∈ cl({s}) for all s ∈ S, and a /∈ cl(E(M)−S).

Note that the converse of Lemma 2.4.3 is not true.

We now consider the size of an unstable series class.

Lemma 2.4.4. Let u be an (N,B)-strong element of M′ such that u /∈ {x,y}. If C

is a cosegment of M′ such that |C| ≥ 4 and u ∈C, then |C|= 4 and B∩C = {x,y}.

Proof. Suppose C is a cosegment of M′ such that |C| ≥ 4 and u ∈ C. Then |C∩
B∗| ≤ 2 since C is a corank 2 subset, so |C∩B| ≥ |C|− 2. Suppose that there is
some c ∈ C that is a member of B−{x,y}. Then M′/c is 3-connected with an
N-minor, so c is an (N,B)-strong element; a contradiction to Lemma 2.4.1. We
deduce that |C|= 4 and that B∩C = {x,y}.

We now show that unstable series classes must meet {x,y}. Moreover, it follows
that up to allowable pivots, we can make an unstable series class contain {x,y}.



30 CHAPTER 2. EXCLUDED MINORS ARE ALMOST FRAGILE

Lemma 2.4.5. Let u be an (N,B)-strong element of M′ such that u /∈ {x,y}, and

let S be an unstable series class of M′\u. Then S∩B⊆ {x,y}.

Proof. The result follows from Lemma 2.4.4 if S is a series class with three el-
ements, so we may assume that S = {s1,s2} is a series pair. It follows from
the codependence of S that S meets B. Seeking a contradiction, suppose that
{s1,s2}∩ (B−{x,y}) 6= /0. Assume that s1 ∈ B−{x,y}. Then si(M′/s1) is not
3-connected by Lemma 2.4.1. Then si(M′/s2) is 3-connected by Lemma 2.2.19,
so it follows from Lemma 2.4.1 that s2 ∈ B∗−{a,b}. Now, if Axs2 = Ays2 = 0,
then a pivot on As1s2 is allowable, and the basis B4{s1,s2} has an element that
contradicts Lemma 2.4.1. Thus we may assume that Axs2 6= 0. Then a pivot on Axs2

is an allowable pivot, and {s1,s2} ⊆ B4{x,s2}. Now {s1,s2} is an unstable series
pair, so a ∈ clM\b({s1,s2}). Hence (Axs2)aw 6= 0 if and only if w ∈ {s1,s2}. But
then (Axs2)ay = 0; a contradiction because Axs2

ay is an entry of the bad submatrix.
Thus S∩B⊆ {x,y}.

Next we prove that unstable series classes involving the same element (i.e. a or b)
are simple to handle: they must be contained in a 4-point cosegment of M′.

Lemma 2.4.6. Let u and v be (N,B)-strong elements outside of {x,y}. If both

M\u,b and M\v,b are not N-stable, then {u,v,x,y} is a cosegment of M′.

Proof. Suppose that both M\u,b and M\v,b are not N-stable, and let Su and Sv be
unstable series classes for u and v respectively. Suppose that Su∪u is a cosegment
of M′. Then Su∪u = {u, t,x,y} for some t ∈ B∗ by Lemma 2.4.4. We claim that
t = v. Suppose not. Then we may assume by Lemma 2.4.5 that Sv = {x,s} for
some s ∈ B∗−{a,b}. But then Su∪Sv∪{u,v} is a corank-3 subset with {u,v,s, t}
contained in the cobasis B∗; a contradiction. Thus Sv = {x,y}, so t = v by Lemma
2.4.4.

We may now assume that both Su ∪ u and Sv ∪ v are triads. Suppose Su ∩ Sv =

/0. Then Sv ⊆ E(M)− Su, so a ∈ cl(E(M)− Su); a contradiction because a /∈
cl(E(M)−Su). Thus Su∩Sv 6= /0. Suppose that |Su∩Sv|= 1. Then, since Su∪a and
Sv∪a are triangles, it follows that Su∪Sv is a triangle of M′, and so {u,v}∪Su∪Sv

is a 5-element fan of M′ with rim ends u,v. But then co(M′\v) is not 3-connected;
a contradiction because v is an (N,B)-strong element. Therefore Su = Sv. But
then {u,v} ∪ Su is a 4-point cosegment, so Su ∪ {u,v} = {u,v,x,y} by Lemma
2.4.4.
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These results are enough to bound the number of (N,B)-strong elements outside
of {x,y}. The bound on the number of (N,B)-strong elements is a key ingredient
in many subsequent arguments.

Lemma 2.4.7. M′ has at most two (N,B)-strong elements outside of {x,y}.

Proof. Seeking a contradiction, suppose that p, q, and r are distinct (N,B)-strong
elements of M′ outside of {x,y}. Then p,q,r ∈B∗−{a,b} by Lemma 2.4.1. Then,
by Lemma 2.4.2, we may assume that M\p,b and M\q,b are not N-stable. Then
{p,q,x,y} is a cosegment of M′ by Lemma 2.4.6. Now, if M\r,b is not N-stable,
then {p,r,x,y} is a cosegment of M′ by Lemma 2.4.6. Hence {p,q,r,x,y} is a
cosegment of M′; a contradiction of Lemma 2.4.4. Thus M\r,a is not N-stable by
Lemma 2.4.2. Let Sr be an unstable series class for r. Now if Sr contains {x,y},
then {p,q,r,x,y} is a cosegment of M′; a contradiction of Lemma 2.4.4. Thus, by
Lemma 2.4.5, we may assume that Sr = {x,s} for some s∈ B∗−{a,b, p,q,r}. But
then {p,q,x,y}∪Sp is a corank-3 subset containing the 4-element coindependent
set {p,q,r,s}; a contradiction.

We say that a subset G of M′ is a gadget if {x,y} ⊆G, there are triads T and T ′ of
M′ such that G = T ∪T ′, |T ∩T ′| ∈ {1,2}, and G ⊆ cl∗(G∩B∗). If |T ∩T ′|= 1,
then G∩B∗ has at least one (N,B)-strong element. We will see later that a gadget
enables us to bound the number of rows and columns of the companion matrix
that are obstacles to allowable pivots, and hence enables us to bound |E(M)|.

Now we seek to prove that we see either a gadget of M′ or one (N,B)-strong
element outside {x,y}.

Lemma 2.4.8. If M′ has two (N,B)-strong elements outside of {x,y}, then either:

(i) M′ has a gadget; or

(ii) there is a basis B′ of M′ and incriminating set {a,b,x′,y′} for (M,A′) such

that M′ has at exactly one (N,B′)-strong element u outside of {x′,y′}, and

{u,x′,y′} is a triad of M′.

Proof. Suppose that u and v are (N,B)-strong elements outside of {x,y}. If
(M\u)\b and (M\v)\b are both not N-stable, then {u,v,x,y} is a cosegment of M′

by Lemma 2.4.6, so (i) holds. Thus we may assume that (M\u)\a and (M\v)\b
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are not N-stable, but (M\u)\b and (M\v)\a are N-stable. Let Su and Sv be the un-
stable series classes for u and v. We may also assume that both Su∪u and Sv∪v are
triads of M′, or (i) holds by Lemma 2.4.4. Consider the corank of Su∪Sv∪{u,v}.

Suppose that the corank of Su ∪ Sv ∪{u,v} is at least 4. Then the triads Su ∪ u

and Sv ∪ v are disjoint. Thus, by Lemma 2.4.5, we may assume that Su = {s,x}
and Sv = {t,y} for some s, t ∈ B∗−{u,v}. If Ays 6= 0, then a pivot on Ays gives a
cobasis B∗4{s,y} that contains a triad Sv∪ v; a contradiction. Thus Ays = 0. But
then s is spanned by B−{y}, and hence b is spanned by B−{y}. Then Aby = 0;
a contradiction because Aby is an entry of the bad submatrix. Thus the corank of
Su∪Sv∪{u,v} is two or three.

Suppose that Su ∪ Sv ∪{u,v} is a corank-3 subset. Then it follows from Lemma
2.4.5 that the triads Su∪u and Sv∪v cannot be disjoint, so |(Su∪u)∩(Sv∪v)|= 1.
We claim that (i) holds. Suppose, up to relabelling u and v, that Su ⊆ B. Then
Su = {x,y} by Lemma 2.4.5. Now Sv 6= {x,y} because Su∪Sv∪{u,v} is a corank-
3 subset, so we can assume that Sv = {x,s} for some s∈B∗−{u} by Lemma 2.4.5.
Thus Su∪Sv∪{u,v} is a gadget of M′. We may therefore assume that neither Su

nor Sv is contained in B. Then, up to relabelling x and y, it follows from the corank
of Su∪Sv∪{u,v} that x ∈ Su and y ∈ Sv, so Su∪Sv∪{u,v} is a gadget of M′.

Finally, suppose that Su ∪ Sv ∪{u,v} is a corank-2 subset of M′. Then we may
assume, by Lemma 2.4.5, that Su ∪ Sv ∪ {u,v} = {u,v,x}. Now a pivot on Ayv

is allowable by Lemma 2.4.5. Let B′ = B4{v,y}, x′ = x, and y′ = v. Then u is
an (N,B′)-strong element outside of {x′,y′} and {u,x′,y′} is a triad. If y is not
(N,B′)-strong, then (ii) holds. Suppose that y is an (N,B′)-strong element of M′.
If y is cospanned by {u,x′,y′}, then M′ has a 4-point cosegment {u,y,x′,y′}, so (i)
holds. Assume that y is not cospanned by {u,x′,y′}. Let Sy be an unstable series
class for y. Then either Sy∪ y is a 4-point cosegment, or Sy∪ y is a triad such that
the corank of Su∪Sy∪{u,y} is at least 3, so in either case (i) holds by the above
argument.

After we have handled the gadget case, we use the following result.

Lemma 2.4.9. If M′ does not have a gadget, then either:

(i) there is some basis B′ of M′ and incriminating set {a,b,x′,y′} for (M,A′)

such that M′ has exactly one (N,B′)-strong element u outside of {x′,y′}, and

{u,x′,y′} is a triad of M′; or
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(ii) there is no basis B′ of M′ and incriminating set {a,b,x′,y′} for (M,A′) such

that M′ has an (N,B)-strong element outside of {x,y}.

Proof. Suppose that M′ does not have a gadget. By Lemma 2.4.7 every basis B

of M′ has at most two (N,B)-strong elements outside of {x,y}. Suppose M′ has a
basis B such that there are two (N,B)-strong elements outside of {x,y}. Then (i)
holds by Lemma 2.4.8(ii). Thus we may assume that every basis B of M′ has at
most one (N,B)-strong element outside of {x,y}. Suppose that u∈B∗ is an (N,B)-
strong element outside of {x,y}. Then M′\u has an unstable series pair, and by
Lemma 2.4.5 we may assume that B is chosen such that {u,x,y} is a triad.

2.5 The gadget case

Recall that a subset G of M′ is a gadget if {x,y} ⊆ G, there are triads T and T ′ of
M′ such that G = T ∪T , |T ∩T ′| ∈ {1,2}, and G ⊆ cl∗(G∩B∗). If |T ∩T ′| = 1,
then there is at least one (N,B)-strong deletable element in G.

In other words, a gadget is either a 4-point cosegment, or two triads that meet in a
single element with the property that the subset {x,y} of special rows is cospanned
by the cobasis elements of G. In this section we suppose that M′ has a gadget, and
we prove that |E(M)| ≤ |E(N)|+16.

We begin with the following restriction on the (N,B)-strong elements of M′.

Lemma 2.5.1. If M′ has a gadget G, then there are no (N,B)-strong elements

outside of G.

Proof. Suppose G is a cosegment {u,v,x,y}. Suppose w is an (N,B)-strong ele-
ment outside of G. Then w ∈ B∗ by Lemma 2.4.1. Then w has an unstable series
pair that meets {x,y}. By corank argument it must be {x,y}, and so {u,v,w,x,y}
is a cosegment of M′; a contradiction of Lemma 2.4.4.

Suppose G is two triads that meet in a single element and contain {x,y}, say
G = {u,v,w,x,y} where {u,v,w} ⊆ B∗. Suppose t is an (N,B)-strong element
outside of {x,y}. Then t ∈ B∗ by Lemma 2.4.1, and M′\t has a series pair that
meets {x,y} by Lemma 2.4.5. Let T = {t,x,z} be the triad of M′ containing t

and meeting {x,y}. If z ∈ G, then G∪T has corank-3 but contains a 4-element
subset {t,u,v,w} of B∗; a contradiction. If z /∈ G, then z ∈ B∗ by Lemma 2.4.5.
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But then G∪T has corank-4 but contains a 5-element subset {t,u,v,w,z} of B∗; a
contradiction.

The following results consider allowable pivots of M′.

Lemma 2.5.2. Let w ∈ B−{x,y}. Then Awz 6= 0 for some z ∈ B∗−G if and only

if w /∈ cl∗(G∩B∗).

Lemma 2.5.3. If G is a gadget, then Axz = Ayz = 0 for all z ∈ B∗−{G}.

Proof. Since {x,y} ⊆ cl∗(G∩B∗), it follows that Axz = Ayz = 0 for all z ∈ B∗−
{G}.

Lemma 2.5.4. If Awz 6= 0 for some w ∈ B−{x,y} and z ∈ B∗−G, then a pivot on

Awz is allowable. Moreover, G is a gadget relative to the basis B4{w,z}.

Proof. Suppose that Awz 6= 0 for some w ∈ B−{x,y} and z ∈ B∗−G. Then the
pivot on Awz is allowable by Lemma 2.5.3. Since G∩B = G∩ (B4{w,z}) and
G∩B∗= G∩(B∗4{w,z}), the pivot preserves the property that G is a gadget.

Next we show that a gadget, together with allowable pivots, imposes the following
restrictions on the elements of E(M′)−G.

Lemma 2.5.5. There is no element z ∈ E(M′)−G such that:

(i) z is N-deletable, co(M′\z) is 3-connected, and z /∈ cl∗(G∩B∗); or

(ii) z is N-contractible and si(M′/z) is 3-connected.

Proof. Assume that (i) holds. Then z is not (N,B)-strong by Lemma 2.5.1, so
z ∈ B−{x,y}. Now by Lemma 2.5.2 there is some w ∈ B∗−G such that Azw 6= 0.
Let B′ = B4{w,z}. By Lemma 2.5.4, a pivot on Azw is allowable, and the (N,B)-
strong elements in G are (N,B′)-strong. But now z is an (N,B′)-strong element,
so M′ has a gadget and an (N,B′)-strong element outside of G; a contradiction of
Lemma 2.5.1.

Assume that (ii) holds. Since z /∈ {x,y}, it follows from Lemma 2.4.1 that z ∈
B∗−G. Then Axz = Ayz = 0 by Lemma 2.5.3, so there is some w ∈ B−{x,y}
such that Awz 6= 0 because M′ has no loops. Then a pivot on Awz is allowable by
Lemma 2.5.4. Now z is an (N,B4{w,z})-strong element in (B4{w,z})−{x,y};
a contradiction of Lemma 2.4.1.
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We employ the following consequence of the Splitter Theorem.

A splitter sequence for N in M is a pair ((C,D),(x1, . . . ,xn)), where (C,D) is a
partition of a subset C∪D of E(M), and (x1, . . . ,xn) is an ordering of the elements
of C∪D such that:

(i) M/C\D∼= N; and

(ii) M/(C∩{x1, . . . ,xi})\(D∩{x1, . . . ,xi}) is 3-connected for all i ∈ {1, . . . ,n}.

Given a splitter sequence for N in M, the problem of bounding |E(M)| by some
function of |E(N)| is reduced to bounding the size of |C∪D|.

Note that we will abuse notation by simply refering to a sequence of elements
x1, . . . ,xn a splitter sequence.

The next result is a tool for dealing with elements of a splitter sequence that are
outside of G. If such an element z is (N,B)-robust, then it cannot be (N,B)-strong
by Lemma 2.5.1, so there is a vertical 3-separation associated with z. We show
that such a vertical 3-separation has the following properties.

Lemma 2.5.6. Let R be a 3-connected minor of a 3-connected matroid Q, and

let Z = (z1, . . . ,zn) be a splitter sequence ordering for E(Q)−E(R). Let zi be a

contractible element for some i ∈ {1, . . . ,n}. If si(Q/zi) is not 3-connected, then

there is a vertical 3-separation (X ,zi,Y ) such that |Y −{z1, . . . ,zi−1}| ≤ 1, and

there is at most one element of Y that is not N-flexible in Q. Moreover, if s ∈ Y is

not N-flexible in Q, then s is N-contractible in Q and si(Q/s) is 3-connected.

Proof. Suppose that si(Q/zi) is not 3-connected. Then Q has a vertical 3-
separation (X ,zi,Y ). We may assume that |E(R) ∩Y | ≤ 1 and that X ∪ zi is
closed in Q. But (X − {z1, . . . ,zi−1},Y − {z1, . . . ,zi−1}) is not a 2-separation
of the 3-connected matroid Q/zi/C ∩ {z1, . . . ,zi−1}\D∩ {z1, . . . ,zi−1}, so |Y −
{z1, . . . ,zi−1}| ≤ 1. The remaining properties follow immediately from Lemma
2.2.11.

Let C∪D be the elements of the splitter sequence (z1, . . . ,zn) for N in M′, where
N ∼= M′/C\D. A key to bounding the size of |C∪D| is to bound the elements in
cl∗(G)−G.

We will bound the elements of D in cl∗(G)−G, but we first need the following
Lemma for corank-3 gadgets.
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Lemma 2.5.7. Let G be a corank-3 gadget of M′. If z′,z′′ ∈C∪D are in cl∗(G)−
G, then there is no partition (X ,Y ) of G∪{z′,z′′} such that both r∗(X) and r∗(Y )

are at most two.

Proof. Since G is not a 4-point cosegment, |G|= 5. Thus |G∪{z′,z′′}|= 7. Seek-
ing a contradiction, suppose that (X ,Y ) is a partition of G∪ {z′,z′′} such that
max{r∗(X),r∗(Y )} ≤ 2. We may assume that |X | ≥ 4. Then X is a cosegment
that contains an element z ∈ {z′,z′′}. Then z ∈ D by Lemma 2.5.5(ii). Suppose
{z′,z′′}⊆ cl∗(X). Then z′,z′′ ∈D, but they are in a cosegment X∪{z′,z′′} of M′, so
it follows that z′,z′′ are N-flexible. If si(M′/z) is 3-connected for z ∈ {z′,z′′}, then
we contradict Lemma 2.5.5(ii). Thus by Bixby’s Lemma z′,z′′ are (N,B)-strong.
But there is an (N,B)-strong element u ∈ G∩B∗, so M′ has at least three (N,B)-
strong elements outside of {x,y}; a contradiction of Lemma 2.4.7. Thus |X | = 4
and u,z′′ ∈ Y . Now Y is a triad, and cl∗(Y ) is a 4-point cosegment that contains
the N-deletable element u. Thus z′′ is N-contactible and M/z′′ is 3-connected; a
contradiction of Lemma 2.5.5(ii).

Lemma 2.5.8. There are at most two elements of D that belong to cl∗(G)−G.

Proof. Suppose that there are at least three elements z,z′,z′′ ∈ (cl∗(G)−G)∩D.
Then z,z′,z′′ ∈ B−{x,y}. We may assume that z comes after z′ and z′′ in the
splitter sequence ordering.

Now if G is a 4-point cosegment, then z and z′ are elements of the cosegment.
Since z is in a series class of M′\z′, the element z is N-contractible in M′. But M′/z

is 3-connected by Lemma 2.2.13, so z′ is an (N,B)-strong element of B−{x,y};
a contradiction of Lemma 2.4.1.

Assume G is not a 4-point cosegment, so cl∗(G) has corank three. We first show
that z is N-contractible in M′. Suppose that {z,z′,z′′} is a triad of M′. Then z is
N-contractible since it is in a series pair of M\z′, and M\z′ has an N-minor since z′

is N-deletable. We may therefore assume that {z,z′,z′′} is not a triad of M′. Then
{z,z′,z′′} is a cobasis for cl∗(G). As M\{z,z′,z′′} has an N-minor, it follows that
the minor obtained from M′ by deleting any cobasis for cl∗(G) and contracting the
remaining elements has an N-minor. In particular, the element z is N-contractible
in the matroid M′\(G∩B∗), so it follows that z is N-contractible in M′.

Now, z is an N-contractible element of M′, so it follows from Lemma 2.5.5(ii)
that si(M′/z) is not 3-connected. Then there is a vertical 3-separation (X ,z,Y ) of
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M′. But then X or Y must cospan cl∗(G) by Lemma 2.5.7. Assume X cospans
cl∗(G). Then z ∈ cl∗(X), and by the definition of a vertical 3-separation z ∈ cl(Y );
a contradiction of orthogonality.

Now we work towards a proof that D ⊆ cl∗(G). We first need the following easy
observation on the elements of C that are N-flexible in M′.

Lemma 2.5.9. If c ∈C−G and c is N-deletable, then c ∈ cl∗(G).

Proof. Suppose that c ∈ C−G and that c is N-deletable. Then si(M′/c) is not
3-connected by Lemma 2.5.5(ii), so co(M′\c) is 3-connected by Bixby’s Lemma.
Now it follows from Lemma 2.5.5(i) that c ∈ cl∗(G).

Lemma 2.5.10. D⊆ cl∗(G).

Proof. Let zi be the first element of D outside of cl∗(G). Let Z′ = {z1, . . . ,zi−1}.
Since zi is N-deletable and zi /∈ cl∗(G), it follows from Lemma 2.5.5(i) that
co(M′\zi) is not 3-connected. By Lemma 2.5.6 there is a vertical 3-separation
(X ,zi,Y ) of (M′)∗ such that at most one element of Y is not in Z′ and all such
elements are N-flexible. Now if z′ ∈ Y ∩ Z′ and z′ ∈ D, then z′ ∈ cl∗(G) by the
choice of zi. If z′ ∈ Y ∩Z′ and z′ ∈C, then z′ is also N-deletable by Lemma 2.5.6,
so z′ ∈ cl∗(G) by Lemma 2.5.9. If Y has an element s that is not N-flexible, then
s is N-deletable and co(M′\s) is 3-connected, so by Lemma 2.5.5(i) s ∈ cl∗(G).
Thus every element of Y is in cl∗(G). Now it follows from the definition of a
vertical 3-separation in (M′)∗ that r∗(Y ) ≥ 3. Thus Y cospans cl∗(G), and so
cl∗(Y ) = cl∗(G). But zi ∈ cl∗(Y ) because (X ,zi,Y ) is a vertical 3-separation in
(M′)∗, so zi ∈ cl∗(G); a contradiction.

We can now show that |cl∗(G)| ≤ 7.

Lemma 2.5.11. There are at most two elements of C∪D in cl∗(G)−G.

Proof. Suppose that there are three elements p,q,r ∈ C ∪D such that p,q,r ∈
cl∗(G)−G. Now it follows from Lemma 2.5.8 that at least one of p,q,r ∈C, so
we may assume that p∈C. Now si(M′/p) is not 3-connected by Lemma 2.5.5(ii).
Thus p is not in a 4-point cosegment of M′. In particular, it follows that G is not a
4-point cosegment. Let (X , p,Y ) be a vertical 3-separation of M′. Then by Lemma
2.5.7 we may assume that X cospans G∪{q,r}, and hence p. But then p ∈ cl∗(X)

and p ∈ cl(Y ); a contradiction of orthogonality.
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It remains to consider the elements outside of cl∗(G). We do not believe that the
bound obtained in the next result is tight, and it should be possible to improve on
this bound in future research.

Lemma 2.5.12. There are at most seven elements of C that are not in cl∗(G).

Proof. Suppose that there are at least eight elements of C − cl∗(G), and let
p1, . . . , p8 be the first eight such elements. It follows from Lemma 2.5.5(ii) that
there is some vertical 3-separation (Xi, pi,Yi) of M′ for each i ∈ {1, . . . ,8}. As-
sume that |Yi∩E(N)| ≤ 1 for i ∈ {1, . . . ,8}.

2.5.12.1. There is some pair i, j ∈ {1, . . . ,8} such that |Yi∩Y j| ≥ 2.

Subproof. It follows from Lemma 2.5.5 and Lemma 2.5.6 that Yi ⊆ cl∗(G) for all
i ∈ {1, . . . ,8}. By Lemma 2.5.11 |cl∗(G)| ≤ 7. We know that |Yi| ≥ 3 because Yi

is a side of a vertical 3-separation of M′. Moreover, if |Yi|= 3, then Yi is a triad of
M′.

Suppose that |Yi| ≥ 5 for some i ∈ {1, . . . ,8}. Up to labels, we may assume that
|Y1| ≥ 5. If |Y1 ∩Y2| ≥ 2, then Y1,Y2 is the desired pair. Otherwise |Y1 ∩Y2| = 1
and Y1∪Y2 covers cl∗(G). But then either |Y1∩Y3| ≥ 2 or |Y2∩Y3| ≥ 2. We may
therefore assume that |Yi| ≤ 4 for each i ∈ {1, . . . ,8}.

Now suppose that there are at least two i, j ∈ {1, . . . ,8} such that |Yi| = |Y j| = 4.
Then, up to labels, we can assume that |Y1|= |Y2|= 4. Then either |Y1∩Y2| ≥ 2, or
|Y1∩Y2|= 1 and Y1∪Y2 covers cl∗(G). But then either |Y1∩Y3| ≥ 2 or |Y2∩Y3| ≥ 2.
Thus we can assume that |Yi| ≥ 4 for at most one i ∈ {1, . . . ,8}.

Assume that labels are chosen such that Y1, . . . ,Y7 are triads. Suppose that |Yi ∩
Y j| ≤ 1 for all i, j ∈ {1, . . . ,7}. We first consider the case that there are i, j ∈
{1, . . . ,8} such that Yi∩Yj = /0. We may assume that labels are chosen such that
Y1 ∩Y2 = /0. Then it follows that Y3 ∩Y4 ∩Y5 6= /0. Let y ∈ Y3 ∩Y4 ∩Y5. Now
consider Y6. It follows that y∈Y6 or else |Yi∩Y6| ≥ 2 for some i∈ {1,2}. But now
Y6−{y} has at least two elements of Y1 ∪Y2, and every element in Y1 ∪Y2 is in
Y3∪Y4∪Y5. Thus |Yi∩Y6| ≥ 2 for some i ∈ {3,4,5}, which is a contradiction. We
may therefore assume that |Yi∩Yj|= 1 for all i, j ∈ {1, . . . ,7}. But then |Yi∩Y8| ≥
2 for some i ∈ {1, . . . ,7}, and we have the desired pair.

Now let Yi and Yj be a pair such that |Yi ∩Yj| ≥ 2. Now, by uncrossing, the sets
Yi∪Yj, Yi∪Yj ∪ pi, Yi∪Yj ∪ p j, Yi∪Yj ∪{pi, p j} are all 3-separating. Moreover,
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since Xi and X j are the N-side, |Xi∩X j| ≥ 2. Hence Yi∪Yj, Yi∪Yj∪ pi, Yi∪Yj∪ p j,
Yi∪Yj∪{pi, p j} are sides of exact 3-separations of M′ and pi, p j are guts elements.
Now (Xi∩X j, pi,Yi∪Yj∪ p j) is a vertical 3-separation of M′ unless r(Xi∩X j)≤ 2.
But if r(Xi∩X j)≤ 2, then (Xi∩X j)∪{pi, p j} is a 4-point segment of M′. Hence
pi or p j is N-deletable, so by Lemma 2.5.9 pi or p j is in cl∗(G); a contradiction.
Thus (Xi∩X j, pi,Yi∪Yj∪ p j) is a vertical 3-separation of M′, and |(Yi∪Yj∪ p j)∩
E(N)| ≤ 1. Then, by Lemma 2.2.12, either si(M′/p j) is 3-connected or p j is
N-deletable in M′, and so p j ∈ cl∗(G) by Lemma 2.5.9; a contradiciton.

Finally, we are in position to prove the main result of this section.

Lemma 2.5.13. If M′ has a gadget, then |E(M)| ≤ |E(N)|+16.

Proof. Suppose that M′ has a gadget G, and that N = M′/C\D for some C∪D⊆
E(M). Now D ⊆ cl∗(G) by Lemma 2.5.10, and |cl∗(G)| ≤ 7 by Lemma 2.5.11.
Moreover, |C− cl∗(G)| ≤ 7 by Lemma 2.5.12. Therefore |E(M)| ≤ |E(N)|+
|cl∗(G)|+ |C− cl∗(G)|+ |{a,b}|= |E(N)|+16.

2.6 Robust elements

In this section, we consider the structure of M′ that arises from elements that are
(N,B)-robust but not (N,B)-strong. Recall that a path of 3-separations of M′ is
a partition (P1, . . . ,Pn) of E(M′) such that (P1 ∪ ·· · ∪ Pi,Pi+1 ∪ ·· · ∪ Pn) is a 3-
separation of M′ for each i ∈ {1, . . . ,n− 1}. The main result of this section will
show that (N,B)-robust but not (N,B)-strong elements induce a natural path of
3-separations of M′.

We assume that M′ has no gadget. By Lemma 2.4.9 we may assume that the basis
B of M′ is chosen such that either:

(i) There is some element u ∈ B∗−{a,b} such that u is an (N,B)-strong ele-
ment and {u,x,y} is a triad of M′; or

(ii) there are no (N,B)-strong elements of M′ outside of {x,y}.

If B satisfies (ii), then we can assume there is no basis B′ that satisfies (i). Fur-
thermore, we assume that our basis B is chosen to have the maximum number
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of (N,B)-robust elements outside of {x,y} subject to (i) and (ii). In particular if
we change the basis of M′ from B to B′ by way of allowable pivots on elements
of E(M′)−{u,x,y}, then the number of (N,B′)-robust elements of M′ cannot be
greater than the number of (N,B)-robust elements of M′.

If M′ has an (N,B)-strong element u outside of {x,y}, then we let S′ = {u,x,y}.
Otherwise we let S′ = {x,y}. Thus S′ is the set of possible (N,B)-strong elements
of M′.

Let (X ,{z},Y ) be a vertical 3-separation of M′. We say that Y is z-closed if Y is
coclosed and cl(Y )−Y = {z}. That is, fclM/z(Y ) = Y . We use z-closure to ensure
that the (N,B)-strong elements of M′ are contained in the weak side of a vertical
3-separation of M′.

Lemma 2.6.1. If z ∈ B and z is (N,B)-robust but not (N,B)-strong, then there

is some vertical 3-separation (X ,{z},Y ) of M′ such that Y is z-closed and |Y ∩
E(N)| ≤ 1.

Proof. By Lemma 2.2.2 M has a vertical 3-separation (X ,z,Y ), and we may
assume that |Y ∩ E(N)| ≤ 1. The elements of fclM/z(Y )−Y can be ordered
(y1, . . . ,ym) such that Y ∪{y1 . . . ,yi} is 2-separating for all i ∈ {1, . . . ,m}. Sup-
pose for some i that Yi = Y ∪{y1 . . . ,yi} is the N-side. Let j be the smallest index
such that |Yj ∩E(N)| = 2. Then (Yj,X j) = (Y ∪{y1 . . . ,y j},X −{y1 . . . ,y j}) is a
2-separation of M/z such that |Yj ∩E(N)| > 1 and |Xi∩E(N)| > 1; a contradic-
tion. Thus (Yi,Xi) is a 2-separation such that Xi is always the N-side for each i,
so |Xi| ≥ 3 for all i. Now Xm is not a series or parallel class or we contradict the
fact that Ym is fully closed. Thus rM(Xi)≥ 3. Since M is 3-connected, z coblocks
(Ym,Xm), and thus (Xm,z,Ym) is the desired vertical 3-separation.

Let M be a matroid and B a basis of M. A type-I fan relative to B in M is a
4-element fan F with ordering ( f1, f2, f3, f4) where { f1, f2, f3} is a triangle and
F ∩ B = { f1, f3}. A type-II fan relative to B in M is a 4-element fan F with
ordering ( f1, f2, f3, f4) where { f1, f2, f3} is a triangle and F ∩B = { f1, f3, f4}. A
P-fan relative to B is a type-I or type-II fan relative to B.

The next Lemma is contained in the proof of Lemma 3.4 and Lemma 4.8 of Bret-
tell and Semple [1].

Lemma 2.6.2. Let z ∈ B be an (N,B)-robust but not (N,B)-strong element of M′,

and let (X ,{z},Y ) be a z-closed vertical 3-separation of M′. If there are not at
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least two distinct (N,B)-strong elements of M′ contained in Y , then there is an

N-contractible element α , a vertical 3-separation (X ′,{α},Y ′) of M′ such that

Y ′∪{α} ⊆ Y ∪{z}, and a fan F ⊆ Y ′∪{α} with ordering (α,β ,γ,δ ) such that

F is a P-fan relative to B and β ,γ are N-flexible.

We now prove that S′ ⊆ Y .

Lemma 2.6.3. If z ∈ B− {x,y}, z is (N,B)-robust but not (N,B)-strong, and

(X ,{z},Y ) is a z-closed vertical 3-separation of M′, then S′ ⊆ Y .

Proof. Suppose that there are two distinct (N,B)-strong elements in Y . The
(N,B)-strong elements of M′ contained in Y must belong to S′. If |S′|= 2, then it
follows immediately that S′ ⊆ Y . If |S′| = 3, then S′ is a triad, so S′ ⊆ Y because
Y is coclosed.

Thus we may assume that there are not two distinct (N,B)-strong elements in Y .
Then it follows from Lemma 2.6.2 that there is an N-contractible element α , a
vertical 3-separation (X ′,{α},Y ′) of M′ such that Y ′∪{α} ⊆ Y ∪{z}, and a fan
F ⊆ Y ′ ∪{α} with ordering (α,β ,γ,δ ) such that F is a P-fan relative to B, and
β ,γ are N-flexible.

Note that α is not an (N,B)-strong element. But α is an N-deletable since α is in
parallel with β in M′/γ and γ is N-contractible.

We need the following subproofs.

2.6.3.1. {x,y}∩{α,γ} 6= /0

Subproof. Assume that {x,y}∩ {α,γ} = /0. Suppose β is (N,B)-strong. Then,
since β /∈ B, it follows that {β ,x,y} is a triad. Now {α,β ,γ} is a triangle that
meets {β ,x,y}, so by orthogonality x or y is in {α,γ}; a contradiction to the
assumption that {x,y} ∩ {α,γ} = /0. Thus β is not (N,B)-strong. But β is N-
flexible, so it follows that co(M′\β ) is not 3-connected. Thus, by Bixby’s Lemma,
si(M′/β ) is 3-connected. Now {α,β ,γ} is a triangle of M′ and the cobasis ele-
ment β is spanned by the basis elements α and γ , so Aαβ 6= 0 and Axβ = Ayβ = 0.
Thus a pivot on Aαβ is an allowable pivot. But then β is an (N,B4{α,β})-strong
element outside of {x,y} such that β ∈ B4{α,β}; a contradiction of Lemma
2.4.1.
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Thus α or γ is a member of {x,y}. This implies that δ ∈ B∗ because δ is N-
contractible and si(M/δ ) is 3-connected by Lemma 2.2.14, so if δ ∈ B, then δ ∈
{x,y}, so {x,y} ⊆ F . Hence S′ ⊆ cl∗(F).

We first handle the case when α ∈ {x,y}.

2.6.3.2. If α ∈ {x,y}, then S′ ⊆ Y .

Subproof. Assume that α = x. Suppose that β is (N,B)-strong. Then {β ,x,y}
is a triad, so S′ ⊆ cl∗(F) ⊆ Y , as required. Now suppose that β is not (N,B)-
strong. Consider the entry Aαβ . Since {α,β ,γ} is a triangle of M′ it follows
that Aαβ 6= 0, so a pivot on Aαβ is an allowable pivot. We then have a basis
B′ = B4{α,β} and incriminating set rows {β ,y} for (M,Aαβ ). Now, α is an
(N,B′)-strong element outside of {β ,y}. Thus, by the choice of B, there is some
element u ∈ B∗ such that u is (N,B)-strong and {u,x,y} is a triad. Since β is not
(N,B)-strong, u ∈ E(M′)−F . But then y ∈ {β ,γ} by orthogonality, so y = γ .
Therefore S′ ⊆ cl∗(F)⊆ Y .

Assume that α /∈ {x,y}. Then we may assume that γ = x. If β is (N,B)-strong,
then {β ,x,y} is a triad. But then {β ,δ ,x,y} is a 4-point cosegment; a contradic-
tion because M′ has no gadget. Thus we may assume that β is not (N,B)-strong.
Suppose that co(M′\x) is 3-connected. Now Axβ 6= 0 since {α,β ,x} is a triangle
of M′, so a pivot on Axβ is an allowable pivot. We then have a basis B′=B4{γ,β}
such that x is (N,B)-strong element outside of {β ,y}. By the choice of B, there
is some (N,B)-strong element u ∈ B∗ such that {u,x,y} is a triad. Since u /∈ F , it
follows from orthogonality that α = y. Thus S′ ⊆ cl∗(F)⊆ Y .

We may therefore assume that co(M′\x) is not 3-connected. Then si(M′/x) is
3-connected by Bixby’s Lemma. Since β is not (N,B)-strong there is a vertical
3-separation (X ,β ,Y ) of (M′)∗. By orthogonality we may assume that x ∈ X and
α ∈ Y . Consider (X− x,x,Y ∪β ). It cannot be a vertical 3-separation of M′ since
si(M′/x) is 3-connected. Thus r(X − x) ≤ 2 and so X contains a triangle. By
orthogonality X is a triangle and X = {x,δ ,µ} for some µ ∈ E(M′). Moreover
µ ∈ cl(Y ) or else {β ,x,δ ,µ} is a 4-point cosegment; a contradiction of orthog-
onality. Thus M′ has a 5-point fan with ordering (α,β ,x,δ ,µ). Now co(M′\µ)
is 3-connected by Lemma 2.2.14 and µ is N-deletable since µ is in a non-trivial
parallel class in M′/x. Now, if µ ∈ B∗−{a,b}, then µ is (N,B)-strong and outside
of {x,y}. Then {µ,x,y} is a triad. Then α = y by orthogonality; a contradiction
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to the assumption that α /∈ {x,y}. We may therefore assume that µ ∈ B.

Now co(M′\x) is not 3-connected. Then there is a vertical 3-separation (X ,x,Y )

of (M′)∗. By orthogonality we may assume that α ∈ X and β ∈ Y . Consider the
partition (X ∪ x,β ,Y −β ). Since si(M′/β ) is 3-connected by Bixby’s Lemma, it
follows that (X ∪ x,β ,Y −β ) cannot be a vertical 3-separation of M′. Thus r(Y −
β ) = 2, so Y is a triangle of M′. By orthogonality µ ∈ X and δ ∈Y . Moreover ε ∈
cl(X) or else {ε,x,β ,δ} is a 4-point cosegment; a contradiction of orthogonality.
Thus there is some element ε ∈ E(M′) such that {α,µ,ε} is a triangle. But α,µ ∈
B and {α,µ,ε} is a triangle, so it follows that ε ∈ B∗. We claim that ε is an
(N,B)-strong element of M′. That ε is (N,B)-robust follows from the fact that
β is N-contractible and {δ ,ε} is a parallel pair in M′/β . The fact that co(M′\ε)
is 3-connected follows from Bixby’s Lemma, since (F,ε,E(M′)−F) is a vertical
3-separation of M′ so si(M′/ε) is not 3-connected. Thus ε is an (N,B)-strong
element of M′ outside of {x,y}. Thus {ε,x,y} is a triad of M′. But {x,y} meets
the triangle {β ,δ ,ε} in a single element; a contradiction of orthogonality.

We now work towards a proof that all of the (N,B)-robust elements are contained
in the weak-side of a vertical 3-separation.

Lemma 2.6.4. Let M be a 3-connected matroid and (A,Z,B) a partition of E(M)

with |A|, |B| ≥ 2. If, for all z ∈ Z, there is a path (A′,{z},B′) of 3-separations such

that A⊆ A′ and B⊆ B′, then there is an ordering (z1, . . . ,zn) of the elements of Z

such that (A,z1, . . . ,zn,B) is a path of 3-separations.

Proof. By induction on |Z| = n. If n = 1, then the Lemma holds. Suppose that
n ≥ 2 and that the Lemma holds for all m ≤ n−1. Let z ∈ Z. Then M has a path
of 3-separations (Az,z,Bz) such that A⊆ Az and B⊆ Bz.

2.6.4.1. (A1,Z1,B1) = (A,Az−A,Bz∪ z) and (A2,Z2,B2) = (Az∪ z,Bz−B,B) are

paths of 3-separations of M that satisfy the inductive hypotheses.

Subproof. It is clear that (A1,Z1,B1) is a partition of E(M) and that |Z1| < |Z|.
It remains to prove that, for each x ∈ Z1, there is a 3-path of the form (A′′,x,B′′)

such that A1 ⊆ A′′ and B1 ⊆ B′′. But there is a 3-path (Ax,x,Bx) such that A⊆ Ax

and B⊆ Bx, so the result follows immediately if z ∈ Bx. We may therefore assume
that z /∈ Bx. Consider the partition (Ax∩Az,x,Bx∪Bz∪z) of M. Then A1 ⊆ Ax∩Az

and B1 ⊆ Bx∪Bz∪ z. It follows from uncrossing Bx and Bz∪ z that Bx∪Bz∪ z is
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3-separating, and by uncrossing Ax and Az that Ax∩Az is 3-separating. Thus the
inductive hypotheses hold for (A1,Z1,B1). The same argument shows they also
hold for (A2,Z2,B2).

It now follows from 2.6.4.1 and the induction assumption that there are paths of 3-
separations (A1,x1, . . . ,xp,B1) and (A2,y1, . . . ,yq,B2). Then concatenating these
paths shows that (A,x1, . . . ,xp,z,y1, . . . ,yq,B) is also a path of 3-separations.

We observe that elements on the weak side of a vertical 3-separation that are not
N-flexible are not (N,B)-robust in the following lemma.

Lemma 2.6.5. Let z ∈ B−{x,y} be an element of M′ that is (N,B)-robust but

not (N,B)-strong, and let (X ,{z},Y ) be a vertical 3-separation of M′ such that

|E(N)∩Y | ≤ 1 and S′ ⊆ Y . If µ ∈ Y − S′ and µ is not N-flexible, then µ is not

(N,B)-robust. Moreover, there are at most two such elements, and if p and q are

two such elements, then p ∈ cl(X) and q ∈ cl∗(cl(X)).

Proof. Suppose that µ ∈ Y −S′ and µ is not N-flexible.

Assume that µ ∈ cl(X). Then µ is in the guts of the 3-separation (X ∪{z},Y ), so
the element µ is N-deletable. Suppose that µ is (N,B)-robust, so µ ∈ B∗−{a,b}.
But (X ,µ,(Y − µ)∪ z) is a vertical 3-separation of M′, so it follows by Bixby’s
Lemma that co(M′\µ) is 3-connected. Thus µ is an (N,B)-strong element, which
is a contradiction because µ /∈ S′. Therefore µ is not (N,B)-robust, so µ ∈ B.
Thus there can be at most one such element µ because {z,µ} spans the guts of the
3-separation (X ,Y ∪ z).

We may therefore assume that X ∪z is closed. Then it follows from Lemma 2.2.12
that µ is in the coguts of (X ∪{z},Y ), and the element µ is not N-deletable but
µ is N-contractible. Moreover, µ is the only element of Y that is not N-flexible.
Seeking a contradiction, assume that µ is an (N,B)-robust element. Then µ ∈
B, and co(M′\µ) is 3-connected by Bixby’s Lemma and the fact that M′ has no
(N,B)-strong elements in B−{x,y}. In particular, it follows that the partition
(X ∪ z,µ,Y −µ) is not a vertical 3-separation of (M′)∗, so Y is a triad of M′. But
then Y ∪z= {x,y,z,µ} is contained in B, and Y ∪z contains a circuit of M′ because
z ∈ cl(Y ); a contradiction.

Let (X ′,{z},Y ′) be a vertical 3-separation such that Y ′ is z-closed. Let Y be the
3-separating set obtained from Y ′ by removing any elements of Y ′−S′ that are not
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(N,B)-robust, and let (X ,{z},Y ) be the corresponding vertical 3-separation. We
say that (X ,{z},Y ) is the good separation for z. Note we are moving at most two
elements from one side of the partition to the other. Since (X ′,{z},Y ′) is unique,
and we move at most two elements, the good separation for z is also unique.

The idea here is that, for each (N,B)-robust element of M′, there is a good sepa-
ration. All of the elements on the weak side of the good separation are N-flexible,
and therefore (N,B)-robust. We now show that these separations induce a path in
M′.

Lemma 2.6.6. If z1,z2 /∈ S′ are (N,B)-robust but not (N,B)-strong elements of

M′, and (X1,{z1},Y1), (X2,{z2},Y2) are the good separations for z1 and z2 re-

spectively, then (X1,Y1∪{z1}) and (X2,Y2∪{z2}) are nested separations.

Proof. Suppose that (X1,Y1∪{z1}) and (X2,Y2∪{z2}) cross. Now |X1∩X2| ≥ 2
since |Yi ∩ E(N)| ≤ 1 for i ∈ {1,2}, and |Y1 ∪Y2| ≥ 2 since S′ ⊆ Y1 ∪Y2. By
uncrossing Y1 and Y2 it follows that Y1 ∪Y2 is exactly 3-separating. Further un-
crossing arguments show that Y1 ∪Y2 ∪ z1, Y1 ∪Y2 ∪ z2, and Y1 ∪Y2 ∪{z1,z2} are
also exactly 3-separating.

Thus, up to duality, the partition (X1∩X2,Y1∪Y2∪{z1,z2}) is exactly 3-separating,
z2 ∈ B−{x,y} and z2 ∈ cl(X1∩X2)∩ cl(Y1∪Y2∪ z1).

Now r(Y1∪Y2∪ z1)≥ r(Y1)≥ 3 since rank is non-decreasing on supersets.

2.6.6.1. r(X1∩X2)≥ 3

Subproof. Suppose r(X1 ∩X2) ≤ 2. Then z2 ∈ cl(X1 ∩X2), so (X1 ∩X2)∪ z2 is
a segment with at least 3-elements. If there are at least 3 elements of X1 ∩X2,
then there is some (N,B)-strong element in X1 ∩X2; a contradiction because all
(N,B)-strong elements belong to S′ ⊆ Y1∪Y2∪{z1,z2}. Thus |X1∩X2| = 2. But
z1 ∈ cl(∗)(X1 ∩X2) too, and if z1 ∈ cl(X1 ∩X2), then (X1 ∩X2)∪{z1,z2} is a 4-
element segment, so again there is some element of X1∩X2 that is (N,B)-strong; a
contradiction. Thus z1 ∈ cl∗(X1∩X2), and so by orthogonality (X1∩X2)∪{z1,z2}
is a 4-element fan. Now, in the dual (M′)∗, the partition ((X1∩X2)∪z2,z1,Y1∪Y2)

is a vertical 3-separation for z1, and Y1∪Y2∪ z1 contains Y1∪{z1}, so Y1∪Y2∪ z1

and Y1∪{z1} are equal by the maximality of the good separation for z1. But then
(X1∩X2)∪ z2 is the N-side of the 2-separation of M′\z1, so N must be isomorphic
to a minor of U2,3; a contradiction. Thus r(X1∩X2)≥ 3.
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Thus (X1 ∩X2,z2,Y1 ∪Y2 ∪ z1) is a vertical 3-separation for z2, and Y1 ∪Y2 ∪ z1

properly contains Y2 by the assumption that (X1,Y1 ∪ {z1}) and (X2,Y2 ∪ {z2})
cross; a contradiction of the maximality of Y2.

By Lemma 2.6.6, the weak sides of good separations are linearly ordered. Thus
there is an (N,B)-robust element whose good separation is maximal.

Lemma 2.6.7. Let Z be the set of elements of E(M′)−S′ that are (N,B)-robust but

not (N,B)-strong. There is an ordering (z1, . . . ,zn) of Z such that (X ,zn, . . . ,z1,S′)

is a path of 3-separations of M, the elements of {zn−1, . . . ,z1}∪S′ are N-flexible,

and |E(N)∩ ({zi, . . . ,z1}∪S′)| ≤ 1 for all i ∈ {1, . . . ,n}.

Proof. By Lemma 2.6.5 for each z ∈ Z, there is a good separation (X ,z,Y ) of M

where |E(N)∩Y | ≤ 1, S′⊆Y , and all the elements of Y are N-flexible. By Lemma
2.6.6 the good separations are nested, so there is some z ∈ Z and a good separa-
tion (X ,z,Y ) of M such that Z ⊆ Y . Now applying Lemma 2.6.4 to the partition
(X ,Z,S′) of M′, it follows that Z has an ordering such that (X ,zn, . . . ,z1,S′) is a
path of 3-separations of M′, as required.

2.7 The main results

Let Z be the set of elements of M′ that are (N,B)-robust but not (N,B)-strong.
We first assume that |Z| ≥ 2. Then by Lemma 2.6.7 there is an ordering z1, . . . ,zn

of Z such that (X ,zn, . . . ,z1,S′) is a path of 3-separations of M′. Moreover, all
elements of {zn−1, . . . ,z1}∪S′ are N-flexible. In this section we study this path of
3-separations, and use it to prove the main results.

Recall that |S′| ∈ {2,3}. In the case where |S′|= 3, we shall let z1 label the (N,B)-
strong element outside of {x,y} and relabel the elements of Z accordingly, so that
we can always write the path of 3-separations as (X ,zn, . . . ,z1,{x,y}).

Let (P,Q) be a 3-separation. Recall that cl(P)∩cl(Q) is the guts of (P,Q) and that
cl∗(P)∩ cl∗(Q) is the coguts of (P,Q). We say that an element zi ∈ Z is a guts or
coguts element according to whether zi is in the guts or coguts of the 3-separation
(X ∪{zn, . . . ,zi},{zi−1, . . . ,z1}∪{x,y}).

Lemma 2.7.1. {x,y,z1} is not a triangle.
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Proof. If z1 ∈ S′, then S′ = {x,y,z1} and S′ is a triad, so {x,y,z1} is not a triangle
since M′ is 3-connected. We may therefore assume that z1 /∈ S′. Suppose that
{x,y,z1} is a triangle. Now, if z1 ∈ B, then the triangle {x,y,z1} is contained
in the basis B; a contradiction. Thus z1 ∈ B∗, and z1 is N-deletable because z1 is
(N,B)-robust. But co(M′\z1) is not 3-connected because z1 is not an (N,B)-strong
element, so there is a vertical 3-separation (R,z1,G) of (M′)∗ where R is the N-
side. By orthogonality and the fact that {x,y,z1} is a triangle, we can assume that
x ∈ R and y ∈ G. It follows by Lemma 2.2.12 that y is N-flexible. Hence x and y

are N-deletable, because y is N-flexible and {x,y,z1} is a triangle of M′.

Now x and y are N-deletable, so co(M′\x) and co(M′\y) are not 3-connected be-
cause B is a robust basis so no allowable pivot using the x or y row can produce
a basis B′ with an (N,B′)-strong element in E(M′)− (B′ ∪ {a,b}). Then there
is a vertical 3-separation (P,x,Q) of (M′)∗ and we may assume that y ∈ P and
z1 ∈ Q because {x,y,z1} is a triangle of M. But then either (P− y,y,Q∪ x) or
(P∪ x,z1,Q− z1) is a vertical 3-separation of M, so either si(M′/y) or si(M′/z1)

is not 3-connected, which is a contradiction of Bixby’s Lemma. Thus {x,y,z1} is
not a triangle.

Lemma 2.7.2. z1 ∈ B∗.

Proof. The statement is clearly true if z1 is an (N,B)-strong element of M′. Sup-
pose that M′ has no (N,B)-strong elements and that z1 ∈ B. Then si(M′/z1) is
not 3-connected because M′ has no (N,B)-strong elements in B−{x,y}. Thus
M′ has a vertical 3-separation (P,z1,Q) where P is the N-side. Since {z1,x,y}
is a triad, we may assume that x ∈ P and y ∈ Q. By Lemma 2.2.12 there is
at most one element of Q that is not N-flexible, and hence (N,B)-robust, so in
particular M′ has another (N,B)-robust element z2. Now, if z2 is in the coclo-
sure of {z1,x,y}, then {x,y,z1,z2} is a 4-element cosegment of M′, so M′/z1

is 3-connected, which is a contradiction. Thus z2 is in the closure of {z1,x,y}
and (E(M′)− {x,y,z1,z2},z2,{x,y,z1}) is a vertical 3-separation of M′. Thus
si(M′/z2) is not 3-connected. Now {z1,x,y} ⊆ B and {z1,x,y} spans z2, so it
follows that z2 ∈ B∗. But then z2 is N-deletable, and co(M′\z2) is 3-connected by
Bixby’s Lemma, so z2 is an (N,B)-strong element of M′, which is a contradiction.
Thus z1 ∈ B∗.

Lemma 2.7.3. Let z ∈ Z−{x,y}. Then z is a guts element if and only if z ∈ B.
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Proof. Suppose that z is a guts element. Then, by Lemma 2.7.1 and Lemma 2.7.2,
we may assume that z = zi for some i ≥ 2. If z is not N-deletable, then z ∈ B

because z is an (N,B)-robust element. Thus we may assume that z is N-deletable.
Since z is in the guts of a vertical 3-separation, it follows that co(M′\z) is 3-
connected by Bixby’s Lemma, so z ∈ B because z is not an (N,B)-strong element
outside of S′.

Conversely, suppose that z is a coguts element. By Lemma 2.7.2 we may assume
that z = zi for some i ≥ 2. If z is not N-contractible, then z ∈ B∗ because z is an
(N,B)-robust element. Thus we may assume that z is N-contractible. Now z is in
the guts of a vertical 3-separation of (M′)∗, so it follows from Bixby’s Lemma that
si(M′/z) is 3-connected. Thus z ∈ B∗ because M′ has no (N,B)-strong elements
in B−{x,y}.

We need the following result from Whittle and Williams [38].

Lemma 2.7.4. [38, Lemma 2.13] Let M be a 3-connected matroid with a triad

{a,b,c} and circuit {a,b,c,d}. Then at least one of the following holds.

(i) co(M\a) or co(M\c) is 3-connected.

(ii) There exist a′,c′ ∈ E(M) such that both {a,a′,c} and {b,c,c′} are triangles.

(iii) There exists f ∈ E(M) such that {a,b,c, f} is a cosegment.

We can now handle the case when n≥ 2. Note that we believe that the conditions
that appear in the following results of this section which involve bounding the
rank or corank of M as a function of the rank or corank of N can be improved on
in future research.

Lemma 2.7.5. If n≥ 2, then r(M)≤ r(N)+5 or |E(M)| ≤ |E(N)|+8.

Proof. Suppose that n≥ 2. Then, since {x,y,z1} is 3-separating and not a triangle,
it follows that {x,y,z1} is a triad of M′.

2.7.5.1. z1 ∈ B∗.

Subproof. Suppose that z1 ∈ B. Then z1 is a guts element, so there is a circuit that
meets the triad {x,y,z1} in the single element z1; a contradiction of orthogonality.
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Now consider the element z2 ∈ Z.

2.7.5.2. z2 ∈ B.

Subproof. Suppose z2 /∈ B. Then {x,y,z1,z2} is a 4-element cosegment; a contra-
diction because M′ has no gadget. Thus z2 ∈ B.

Now {x,y,z1,z2} is either a 4-element fan, or a 4-element circuit.

2.7.5.3. cl({x,y,z1})−{x,y,z1}= {z2}.

Subproof. Suppose there is some z /∈ {x,y,z1,z2} such that z ∈ cl({x,y,z1}). If
z /∈ cl(E(M′)−{x,y,z1,z2}), then z∈ cl∗({x,y,z1}), and so {x,y,z1,z} is a 4-point
cosegment; a contradiction because M′ has no gadget. Thus z is in the guts of
the vertical 3-separation for z2 . By Lemma 2.2.12 the element z is N-deletable
and co(M′\z) is 3-connected. Now, if z ∈ B∗, then z is an (N,B)-strong element
outside of S′; a contradiction. Thus z ∈ B. But then the subset {x,y,z,z2} ⊆ B is
independent and contained in the rank-3 subset cl({x,y,z1}); a contradiction.

The following claim is the key step for enabling allowable pivots.

2.7.5.4. Aza = Azb = 0 for all z ∈ B−{x,y,z2}.

Subproof. Suppose {x,y,z1,z2} is a 4-element circuit. Now, since M′ has no
gadget and {x,y,z1,z2} is closed by 2.7.5.3, it follows from Lemma 2.7.4 that
co(M′\x) or co(M′\y) is 3-connected. Assume that co(M′\x) is 3-connected.
Now Axz1 6= 0 because {x,y,z1,z2} is a circuit, so a pivot on Axz1 is allowable.
Let B′ = B4{x,z1}. Then x is an (N,B′)-strong element outside of {z1,y}. Thus
x has an unstable pair that meets {z1,y} by Lemma 2.4.5, so {z1,y} is the unsta-
ble series pair for x and b ∈ cl({y,z1}). By the choice of B it follows that z1 is
(N,B)-strong outside of {x,y} and that a ∈ cl({x,y}). Since z1 ∈ cl({x,y,z2}), it
follows that b ∈ cl({x,y,z2}). Now a,b ∈ cl({x,y,z2}), so Aza = Azb = 0 for all
z ∈ B−{x,y,z2}.

We may therefore assume that {x,y,z1,z2} is a 4-element fan with ordering
(z2,z1,x,y) where {z2,z1,x} is a triangle. Suppose that co(M′\x) is not 3-
connected. Then there is a vertical 3-separation (W,x,X) of (M′)∗. By orthog-
onality we may assume that z1 ∈W and that z2 ∈ X . Now (W − z1,z1,X ∪x) is not
a vertical 3-separation of M′ because si(M′\z1) is 3-connected, so r(W − z1) = 2.
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Thus W is a triangle of M′ containing z1. By orthogonality y ∈W too, so there is
an element in cl({y,z1})−{x,y,z1,z2}; a contradiction of 2.7.5.3. Thus co(M′\x)
is 3-connected. Now Axz1 6= 0 because z1 is a triangle with x, so a pivot on Axz1

is allowable. Let B′ = B4{x,z1}. Then x is an (N,B′)-strong element outside
of {z1,y}. Thus x has an unstable pair that meets {z1,y} by Lemma 2.4.5, so
{z1,y} is the unstable series pair for x and we may assume that b ∈ cl({y,z1}).
By the choice of B it follows that z1 is (N,B)-strong outside of {x,y} and that
a ∈ cl({x,y}). Since z1 ∈ cl({x,y,z2}), it follows that b ∈ cl({x,y,z2}). Now
a,b ∈ cl({x,y,z2}), so Aza = Azb = 0 for all z ∈ B−{x,y,z2}.

Now we can can show that the elements outside of {x,y,z1,z2} are N-essential.

2.7.5.5. If N ∼= M′/C\D, then r(M)≤ r(N)+5 or |(C∪D)−{x,y,z1,z2}| ≤ 2.

Subproof. Suppose that N ∼= M′/C\D for some subsets C and D of E(M′). Sup-
pose that r(M)≥ r(N)+6 and |(C∪D)−{x,y,z1,z2}| ≥ 3. We claim that at most
one element of (C∪D)−{x,y,z1,z2} is an (N,B)-robust element of M′.

Suppose that w1,w2 are (N,B)-robust elements of (C∪D)−{x,y,z1,z2}. Then we
may assume that w1 = w is N-flexible in M′. Suppose w ∈ B. Then si(M′/w) is
not 3-connected by Lemma 2.4.1, so co(M′\w) is 3-connected by Bixby’s Lemma.
Now there is some z∈B∗−{z1} such that Awz 6= 0 because w is not a coloop of M′.
A pivot on Awz is allowable by 2.7.5.4. But then w is an (N,B′)-strong element
outside of cl∗({z1,x,y}), so M′ has a gadget; a contradiction. Suppose w ∈ B∗.
Then w is N-contractible, and si(M′/z) is 3-connected by Bixby’s Lemma. By
2.7.5.3 z is not spanned by {x,y,z2}, so there is some z ∈ B−{x,y,z2} such that
Azw 6= 0. A pivot on Azw is allowable by 2.7.5.4. Then B′ = B4{z,z′} has an
(N,B′)-strong element in B−{x,y}; a contradiction of Lemma 2.4.1.

Thus at most one element of (C∪D)−{x,y,z1,z2} is an (N,B)-robust element.
Now since r(M)≥ r(N)+6 it follows that there are w,w′ ∈B such that w,w′ ∈ (C∪
D)−{x,y,z1,z2} and w,w′ are not (N,B)-robust. Then w,w′ are N-deletable, and
at least one of w,w′ has at least two elements s, t ∈B∗−{a,b,z1} such that Aws 6= 0
and Awt 6= 0 because w is not a coloop of M, and M′\z1 has at most two series
pairs. At least one of s, t is not an (N,B)-robust element of (C∪D)−{x,y,z1,z2}
because there is at most one such element. Then a pivot on Aws is allowable, and
B4{w,s} is a basis with more (N,B)-robust elements than B; a contradiction of
the choice of B.



2.7. THE MAIN RESULTS 51

Now N ∼= M′/C\D for some C∪D⊆ E(M′), and r(M)≤ r(N)+5 or |C∪D| ≤ 6
by 2.7.5.5, so |E(M′)| ≤ |E(N)|+6. Thus r(M)≤ r(N)+5 or |E(M)| ≤ |E(N)|+
8.

Thus, if Theorem 2.1.1(a) does not hold for M, that is, if r(M) ≥ r(N)+ 6 and
|E(M)| ≥ |E(N)|+ 9, then M has at most one (N,B)-robust element outside of
{x,y}. The case when M′ has no (N,B)-robust elements outside of {x,y} is han-
dled next.

Lemma 2.7.6. If M′ has no (N,B)-robust elements outside of {x,y}, then M\a,b
is N-fragile.

Proof. The elements outside of {x,y} are not (N,B)-robust. Thus the elements
of B−{x,y} are not N-contractible, and the elements of B∗−{a,b} are not N-
deletable. Thus it remains to show that M′\x and M′\y have no N-minor. Suppose
that x is N-deletable. There is some x′ ∈ B∗−{a,b} such that Axx′ 6= 0 because x is
not a coloop of M′. Then perform an allowable pivot on Axx′ . Let B′ = B4{x,x′}.
Now x ∈ (B′)∗−{a,b}, so x is an (N,B′)-robust element outside of {x′,y}; a
contradiction because B was chosen to have the most (N,B)-robust elements out-
side of {x,y}. Thus x is not N-deletable. A similar argument shows that y is not
N-deletable.

We can now prove the first main theorem.

Theorem 2.7.7. Let M be an excluded minor for the class of P-representable

matroids, and let N be a strong P-stabilizer. If M has a pair of elements a,b such

that M\a,b is 3-connected with an N-minor, then at least one of the following

holds:

(a) |E(M)| ≤ |E(N)|+16 or r(M)≤ r(N)+5; or

(b) there is some robust basis B for M such that either:

(i) M\a,b is N-fragile, and M\a,b has at most one (N,B)-robust element

z∈ B∗−{a,b} outside of {x,y}. Moreover, if z∈ B∗−{a,b} is (N,B)-

robust, then z is an (N,B)-strong element of M\a,b, and {x,y,z} is a

triad of M\a,b; or
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(ii) M\a,b is not N-fragile, but the only N-flexible elements of M\a,b are

contained in a triad {x,y,z} of M\a,b for some (N,B)-strong z ∈ B∗.

Moreover, the only (N,B)-robust elements of M\a,b are in {x,y,z},
and M has a cocircuit {p,x,y,z} or {a,b,x,y,z} that contains a trian-

gle {p,x,y} for some p ∈ {a,b}.

Proof. It follows from Lemma 2.4.9 that M′ has either a gadget or a robust basis B.
If M′ has a gadget, then (a) holds by Lemma 2.5.13. Assume that M′ has a robust
basis B. Now if M′ has at least two (N,B)-robust elements outside of {x,y}, then
(i) holds by Lemma 2.7.5. Assume that M′ has at most one (N,B)-robust element
outside of {x,y}. If M′ has no (N,B)-robust elements outside of {x,y}, then (b)(i)
holds by Lemma 2.7.6. Assume that M′ has an (N,B)-robust element z outside
of {x,y}. Suppose that z is not (N,B)-strong. Then, by our choice of basis B,
no basis of M′ has an (N,B)-strong element outside of {x,y}. Now Axx′ 6= 0 for
some x′ ∈ B∗−{z} because M′ is 3-connected, so a pivot on Axx′ is allowable. Let
B′ = B4{x,x′}. Then B′ is another robust basis for M′, and so {x′,y,z} is also a
triad of M′. Then M′ has a 4-point cosegment {x,x′,y,z} gadget, so (a) holds by
Lemma 2.5.13.

We may therefore assume that z is (N,B)-strong, and that {x,y,z} is a triad of M′.
If M′ is N-fragile, then (b)(i) holds. Assume that M′ has an N-flexible element.
Since N-flexible elements are (N,B)-robust, it follows that the only N-flexible
elements of M\a,b are in {x,y,z}. Since z is (N,B)-strong, it follows from Lemma
2.4.5 that {a,x,y} or {b,x,y} is a triangle of M. Assume that {b,x,y} is a triangle
of M. Then either {b,x,y,z} or {a,b,x,y,z} is a cocircuit of M that contains the
triangle {b,x,y}, so (b)(ii) holds.

We handle a few special cases next before we prove the second main result.

Lemma 2.7.8. If {a,b} ⊆ clM({x,y}), then |E(M)| ≤ |E(N)|+5.

Proof. Suppose that {a,b} ⊆ clM({x,y}) but that |E(M)| ≥ |E(N)|+ 6. Then
there is at least one element p in E(M)−{a,b,x,y,z} that is either N-deletable or
N-contractible in M′. Suppose that p is N-deletable. Then p ∈ B−{x,y} because
M′ has no (N,B)-robust elements outside of S′. Now Apa = Apb = 0 because
{a,b} ⊆ clM({x,y}). Moreover, there is some q ∈ B∗−{a,b} such that Apq 6= 0
because p is not a coloop of M′. Then a pivot on Apq is allowable, and B′ =

B4{p,q} is a basis for M′ with more (N,B′)-robust elements; a contradiction of
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the choice of B. We may therefore assume that p is N-contractible in M′. Suppose
that p ∈ clM({x,y}). Then p ∈ clM′(E(M′)− S′), so co(M′\z) is 3-connected by
Bixby’s lemma. But then p is also N-deletable, so p is an (N,B)-strong element
outside of S′; a contradiction. Thus p /∈ cl({x,y}), so Arp 6= 0 for some r ∈ B−
{x,y}. Moreover Ara = Arb = 0 because {a,b} ⊆ clM({x,y}), so a pivot on Arp

is allowable. But then B′ = B4{r, p} is a basis for M′ with more (N,B′)-robust
elements; a contradiction of the choice of B.

Lemma 2.7.9. If n = 1, and there is some p ∈ B − {x,y} such that p ∈
clM({x,y,z}) and {a,b} ⊆ clM({p,x,y}), then r(M) ≤ r(N) + 4 or |E(M)| ≤
|E(N)|+7.

Proof. Suppose that {x,y,z} are the (N,B)-robust elements of M, and that p ∈
B−{x,y} is an element such that p ∈ clM({x,y,z}) and {a,b} ⊆ clM({p,x,y}).
Then Aqa = Aqb = 0 for all q ∈ B−{p,x,y}. Suppose that |E(M)| ≥ |E(N)|+ 8
and r(M) ≥ r(N)+ 5. Let N = M′/C\D. Then C∪D has at least two elements
q,q′ outside of {p,x,y,z}. Moreover, we can assume that q is N-contractible in
M′ because r(M) ≥ r(N)+5. Now if q′ is N-deletable, then q′ ∈ B because q′ is
not (N,B)-robust. For some s ∈ B∗−{a,b,z} we have Aq′s 6= 0 because q′ is not
a coloop of M′, and Aq′a = Aq′b = 0, so a pivot on Aq′s is allowable. But now M′

has more (N,B′)-robust elements for B′ = B4{q′,s}; a contradiction because B

is a robust basis. Thus q′ is N-contractible. Then q′ ∈ B∗−{a,b,z} because q′ is
not (N,B)-robust. Now if q and q′ are in clM({p,x,y}), then q,q′ ∈ clM({x,y,z}).
Now {p,q,q′} is a triangle of M′, and q′ is N-contractible, so q is also N-deletable
because {p,q} is a parallel pair of M′\q′; a contradiction because q is not (N,B)-
robust. Thus we can assume that q /∈ clM({p,x,y}). Then Asq 6= 0 for some s ∈
B−{p,x,y}, and Asa = Asb = 0, so a pivot on Asq is allowable. But now M′ has
more (N,B′)-robust elements for B′ = B4{s,q}; a contradiction because B is a
robust basis.

We now prove that, up to duality and ∆-∇-equivalence, we can find an excluded
minor and a deletion pair that avoids the outcome of Theorem 2.7.7(b)(ii).

Theorem 2.7.10. Let M be an excluded minor for the class of P-representable

matroids, and let N be a strong P-stabilizer. If M has a pair of elements a,b such

that M\a,b is 3-connected with an N-minor, then there is some excluded minor

M′ that is ∆-∇-equivalent to M′′ ∈ {M,M∗} with a minor N′ ∈ {N,N∗}, a pair of
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elements a′,b′ such that M′\a′,b′ is 3-connected with an N′-minor, and a basis B′

for M′ such that at least one of the following holds:

(i) |E(M′)| ≤ |E(N′)|+16; or

(ii) min{r(M′),r∗(M′)} ≤max{r(N′),r∗(N′)}+7; or

(iii) there is some robust basis B′ for M′ such that M′\a′,b′ is N′-fragile, and

M′\a′,b′ has at most one (N′,B′)-robust element z ∈ (B′)∗−{a′,b′} outside

of {x′,y′}. Moreover, if z ∈ (B′)∗−{a′,b′} is an (N′,B′)-robust element,

then z is an (N′,B′)-strong element of M′\a′,b′, and {x′,y′,z} is a triad of

M′\a′,b′.

Proof. We may assume that Theorem 2.7.7(b)(ii) holds for M and the pair a,b.
Then M\a,b has exactly one (N,B)-robust element z outside of {x,y} and {x,y,z}
is a triad.

Then M\a,b has an (N,B)-strong element z ∈ B∗−{a,b}, and the only (N,B)-
robust elements of M′ are contained in the triad {x,y,z}. Note that {x,y} is
the only series pair for M′\z, for if {p,q} were another series pair, then {p,q}
are N-contractible in M′, and at least one of p,q is in B−{x,y}, so M′ has an
(N,B)-robust element outside of {x,y,z}; a contradiction. We can assume that
b ∈ clM\a,z({x,y}) and b ∈ cl∗M\a,z({x,y}) by Lemma 2.4.5. Let T be the triangle
{b,x,y} of M.

Now, at least one element of {x,y,z} is N-flexible. Then, as S′ is a triad and z is
N-deletable, the element z must be N-flexible. We assume that neither (i) nor (ii)
holds and prove that (iii) must hold.

We may assume that a is not in the span of {b,x,y} or (i) holds by Lemma 2.7.8.
Next we show that we can find another excluded minor with a delete pair that is
in a triangle.

2.7.10.1. If M has a 4-element cocircuit {b,x,y,z}, then (i) or (ii) holds. If M

has a cocircuit {a,b,x,y,z}, then, up to ∆-∇ equivalence and duality, there is a

deletion pair {p,q} for M such that M\p,q is 3-connected with an N-minor, and

p and q are in a triangle of M.

Subproof. Assume that {a,b} are not in a triangle of M. Then M has no triangle of
the form {p,x,y} for all p ∈ E(M)−{b}. Such an element would be N-deletable
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in M′ because x is contractible and {p,y} is a parallel pair of M′/x. But p ∈ B∗

because {p,x,y} is a circuit and {x,y} ⊆ B; a contardiciton because M′ has no
(N,B)-robust elements outside of {x,y,z}.

Assume that M\b has triangles {p,x,z} and {q,y,z} for some p,q ∈ E(M)−
{b,x,y,z}. Suppose that a /∈ {p,q}. Then, since z is N-contractible and {p,x},
{q,y} are parallel pairs, the elements p,q are N-deletable in M′. Then p,q ∈
B−{x,y} because there are no (N,B)-robust elements outside of {x,y,z}; a con-
tradiction because {p,q,x,y,z} is a rank-3 set so the 4-element subset {p,q,x,y} is
dependent. Thus a ∈ {p,q}, and M has triangles {a,x,z} and {p,y,z}. But again
p ∈ B−{x,y}, so then {a,b} ⊆ clM({p,x,y}). Thus (i) or (ii) holds by Lemma
2.7.9. We may therefore assume that M\b has no triangles containing {x,y} or
{x,z}.

Either {b,x,y,z} is a 4-element cocircuit of M or {a,b,x,y,z} is a 5-element co-
circuit of M.

Assume that {b,x,y,z} is a 4-element cocircuit of M. Then ∆T (M) has a 4-point
cosegment {b,x,y,z}. Now ∆T (M)/b ∼= M\b, so ∆T (M)/b, t ∼= M\b/t for any
t ∈ E(M)−{b}. Assume that in M\b there are either no triangles of the form
{p,x,z} or no triangles of the form {q,y,z} for p,q ∈ E(M)−{b,x,y,z}. Then
it follows from the dual of Tutte’s Triangle Lemma and the fact that M has no
triangle of the form {p,x,y} that M\b/x or M\b/y is 3-connected. Moreover,
both M\b/x and M\b/y have an N-minor, because x and y are N-contractible in
M′ and hence N-contractible in M\b. Thus ∆T (M) has an N-minor, and for some
t ∈ {x,y}, there is a pair of elements b, t such that ∆T (M)/b, t is 3-connected with
an N-minor. Consider ∇T (M∗), the dual of ∆T (M). It follows that ∇T (M∗) is an
excluded minor with a delete pair on a 4-point segment {b,x,y,z}. Thus (i) or (ii)
holds by Lemma 2.7.5 and Lemma 2.7.8.

We may assume that {a,b,x,y,z} is a 5-element cocircuit of M. Now either a is in
a triangle with z and one of x and y or it is not. Suppose that {a,z,x} is a triangle.
We claim that {b,x} is the desired deletion pair. Clearly M\b is 3-connected and
has an N-minor. Now z is N-contractable in M′, so z is also N-contractible in M\b.
Now x and a are in parallel in M\b/z, so M\b,x/z has an N-minor. Thus M\x,b
has an N-minor. We now show that M\x,b is 3-connected.

Suppose that co(M\b,x) is not 3-connected. Then there is a vertical 3-separation
(P,x,Q) for (M\b)∗. By orthogonality we can assume that z ∈ P and a ∈ Q. But
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now y ∈ P∪Q, so assume that y ∈ P. Then (P∪ x∪ a,Q− a) is an exact 3-
separation of M, so a ∈ cl(∗)(Q− a). But a ∈ cl(P∪ x) because {a,x,z} is a
triangle of M\b and a ∈ cl∗(P∪ x) because {a,x,y,z} is a cocircuit of M\b; a
contradiction of orthogonality. Thus co(M\b,x) is 3-connected. Now if M\b,x is
not 3-connected, then there is a triad C of M\b that contains x. By orthogonality
with the triangle {a,x,z} the triad C meets {a,z}. But a /∈ C because M\a,b is
3-connected. Thus M\b has a triad C that meets {x,z}. But then C is a triad of
M\a,b too, so M′ has a 4-point cosegment C∪{x,y,z}; a contradiction because
M′ has no gadget. Thus M\b,x is 3-connected with an N-minor, and {b,x} is
contained in a triangle of M.

Assume that neither {a,z,x} nor {a,z,y} a triangle of M. Consider ∆T (M). We
claim that {b,x} is a contract pair for ∆T (M). We see that ∆T (M)/b ∼= M\b, so
∆T (M)/b is 3-connected and has an N-minor. Now ∆T (M)/b,x ∼= M\b/x. Now
x is N-contractible in M′, so M\b/x has an N-minor. Thus ∆T (M)/b,x has an N-
minor. Suppose that M\b has a triangle T ′ that contains x. Then by orthogonality
with the cocircuit {a,x,y,z}, and the fact that M\b has no triangles containing
{x,y} or {x,z}, the triangle T ′ must have the form {x,a,q} for some q ∈ E(M)−
{a,b,x,y,z}. But now q is N-deletable because x is N-contractible in M\b and
{a,q} is a parallel pair of M\b/x. Thus q ∈ B−{x,y} because M′ has no (N,B)-
robust elements outside of {x,y,z}. Thus {a,b} ⊆ clM({q,x,y}), and so (i) or
(ii) holds by Lemma 2.7.9. We may therefore assume that M\b has no triangle
containing x. Since x is not in a triangle of M\b, it follows that if M\b/x is not
3-connected, then there is a vertical 3-separation (P,x,Q) of M\b. But M\a,b,z/x

is 3-connected, so we can assume that Q = {a,z,q} for some q 6= y. The set Q is
a triad of M\b since Q is a 3-separating set and r(Q)≥ 3. But then M\a,b is not
3-connected because a ∈Q and Q is a triad of M\b; a contradiction. Thus M\b/x,
and hence ∆T (M)/b,x is 3-connected with an N-minor. Since {b,x} is contained
in a triad of ∆T (M), the dual ∇T (M∗) has a delete pair {b,x} that is contained in
a triangle of ∇T (M∗).

Up to replacing M by a ∆-∇-equivalent matroid or its dual and replacing {a,b}
by another deletion pair, we can assume that {a,b} is contained in a triangle of
M. Suppose that the theorem fails for M and {a,b}. Then by 2.7.10.1 there is a
5-element cocircuit C = {a,b,x,y,z} of M. Since a,b are contained in a triangle,
either {a,b,z} is a triangle of M or {a,b, p} is a triangle for some p /∈ {x,y,z}.
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Call the first a type-I bad-cocircuit and the other a type-II bad-cocircuit.

Let C+ =C if M has a type-I bad-cocircuit and let C+ =C∪{p} if M has a type-II
bad-cocircuit.

2.7.10.2. There is an element q of M such that M\b,q is 3-connected with an N-

minor, where q is an element of M such that q /∈ cl∗M(C+) and q is not in a triangle

of the form {q,x,z} or {q,y,z}.

Subproof. We claim that there is some element q of M outside of {x,y,z} such
that q /∈ cl∗M(C+) and q is not in a {q,x,z} or {q,y,z} triangle. We can assume
that r∗(M) ≥ r∗(N)+ 8 or (ii) holds for M and {a,b}, so there are at least three
N-deletable elements outside of cl∗M(C+). At most two of these elements can be in
a triangle with {x,z} or {y,z} because z is not on a 4-point segment of M\a,b by
Lemma 2.4.2. Thus such a q exists. Since M\a,b has no (N,B)-robust elements
outside of {x,y,z}, it follows that q ∈ B−{x,y}. We show that there is an element
q with these properties such that M\b,q is 3-connected with an N-minor.

Suppose that co(M\a,b,q) is not 3-connected. Then there is a vertical 3-
separation (X ,q,Y ) of (M\a,b)∗ such that |X ∩E(N)| ≤ 1 and Y ∪ q is closed in
(M\a,b)∗. But then it follows from Lemma 2.2.12 that at most one element of X

is not N-flexible, so at most one element of X is not (N,B)-robust. We can assume
that either X = {x,y,z} or X = {p,x,y,z} for some p ∈ cl∗M\a,b(X −{p}) because
the only (N,B)-robust elements of M′ are in {x,y,z}. But then r∗M\a,b(X) = 2 since
X is a triad of M′; a contradiction because (X ,q,Y ) is a vertical 3-separation of
(M\a,b)∗. Thus co(M\a,b,q) is 3-connected.

Now suppose that {r,s} is a series pair of M\a,b,q, so {q,r,s} is a triad of M\a,b.
Then r and s are N-contractible in M\a,b. Now z /∈ {r,s} because {x,y} is the
only series pair of M′\z. Thus either {r,s} ⊆ B∗−{a,b,z} or {r,s} meets {x,y}.
Suppose that {r,s} ⊆ B∗−{a,b,z}. If {q,r,s} is a triad of M, then Aqa = Aqb = 0,
so there is an allowable pivot on Aqr or Aqs that gives a basis for M\a,b with more
robust elements; a contradiction because B is a robust basis. Now if {b,q,r,s} or
{a,b,q,r,s} is a cocircuit of M, then we contradict orthogonality with the triangle
{b,x,y}. Thus M\a,b,q is 3-connected up to series pairs. Now suppose that {r,s}
meets {x,y}. If {r,s} = {x,y}, then M\a,b has a 4-point cosegment, so the size
of M is bounded by the gadget case. Thus we may assume that r = x and that
s 6= y. Now if {b,q,r,s} is a cocircuit of M, then s ∈C+ by orthogonality with the
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triangle containing {a,b}. But then q ∈ cl∗M(C+); a contradiction of the choice of
q. Thus {b,q,r,s} is not a cocircuit of M.

Now by the choice of q we see that M\b,q has an N-minor, and that M\b is 3-
connected. Suppose that co(M\b,q) is 3-connected. Then M\b,q is 3-connected
because M has no 4-element cocircuit of the form {b,q,r,s}. Suppose that
co(M\b,q) is not 3-connected. Now co(M\a,b,q) is 3-connected, and M has
no 4-element cocircuit of the form {b,q,r,s}, so it follows that there is a vertical
3-separation (P,q,Q) of (M\b)∗ where Q∪q is a 4-element cocircuit of M\b and
Q= {a,r,s} is a triangle of M\b such that a /∈ clM\b(P). Then we may assume that
s = x by orthogonality with the triangle Q and the cocircuit {a,x,y,z}. Now con-
sider the element r ∈Q. Since x is contractible in M\b and {r,a} is a parallel pair
of M\b/x, it follows that M\b,r has an N-minor. Suppose that r ∈ cl∗M(C+). Then
Q∪b⊆C+, so q∈ cl∗M(C+); a contradiction of the choice of Q. Thus r /∈ cl∗M(C+).
We claim that M has no triangle of the form {r,x,z} or {r,y,z}. If M has a triangle
of the form {r,x,z}, then {a,r,x,z} is a 4-segment of M; a contradiciton of the
property that co(M\a,b,q) is 3-connected. The fact that M has no triangle of the
form {r,y,z} follows from orthogonality with the cocircuit Q∪q.

We claim that M\b,r is 3-connected. Suppose that (X ,r,Y ) is a vertical 3-
separation of (M\b)∗. By orthogonality we may assume that a ∈ X and x ∈ Y .
We may also assume without loss of generality that q ∈ Y . Now X − a and X

are exactly 3-separating in M\b, so a ∈ cl(∗)(X − a). But a ∈ cl(Y ∪{a,r}) and
a ∈ cl∗(Y ∪ {a,r}); a contradiciton of orthogonality. Thus if M\b,r is not 3-
connected, then there is some triad T ′ of M\b such that r ∈ T ′. By orthogonality
with the triangle {a,r,x}, the triad T ′ meets {a,x}. But a /∈ T ′ because M\a,b
is 3-connected. Thus r,x ∈ T ′. Now either T ′ or T ′ ∪ b is a cocircuit of M, and
|T ′−C+| ≥ 2 because r /∈ cl∗M(C+). But then {b,x,y} and, for some s ∈ C+,
{a,b,s} are triangles of M that meet T ′ and T ′ ∪ b in a single element, respec-
tively; a contradiction of orthogonality.

Suppose that B′ is a robust basis for M\b,q, and let A′ be the companion matrix for
M with {b,q,x′,y′} an incriminating set for (M,A′). Finally, we show that there is
no 5-element cocircuit of M of the form C′ = {x′,y′,z′,b,q}, where {x′,y,′ z} is a
triad of M\b,q with (N,B)-strong z′ outside of {x′,y′}. Thus the (i) or (ii) holds
for M or (iii) holds for and M\b,q.

Seeking a contradiction, suppose that M has such a cocircuit C′ = {x′,y′,z′,b,q}.
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Then {x′,y′} is an unstable series pair for z′, so either b ∈ clM({x′,y′}) or q ∈
clM({x′,y′}).

Suppose that b ∈ clM({x′,y′}). Since M has a bad-cocircuit C, and triangles
{b,x,y} and {a,b,s} for s ∈ {p,z}, it follows from orthogonality and the fact
that q /∈ C that {x,y} and {a,s} meet {x′,y′,z′}. Either {x,y} = {x′,y′} or
{x,y} = {a,s} or there is another element in clM({x′,y′}) that is not b; a con-
tradiction of z′ being (N,B)-strong in M\b,q. Suppose that {x,y}= {x′,y′}. Then
z′ ∈ {a,s}. If a= z′, then {x,y,q} is a triad of M\a,b, so {q,x,y,z} is a 4-point seg-
ment; a contradiction. Thus s = z′. But then C′−{q} ⊆C+ so q ∈ cl∗M(C+); con-
tradiction of the choice of q. Now suppose that {a,s}= {x′,y′}. Then z′ ∈ {x,y}.
But again we have C′−{q} ⊆C+, so q ∈ cl∗M(C+); a contradiction of the choice
of q.

Now suppose that q ∈ clM({x′,y′}). Both of the triangles {b,x,y} and {a,b,s}
through b meet {x′,y′,z′} by orthogonality with C′. Suppose that C is a type-
II bad-cocircuit such that p ∈ {x′,y′} and z′ ∈ {x,y}. Then a is a basis element
since a is N-deletable in M\b,q and a is not (N,B′)-robust in M\b,q. But then the
{a,b, p} triangle imples that A′bv = 0 for v∈ {x′,y′}−{p}; a contradiction because
the entries of the bad submatrix are non-zero. Therefore the triangles through b

cannot meet {x′,y′} in a single element by orthogonality with the bad-cocircuit
C and the triangle {x′,y′,q}. Thus {x′,y′} is contained in C. But then we can
assume q is on a triangle of the form {x,a} or {x,z}. If q is on a segment of the
form {x,z}, then we contradict the choice of q. If q is on a triangle of the form
{x,a}, then since q,x ∈ B we have Aya = 0; a contradiction because the entries of
the bad submatrix are non-zero.
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Chapter 3

The structure of {U2,5,U3,5}-fragile
matroids

Let M be a large excluded minor for the class of matroids representable over H5 or
U2 partial field. Then it follows from the excluded-minor characterisation of the
class of near-regular matroids that M has a {U2,5,U3,5}-minor. Thus, by Theorem
2.1.2 of Chapter 2, if M has a pair of elements a,b such that M\a,b is 3-connected
with a {U2,5,U3,5}-minor, then we can assume that M\a,b is a U2,5- or U3,5-fragile
matroid. It is then natural to ask: what is the structure of the U2,5- or U3,5-fragile
matroids representable over these partial fields?

An important subclass of the classes of U2,5-fragile matroids and U3,5-fragile
matroids is the class of {U2,5,U3,5}-fragile matroids. In this chapter, we give
a constructive description of the {U2,5,U3,5}-fragile matroids representable over
these partial fields. Roughly speaking, these matroids fall into two classes. The
matroids without an {X8,Y8,Y ∗8 }-minor are constructed, up to duality, from one
of two matroids by gluing wheels onto specified triangles. On the other hand,
those matroids with an {X8,Y8,Y ∗8 }-minor can be constructed from a matroid in
{X8,Y8,Y ∗8 } by repeated application of elementary operations. These operations
are, up to duality, either a parallel extension followed by a 4-element generalized
∆-∇-exchange or gluing a wheel onto a specified triangles.

61
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3.1 Introduction

Let N be a set of matroids. We denote the set of matroids {N∗ : N ∈ N } by
N ∗. We say that a matroid M has an N -minor if there is some minor N of M

such that N is isomorphic to a member of N . Let M be a matroid, and let x be
an element of M. If M\x has an N -minor, then x is N -deletable. If M/x has an
N -minor, then x is N -contractible. If neither M\x nor M/x has an N -minor,
then x is N -essential. If x is both N -deletable and N -contractible, then we say
that x is N -flexible. We say that the matroid M is N -fragile if no element of
M is N -flexible. If M is N -fragile and has an N -minor, then we say that M is
strictly N -fragile. In this chapter, whenever we omit the “N -” prefix from these
terms, assume that N = {U2,5,U3,5}.

In [2] we apply the main result of [3] together with a case analysis to prove the
following Theorem.

Theorem 3.1.1. [2, Theorem 1.3] Let M′ be a 3-connected strictly {U2,5,U3,5}-
fragile H5-representable matroid. Then M′ is isomorphic to a matroid M for which

one of the following holds:

(i) M has an {X8,Y8,Y ∗8 }-minor;

(ii) M ∈ {U2,6,U4,6,P6,M9,9,M∗9,9};

(iii) M or M∗ can be obtained from U2,5 (with groundset {a,b,c,d,e}) by gluing

wheels to (a,c,b),(a,d,b),(a,e,b);

(iv) M or M∗ can be obtained from U2,5 (with groundset {a,b,c,d,e}) by gluing

wheels to (a,b,c),(c,d,e);

(v) M or M∗ can be obtained from M7,1 by gluing a wheel to (1,3,2).

We also obtain the following Corollary of Theorem 3.1.1.

Corollary 3.1.2. [2, Corollary 1.4] Let M′ be a 3-connected strictly {U2,5,U3,5}-
fragile U2-representable matroid. Then M′ is isomorphic to a matroid M for which

one of the following holds:

(i) M has an {X8,Y8,Y ∗8 }-minor;

(ii) M ∈ {M9,9,M∗9,9};
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(iii) M or M∗ can be obtained from U2,5 (with groundset {a,b,c,d,e}) by gluing

wheels to (a,c,b),(a,d,b),(a,e,b);

(iv) M or M∗ can be obtained from U2,5 (with groundset {a,b,c,d,e}) by gluing

wheels to (a,b,c),(c,d,e);

(v) M or M∗ can be obtained from M7,1 by gluing a wheel to (1,3,2).

In [2], the authors found all 3-connected strictly {U2,5,U3,5}-fragile H5-
representable matroids that have at most 9 elements. Figures 3.1–3.6 give some
geometric representations of these matroids. In the case of dual pairs, we have
usually drawn only one of the two. Note that M9,3, M9,4, M9,6, and their duals
all have an {X8,Y8,Y ∗8 }-minor. In Figure 3.5 we included a labeled version of
M7,1 and two of the rank-4 matroids containing it as a minor, M8,6 and M9,7, to
illustrate the construction of matroids that have the property described in Theorem
3.1.1 (v).

U2,5 U3,5

Figure 3.1: The 3-connected H5-representable fragile matroids on 5 elements.

U2,6 U4,6Q6 P6

Figure 3.2: The 3-connected H5-representable fragile matroids on 6 elements.

A precise description of the operation of gluing a wheel to a triangle will be
given later. However, to give the reader intuition for the operation, we high-
light some of the geometric representations of matroids in Figures 3.3–3.6 that
are obtained by gluing wheels to triangles. The rank-4 matroids M7,2, M8,1 al-
ternate, and M9,0 are obtained from U2,5 (with groundset {a,b,c,d,e}) by gluing
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M7,0 M7,1 M7,2 = M∗7,0 M7,3 = M∗7,1

Figure 3.3: The 3-connected H5-representable fragile matroids on 7 elements.

Y8 = M8,0 = M∗8,7

M8,3 = M∗8,4

M8,1 M8,1, alternative X8 = M8,2

M8,6M8,5

Figure 3.4: The 3-connected H5-representable fragile matroids on 8 elements.

M7,1 M8,6 M9,7

0 4 1

3

6
2

5

4
1

3

2
7

6
5
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3

2
7

6
5

0

8

Figure 3.5: The matroids M7,1, M8,6, and M9,7. In the right-most diagram, the
2-point lines were omitted to emphasize the fan (1,3,2,7,8).
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M9,3 = M∗9,13M9,1 = M∗9,11M9,0 = M∗9,10

M9,4 = M∗9,14 M9,6 = M∗9,16

M9,2 = M∗9,12

M9,15 = M∗9,5 M9,7 = M∗9,17

M9,18 = M∗9,8 M9,9 = M∗9,19

Figure 3.6: The 3-connected H5-representable fragile matroids on 9 elements.
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a rank-4 wheel to a triangle; the rank-4 matroids M7,3, M8,3, and M9,1 are ob-
tained from U2,5 (with groundset {a,b,c,d,e}) by gluing rank-3 wheels to the
triangles (a,c,b) and (a,d,b); the rank-4 matroids M8,1, M8,5, and M9,2 are ob-
tained from U2,5 (with groundset {a,b,c,d,e}) by gluing rank-3 wheels to the tri-
angles (a,b,c) and (c,d,e); the rank-5 matroid M9,15 is obtained from U2,5 (with
groundset {a,b,c,d,e}) by gluing a rank-4 wheel to the triangle (a,c,b), and then
gluing a rank-3 wheel to the triangle (a,d,b); the rank-5 matroid M9,18 is obtained
from U2,5 (with groundset {a,b,c,d,e}) by gluing rank-3 wheels to the triangles
(a,c,b), (a,d,b), and (a,e,b).

In this Chapter, we augment Threorem 3.1.1 and Corollary 3.1.2 by giving a
constructive description of the 3-connected U2- and H5-representable strictly
{U2,5,U3,5}-fragile matroids that have an {X8,Y8,Y ∗8 }-minor. Roughly speaking,
in addition to growing fans as in the other classes, we can also build paths of
3-separations along the 4-element segments and cosegments of the matroids in
{X8,Y8,Y ∗8 }. In order to describe the structure of these matroids more formally we
need some definitions.

Let M be a matroid with an N -minor. A subset S of E(M) is a segment if every
3-element subset of S is a triangle. We say a segment S of a matroid M is N -

allowable if S is coindependent and some element of S is not N -deletable. A
subset C is a cosegment if C is a segment of M∗. A cosegment of M is N -

allowable if it is an N ∗-allowable segment of M∗. We say S is an N -allowable

set if S is either an N -allowable segment or an N -allowable cosegment of M.

Let A be a set in a matroid M. Recall that A is fully closed if A is closed in both
M∗ and M. The full closure of A, denoted fclM(A) is the intersection of all fully
closed sets containing A. One easy way of obtaining the full closure of a set A is
to take clM(A) and then cl∗M(clM(A)) and continue this way until no new elements
are added via closure or coclosure. We call A a path-generating set if A is a 3-
separating set of M such that fclM(A) = E(M). Note that A is a path-generating
set if and only if the complement of A is a sequential 3-separating set. A path-
generating set A thus gives rise to a natural path of 3-separations (P1, . . . ,Pm),
where the end step P1 is A and each step Pi is either the closure or coclosure of
the 3-separation P1 ∪ ·· · ∪Pi−1. The path-generating sets in this chapter will be
allowable sets or fans.

Let C be an N -allowable cosegment M. A matroid Q is an N -allowable series
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extension along C if M = Q/S and, for every element s of S there is some element
c of C such that c is N -contractible in M and s is in series with c in Q. We also
say that Q∗ is an N ∗-allowable parallel extension along C.

The generalized ∆-∇-exchange was introduced by Oxley, Semple, and Vertigan
[21], and we will repeat their definition in Section 3.2. Intuitively speaking, the
generalized ∆-∇-exchange gives a new matroid by exchanging a segment and a
cosegment in an way that is analogous to the exchange of a triad and a triangle in
the familiar ∆-∇-exchange. Let M and N be matroids. We say that M is obtained
from N by a ∆-∇-step along A if, up to duality, M is obtained from N by perform-
ing an N -allowable parallel extension along a path-generating allowable set A of
N, followed by a generalized ∆-∇-exchange on A.

Let N be a matroid, and let T be an N -allowable triangle of M with non-deletable
element x ∈ T . Let Wr be the rank-r wheel, with some triangle labelled by T such
that x labels the rim element. We let PT (M(Wr),N) denote the generalized parallel
connection of M(Wr) and N along T (see Oxley [20]). Following the terminology
from [3], we say that M is obtained from N by gluing a wheel to the triangle T if
M = PT (M(Wr),N)\X for some integer r and subset X of T such that x ∈ T . We
also say that M∗ is obtained from N∗ by gluing a wheel to the triad T . It follows
from the definition of the generalized parallel connection that E(M(Wr))−X is a
fan of M. Note that when r = 3 and X = T , the operation of gluing a wheel to T

corresponds to performing a ∆-∇-exchange on T .

A sequence of matroids M1, . . . ,Mn is called a path-sequence if the following con-
ditions hold:

(a) M1 = X8; and

(b) For each i∈{1, . . . ,n−1}, there is some 4-element path-generating segment
or cosegment A of Mi such that either:

(i) Mi+1 is obtained from Mi by a ∆-∇-step along A; or

(ii) Mi+1 is obtained from Mi by gluing a wheel along an allowable subset
A′ of A.

A path sequence M1, . . . ,Mn obtains a matroid M if Mn ∼= M. Note that since X8

is self dual it is easy to see that a M∗1 , . . . ,M
∗
n is also a path sequence. We can now

state the main result of the chapter.
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Theorem 3.1.3. If M is a 3-connected {U2,5,U3,5}-fragile H5-representable ma-

troid that has an {X8,Y8,Y ∗8 }-minor, then there is some path sequence that obtains

M.

We also have the following Corollary for the class of U2-representable matroids.

Corollary 3.1.4. If M is a 3-connected {U2,5,U3,5}-fragile U2-representable ma-

troid that has an {X8,Y8,Y ∗8 }-minor, then there is some path sequence that obtains

M.

In Figure 3.4, we observe that there is an allowable triad T of X8 such that Y8 is
isomorphic to ∇T (X8), so there are path sequences that obtain Y8 and Y ∗8 respec-
tively. Moreover, we observe that the rank-4 matroids M9,3, M9,4, and M9,6 of
Figure 3.6 can be obtained from Y8 by gluing wheels to allowable triangles, so
there are also path sequences that obtain these matroids and their duals.

Looking at Theorem 3.1.3 and Corollary 3.1.4 with a view towards an excluded-
minor characterisation of the classes of H5- and U2-representable matroids, it
seems that the most important knowledge we gain about the structure of a matroid
M obtained by a path sequence is that M has a path of 3-separations (P1, . . . ,Pm),
where the end step P1 is either a 4-element allowable set or a fan, while each
internal step Pi has at most three elements and Pi is either the closure or coclosure
of the 3-separating set P1∪·· ·∪Pi−1.

The Chapter is organised as follows. Section 3.2 contains essential background
results on connectivity, fragility, and the generalized ∆-∇-exchange. We then de-
fine the class of fragile matroids that arise from path sequences, and then establish
some properties about path sequence rearrangement. We then establish the struc-
ture of our proof of Theorem 3.1.3 by identifying three cases for a minimum-sized
counterexample. We either eliminate or establish a bound on the size of a coun-
terexample for each case in the following three sections. Finally, we conclude the
proof of Theorem 3.1.3 with a case analysis of the fragile matroids.

3.2 Preliminaries

If M is a connected matroid such that min{r(X),r(Y )} = 1 or
min{r∗(X),r∗(Y )} = 1 for every 2-separation (X ,Y ) of M, then we say
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that M is 3-connected up to series and parallel classes. The next result implies
that every {U2,5,U3,5}-fragile matroid is 3-connected up to series and parallel
classes.

Proposition 3.2.1. [19, Proposition 4.3] Let M be a matroid with a 2-separation

(A,B), and let N be a 3-connected minor of M. Assume |E(N)∩A| ≥ |E(N)∩B|.
Then |E(N)∩B| ≤ 1. Moreover, unless B is a parallel or series class, there is an

element x ∈ B such that both M\x and M/x have a minor isomorphic to N.

The following is an easy consequence of the property that strictly {U2,5,U3,5}-
fragile matroids are 3-connected up to parallel and series classes. It enables us to
do ∆-∇-exchanges on any appropriately labelled segments and cosegments.

Lemma 3.2.2. Let M be a strictly {U2,5,U3,5}-fragile matroid with at least 8 ele-

ments. If S is a triangle or 4-segment of M such that E(M)−S is not a series or

parallel class of M, then S is coindependent in M. If C is a triad or 4-cosegment of

M such that E(M)−S is not a series or parallel class of M, then C is independent.

The generalized ∆-∇-exchange of Oxley, Semple, and Vertigan [21] is used fre-
quently. Let M be a matroid with a U2,k-restriction A, and suppose A is coinde-
pendent in M. The generalized ∆-∇-exchange on A, denoted by ∆A(M), is defined
to be the matroid PA(Θk,M)\A (see Section 1.1 for the definition of Θk). Let M be
a matroid such that M∗ has a U2,k-restriction A, and suppose A is independent in
M. The generalized ∆-∇-exchange on A, denoted by ∇A(M), is defined to be the
matroid (PA(Θk,M∗)\A)∗. That is, ∇A(M) = (∆A(M∗))∗.

We now state some of the key properties of the ∆-∇-exchange here.

Lemma 3.2.3. [21, Lemma 2.5] For all k ≥ 2, the restriction of (PA(Θk,M)\A)∗

to E(Θk)−A is isomorphic to U2,k if and only if A is coindependent in M.

Lemma 3.2.4. [21, Lemma 2.11] Let A be a coindependent segment of a matroid

M. Then ∇A(∆A(M)) is well-defined and ∇A(∆A(M)) = M.

A key property of the ∆-∇-exchange is that it preserves P-representability for any
partial field P.

Lemma 3.2.5. [21, Lemma 3.4] Θ3 is regular, and Θ4 is near-regular.
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Lemma 3.2.6. [21, Lemma 3.5] Let k≥ 2, and let M be a matroid such that M|A∼=
U2,k. Let P be a partial field. If M and Θk are P-representable, then the general-

ized parallel connection P(Θk,M) of Θk and M across A is P-representable.

Corollary 3.2.7. [21, Lemma 3.7] Let P be a partial field. Then M is P-

representable if and only if ∆A(M) is P-representable.

The following two results on minors are crucial for removing elements from a
matroid with a path sequence.

Lemma 3.2.8. [21, Lemma 2.13] Suppose that ∆A(M) is defined. If x ∈ A and

|A| ≥ 3, then ∆A−x(M\x) is also defined, and ∆A(M)/x = ∆A−x(M\x).

Lemma 3.2.9. [21, Lemma 2.16] Suppose that ∆A(M) is defined.

(i) If x ∈ E(M)−A and A is coindependent in M\x, then ∆A(M\x) is defined

and ∆A(M)\x = ∆A(M\x);

(ii) If x ∈ E(M)− cl(A), then ∆A(M/x) is defined and ∆A(M)/x = ∆A(M/x);

The next two results are employed for rearranging path sequences.

Lemma 3.2.10. [21, Lemma 2.18] Let M be a matroid, and S and T be disjoint

subsets of E(M) such that |S| ≥ 2 and |T | ≥ 2. If S and T are both coindependent

segments, then

∆S(∆T (M)) = ∆T (∆S(M)).

Corollary 3.2.11. [21, Corollary 2.19] Let M be a matroid, and S and T be dis-

joint subsets of E(M) such that |S| ≥ 2 and |T | ≥ 2.

(i) If S and T are both independent cosegments, then

∇S(∇T (M)) = ∇T (∇S(M)).

(ii) If S is an independent cosegment and T is a coindependent segment, then

∇S(∆T (M)) = ∆T (∇S(M)).

The next two results give conditions for allowable segments and cosegments to go
up the minor order, and are used later in reductions.



3.2. PRELIMINARIES 71

Lemma 3.2.12. Let M, M\x be strictly N -fragile matroids such that M\x has no

N -essential elements. If A ⊆ E(M\x) is an N -allowable segment of M\x, then

A is an N -allowable segment of M.

Proof. Clearly A is a coindependent segment of M. Suppose that y ∈ A is not
N -deletable in M\x. Then y is contractible in M\x because M\x has no essential
elements. But then y is also contractible in M, and M is N -fragile, so y is not
N -deletable in M.

Lemma 3.2.13. Let M, M\x be strictly N -fragile matroids such that M\x has

no essential elements. If A ⊆ E(M\x) is an N -allowable cosegment of M\x and

x ∈ cl(E(M)− (A∪ x)), then A is an N -allowable cosegment of M.

Proof. Assume that A ⊆ E(M\x) is an N -allowable cosegment of M\x and
x ∈ cl(E(M)− (A ∪ x)). Then A is a coindependent segment of M∗/x, and
x /∈ cl∗(A), so A is a coindependent segment of M∗. Finally, since M\x has no
essential elements A has a deletable element in M\x and hence in M.

We have the following properties on connectivity, rank and closure for the ∆-∇-
exchange.

Lemma 3.2.14. [13, Lemma 9.3] Let M be a 3-connected matroid.

(i) If A is a segment of M, then, for all A′ ⊆ A, PA(Θk,M)\A′ is 3-connected up

to series pairs.

(ii) If A is a cosegment of M, then, for all A′ ⊆ A, (PA(Θk,M)\A′)∗ is 3-

connected up to parallel pairs.

Lemma 3.2.15. [13, Lemma 9.1] Let M be a matroid, and let X be a subset of

E(M).

(a) If A is an allowable segment of M, then

(i) r∆A(M)(X) = rM(X)+ |A|−2 if A⊆ X; and

(ii) r∆A(M)(X) = rM(X) if A is disjoint from X.

(b) If A is an allowable cosegment of M, then

(i) r∇A(M)(X) = rM(X)−|A|+2 if A⊆ X; and
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(ii) r∇A(M)(X) = rM(X) if A is disjoint from X.

The following lemma, whose proof is an elementary application of Lemma 3.2.15,
shows that performing ∆-∇-exchanges on a set A of a matroid preserves the con-
nectivity of separations that are nested with A.

Lemma 3.2.16. Let M be a matroid, and let (X ,Y ) be a partition of E(M). If A is

an allowable segment of M, and A⊆ X, then λM(X) = λ∆A(M)(X). Moreover, for

any e /∈ A and Z ∈ {X ,Y}, e ∈ clM(Z) if and only if e ∈ cl∆A(M)(Z) and e ∈ cl∗M(Z)

if and only if e ∈ cl∗
∆A(M)(Z).

By duality and Lemma 3.2.16, we have the following result.

Corollary 3.2.17. Let M be a matroid, and let (X ,Y ) be a partition of E(M). If A

is an allowable cosegment of M, and A⊆ X, then λM(X) = λ∇A(M)(X). Moreover,

for any e /∈ A and Z ∈ {X ,Y}, e ∈ clM(Z) if and only if e ∈ cl∇A(M)(Z) and e ∈
cl∗M(Z) if and only if e ∈ cl∗

∇A(M)(Z).

We now work towards a proof that, under certain conditions, the ∆-∇-exchange
preserves fragility. We use the excluded-minor characterisation of near-regular
matroids, but we note there is possibly a more general proof that avoids using
such a deep result.

Theorem 3.2.18. [12, Theorem 1.2] The excluded minors for the class of near-

regular matroids are U2,5, U3,5, F7, F∗7 , F−7 , (F−7 )∗, AG(2,3)\e, (AG(2,3)\e)∗,
∆T (AG(2,3)\e), and P8.

By combining partial-field homomorphism results of [35, Lemma 2.5.24] and [32,
Corollary 3.1.3] we have the following.

Lemma 3.2.19. Let M be P-representable for some P ∈ {U2,H5}. If F is a field

with at least 5 elements, then M is F-representable.

We let E X (U1) denote the set of excluded minors for the class of near-regular
matroids. We now obtain a representability certificate of losing the {U2,5,U3,5}-
minor.

Lemma 3.2.20. Let M be a U2- or H5-representable matroid. Then M is near-

regular if and only if M has no {U2,5,U3,5}-minor.
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Proof. If M is near-regular, then M has no {U2,5,U3,5}-minor by Theorem 3.2.18.
Conversely, suppose M is P-representable for some P ∈ {U2,H5} and that M has
no {U2,5,U3,5}-minor. It follows from Theorem 3.2.18 and well-known results
(see [12, 20]) that, for each matroid M′ in E X (U1)−{U2,5,U3,5}, there is some
prime power q ≥ 5 such that M′ is not GF(q)-representable. Then M also has no
minor in E X (U1)−{U2,5,U3,5} by Lemma 3.2.19, so M is near-regular.

We can now show how the ∆-∇-operations can be used to build new fragile ma-
troids.

Lemma 3.2.21. Let P ∈ {U2,H5}, and let M be a strictly {U2,5,U3,5}-fragile

P-representable matroid. If A is an allowable triangle of M, then ∆A(M) is a

{U2,5,U3,5}-fragile P-representable matroid. Moreover, A is an allowable triad of

∆A(M).

Proof. It follows immediately from Lemma 3.2.7 and Lemma 3.2.20 that ∆A(M)

is P-representable matroid with a {U2,5,U3,5}-minor. Moreover, A is an inde-
pendent triad of ∆A(M) by Lemma 3.2.3. It remains to show that ∆A(M) is
{U2,5,U3,5}-fragile, and that some element of A is non-contractible in ∆A(M).

Since A is an allowable triangle, there is some x ∈ A that is non-deletable in M.
Then M\x is near-regular by Lemma 3.2.20, so ∆A−x(M\x) is also near-regular by
Lemma 3.2.7. But ∆A(M)/x = ∆A−x(M\x) by Lemma 3.2.8, so ∆A(M)/x has no
{U2,5,U3,5}-minor by Lemma 3.2.20. Thus x is non-contractible in ∆A(M), so A is
an allowable triad of ∆A(M). Now suppose that ∆A(M)\y has a {U2,5,U3,5}-minor
for some y ∈ A− x. But A− y is a non-trivial series class of ∆A(M)\y, so x is
contractible in ∆A(M)\y; a contradiction because x is non-contractible in ∆A(M).
Thus each y ∈ A− x is non-deletable in ∆A(M).

Suppose that e ∈ E(M)− A is non-deletable in M. Then M\e is near-regular
by Lemma 3.2.20. Now A is a coindependent triangle in M\e and ∆A(M\e) is
near-regular by Lemma 3.2.7. Thus ∆A(M\e) has no {U2,5,U3,5}-minor. But
∆A(M\e)∼= ∆A(M)\e, so e is non-deletable in ∆A(M).

Now suppose that e ∈ E(M)− A is deletable but non-contractible in M, so
|E(M)| ≥ 6. Suppose that e ∈ clM(A)−A. Then (A,E(M)−A) is a 3-separation
of ∆A(M) and e is in the guts of (A,E(M)−A). Seeking a contradiction, sup-
pose that e is contractible ∆A(M). Then ∆A(M)/e has a non-minimal 2-separation
(A,E(M)− (A∪ e)), and so |E(N)∩A| ≤ 1. Now A is a triangle of ∆A(M)/e, so
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in particular, each element x ∈ A is deletable in ∆A(M)/e and hence in ∆A(M); a
contradiction because there is some non-deletable element of ∆A(M) in A. Thus
e ∈ clM(A)− A is non-contractible in ∆A(M). We may therefore assume that
e /∈ clM(A)−A. Then A is a coindependent triangle of M/e and ∆A(M/e) is well-
defined. Now ∆A(M)/e = ∆A(M/e) by Lemma 3.2.9. But M/e is near-regular,
so ∆A(M/e) is near-regular. Therefore ∆A(M/e) has no {U2,5,U3,5}-minor by
Lemma 3.2.20, and so e is non-contractible in ∆A(M).

We can extend Lemma 3.2.21 by replacing the ∆-∇-exchange with the 4-element
generalized ∆-∇-exchange in the following lemma.

Lemma 3.2.22. Let P ∈ {U2,H5}, and let M be a strictly {U2,5,U3,5}-fragile P-

representable matroid. Let A be an allowable 4-segment of M such that, if M

has an element e such that M|(A∪ e) ∼= U2,5, then e is non-deletable in M. Then

∆A(M) is a strictly {U2,5,U3,5}-fragile P-representable matroid. Moreover, A is

an allowable 4-cosegment of ∆A(M).

Proof. It follows immediately from Lemma 3.2.7 and Lemma 3.2.20 that ∆A(M)

is P-representable matroid with a {U2,5,U3,5}-minor. Moreover, A is an indepen-
dent 4-cosegment of ∆A(M) by Lemma 3.2.3. It remains to show that ∆A(M) is
{U2,5,U3,5}-fragile, and that some element of A is non-contractible in ∆A(M).

Since A is an allowable 4-segment, there is some x ∈ A that is non-deletable in M.
Then M\x is near-regular by Lemma 3.2.20, so ∆A−x(M\x) is also near-regular
by Lemma 3.2.7. But ∆A(M)/x = ∆A−x(M\x) by Lemma 3.2.8, so ∆A(M)/x has
no {U2,5,U3,5}-minor by Lemma 3.2.20. Thus x is non-contractible in ∆A(M),
so A is an allowable 4-cosegment of ∆A(M). Now suppose that ∆A(M)\y has
a {U2,5,U3,5}-minor for some y ∈ A− x. But A− y is a non-trivial series class
of ∆A(M)\y, so x is contractible in ∆A(M)\y; a contradiction because x is non-
contractible in ∆A(M). Thus each y ∈ A− x is non-deletable in ∆A(M).

Suppose that e ∈ E(M)− A is non-deletable in M, but that ∆A(M)\e has a
{U2,5,U3,5}-minor. Then PM|A(Θ4,M)\e has a {U2,5,U3,5}-minor. But Θ4 and
M\e are near-regular, and PM|A(Θ4,M)\e = PM|A(Θ4,M\e) by [20, Proposition
11.4.14(vi)], so PM|A(Θ4,M\e) is also near-regular by Lemma 3.2.6; a contradic-
tion to Lemma 3.2.20. Therefore e is non-deletable in ∆A(M).

Assume e ∈ E(M)− A and that e is deletable, and hence non-contractible, in
M. Suppose e ∈ clM(A). Then by hypothesis e ∈ clM({a}) for some a ∈ A.
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We claim that e is non-contractible in ∆A(M). Clearly ∆A(M)/e is isomor-
phic to a minor of PM|A(Θ4,M)/a. By [20, Proposition 11.4.14(vii)], we have
PM|A(Θ4,M)/a = P(M|A)/a(Θ4/a,M/a). But Θ4/a and M/a are near-regular,
so P(M|A)/a(Θ4/a,M/a) is also near-regular by Lemma 3.2.6. Thus ∆A(M)/e

has no {U2,5,U3,5}-minor by Lemma 3.2.20, so e is indeed non-contractible in
∆A(M). We can therefore assume e /∈ clM(A), so that ∆A(M)/e = ∆A(M/e) by
Lemma 3.2.9. But M/e is near-regular, so ∆A(M/e) is near-regular. Therefore
∆A(M/e) has no {U2,5,U3,5}-minor by Lemma 3.2.20, and so e is non-contractible
in ∆A(M).

There are two ways we view fans: gluing a wheel onto a triangle, or sequences of
moves where, up to duality, each move is a parallel extension followed by a ∆-∇-
exchange. From the construction perspective it makes sense to use the notion of
gluing a wheel onto a triangle, but later for doing reductions it helps to view the
fan as coming from some sequence of ∆-∇-exchanges.

Recall that, in our definition of gluing a wheel to a triangle, the non-deletable
element of the allowable triangle must label the rim element of the corresponding
triangle of the wheel, and that this element must be deleted after the wheel is
glued to the original matroid. Thus if we want to view the operation of gluing a
wheel to a triangle as a sequence of moves where, up to duality, each move is a
parallel extension followed by a ∆-∇-exchange parallel extension followed by a
∆-∇-exchange, then the parallel extension of each move cannot put an element in
parallel with the non-deletable element of the allowable triangle.

Lemma 3.2.23. Let P ∈ {U2,H5}, and let M be a strictly {U2,5,U3,5}-fragile

P-representable matroid. Let A be an allowable triangle of M contained in a

4-segment of M. If the matroid M′ obtained from M by gluing a wheel onto A

is 3-connected, then M′ is a strictly {U2,5,U3,5}-fragile P-representable matroid.

Moreover, if F is the set of elements of the fan, then the spoke elements of F are

deletable in M′ and the rim elements of F are contractible in M′.

Proof. We proceed by induction on the rank of the wheel glued onto T = (a,b,c).
The base case when r = 3 follows immediately from Lemma 3.2.21. Assume
that it holds for r, and let M′ is obtained from M by gluing a rank-(r + 1)
wheel onto T . Suppose that the fan of M′ has with rim end corresponding to
the point c. Now let M′′ be the matroid obtained from gluing a rank-r wheel
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onto T . By the inductive hypothesis M′′ is fragile. Let (a1, . . . ,an) be the cor-
responding fan of M′′, where an is a spoke element corresponding to c, and
A′ = {an−2,an−1,an} is an allowable triangle such that an−2 and an are non-
contractible and an−1 is non-deletable. Let N be the allowable parallel extension
of M′′ along A′ such that N\an+1 = M and an+1 is in parallel with an−2. We claim
that ∆A(N) is a {U2,5,U3,5}-fragile P-representable matroid that has an (n+ 1)-
element fan F = (a1, . . . ,an−2,an,an−1,an+1) of rank-r+1 and that M′ ∼= ∆A(N)

where A = {an−1,an,an+1} is an allowable triad such that an non-contractible
while an and an+1 are non-deletable.

That M′ is a {U2,5,U3,5}-fragile P-representable matroid and that A is an allowable
triad of M′ such that an non-contractible while an and an+1 are non-deletable
all follows from Lemma 3.2.21. It remains to show that {an−2,an,an−1} is a
triangle of M′, and in the case that n ≥ 4, we show that {an−3,an−2,an} is a
triad of M′. It follows from ∆-∇Lemmas that {an−2,an,an−1} is a triangle of
M′. To see that {an−3,an−2,an} is a triad of M′, we observe that in the matroid
PT (M(K4),N) the complement of {an−3,an−2,an−1,an+1,a′n−1} is a hyperplane,
where a′n−1 is the element relabelled by an−1 in M′. Thus {an−3,an−2,an} is a
triad in M′ = P(M(K4),N)\A, as required. Finally, that M′ ∼= ∆A(N) follows from
[24, Theorem 1.8] and the fact that ∆A(N) is 3-connected.

The argument in the case when the fan of M′ has a spoke end corresponding
to c is almost identical. We instead take N is the allowable parallel extension
of M′′ along A′ such that M = N\{an+1,an+2} where an+1 is in parallel with
an−2 and an+2 is in parallel with an. Then ∆A(N) where A = {an−1,an,an+1}
is a {U2,5,U3,5}-fragile P-representable matroid that has an (n+2)-element rank-
r+1 fan F = (a1, . . . ,an−2,an,an−1,an+1,an+2) where A is an allowable triad, and
{an−1,an+1,an+2} is an allowable triangle.

3.3 The class P

Let A⊆ E(M). We call A a path-generating set if A is an allowable set of M such
that fclM(A) = E(M). For example, the 4-segments of Y8 are path-generating sets,
but the triangles of Y8 that meet both the 4-segments are not path-generating sets.
It is easy to see that the notion of path-generating sets is invariant under duality,
because both the notion of allowable sets and full closure are dual invariant.
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Let M and M′ be matroids, and let A be a 4-element path-generating segment or
cosegment of M. We use the notation M′ = ∆N

A (M) and M′ = ∇N
A (M) if there is

some allowable parallel or series extension N of M along A such that M′ = ∆A(N)

or M′ = ∇A(N).

We restate the definition of path sequences here for convenience.

A sequence of matroids M1, . . . ,Mn is called a path sequence for Mn if the follow-
ing conditions hold:

(a) M1 = X8; and

(b) For each i∈{1, . . . ,n−1}, there is some 4-element path-generating segment
or cosegment A of Mi such that either:

(i) Mi+1 = ∆N
A (Mi) or M′ = ∇N

A (Mi); or

(ii) Mi+1 is obtained from Mi by gluing a fan along an allowable subset A′

of A.

Let P denote the class of matroids such that M ∈P if and only if, up to series-
parallel classes, there is some path sequence M1, . . . ,Mn with Mn = M. It is easy
to see from the definition that P∗ = P .

The following is an easy consequence of the definition of path sequences, together
with Lemma 3.2.22 and Lemma 3.2.23.

Lemma 3.3.1. Let P ∈ {U2,H5}. If M is a 3-connected matroid obtained by a

path sequence, then M is a strictly {U2,5,U3,5}-fragile P-representable matroid.

Moreover, M has a path of 3-separations P = (P1, . . . ,Pn) such that the end steps

P1 and Pn are path-generating sets, and, for each internal step Pi of P, |Pi| ≤ 3 and

Pi is alternately the guts and coguts of the 3-separation (P1∪ ·· ·∪Pi,Pi+1∪ ·· ·∪
Pn).

We call Mi the i-th step of the path sequence M1, . . . ,Mn. We also call the n-th step
the end step. The path-generating set is said to be used by a step.

It follows from the definition of a path sequence that, when a path-generating
maximal fan or 4-element segment or cosegment is chosen to be the end step P1,
the path of 3-separations of Lemma 3.3.1 is uniquely determined. Furthermore,
each 3-connected matroid in P has exactly two sets that could be chosen as the
end step, and that these sets can meet in at most one element.
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3.4 Path sequence rearrangement

Path sequences are generally not unique. That is, we can have distinct path se-
quences M1, . . . ,Mn and M′1, . . . ,M

′
n such that Mn ∼= M′n. One reason for this is that

X8 has two disjoint path-generating sets, and the order in which these are used
does not change the resulting matroid obtained by a path sequence. Another rea-
son is due to the symmetry of X8. We will focus on the ends of path sequences
in the following sections, and we often speak of path sequences with a particular
ordering of steps. In this section we show when we can obtain a path sequence
with a desired ordering. The results found here are mostly routine and follow from
corresponding properties of the ∆-∇-operation. In the following sections, we refer
to the results of this section with “by rearrangement”.

We call a path sequence a ∆-∇-sequence if only moves of type (b)(i) are used.
That is, if no step involves gluing a wheel to an allowable set.

Let M1, . . . ,Mn be a ∆-∇-sequence, and let S and C be the 4-element seg-
ment and cosegment of X8 respectively. There is an associated sequence
a[M1, . . . ,Mn] : {2, . . . ,n}→ {S,C} for M1, . . . ,Mn where, for i∈ {2, . . .n}, we de-
fine a[M1, . . . ,Mn](i) = X if Mi is obtained from Mi−1 by using the set X . We call
a[M1, . . . ,Mn] the adjacency sequence for M1, . . . ,Mn. The adjacency sequence
records the order of the steps used by the path sequence. It will not appear in the
following sections.

Moves on disjoint path-generating sets commute.

Lemma 3.4.1. Let M1, . . . ,Mn be a ∆-∇-sequence. If a[M1, . . . ,Mn](i) = C and

a[M1, . . . ,Mn](i+1) = S for some i ∈ {2, . . . ,n}, then there is some ∆-∇-sequence

M′1, . . . ,M
′
n such that Mn = M′n, and a[M1, . . . ,Mn]( j) 6= a[M′1, . . . ,M

′
n]( j) if and

only if j ∈ {i, i+1}.

Proof. Suppose that a[M1, . . . ,Mn](i) = C and a[M1, . . . ,Mn](i+ 1) = S for some
i ∈ {2, . . . ,n}. Suppose that Mi = ∆

Ni
C (Mi−1) and Mi+1 = ∆

Ni+1
S (Mi). Let

Q = E(Ni)−E(Mi−1) and R = E(Ni+1)−E(Mi), and consider the matroid P =

∇C(∇S(Mi+1)). Then P is a parallel extension of Mi−1 with the elements of Q

along C and the elements of R along S. Now Pi = P\Q is an allowable par-
allel extension of Mi−1 along S, so M′i = ∆

Pi
S (Mi−1) is obtained from Mi−1 us-

ing S. Next Pi+1 = ∆S(P) is an allowable parallel extension of M′i along C, so
M′i+1 = ∆

Pi+1
C (M′i) is obtained from M′i using C. But now M′i+1 = ∆C(∆S(P)), so
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M′i+1 = Mi+1 by Lemma 3.2.10. The argument when Mi or Mi+1 use the ∇ opera-
tion is symmetric, with Corollary 3.2.11 used in place of Lemma 3.2.10.

By repeated application of Lemma 3.4.1 we can choose the set used by the end
step.

Lemma 3.4.2. Let M1, . . . ,Mn be a ∆-∇-sequence. Let A ∈ {S,C}. If the ad-

jacency sequence for M1, . . . ,Mn is non-constant, then there is a path-sequence

M′1, . . . ,M
′
n such that Mn ∼= M′n and M′n is obtained from Mn−1 using A. Moreover,

if the path-adjacency sequence for M1, . . . ,Mn takes the value A at least k times,

then we can assume that the last k steps of M′1, . . . ,M
′
n use A.

We now look at some consequences of the symmetry of X8.

Lemma 3.4.3. Let M =∇N
C (X8) for some allowable series-extension N of X8 along

C. Then, for any allowable parallel-extension N′ of M along C, there is some

allowable parallel-extension N′′ of M along S such that ∆N′
C (M)∼= ∆N′′

S (M).

Proof. Suppose that M = ∇N
C (X8) for some allowable series-extension N of X8

along C. Now it is easy to see that X8 ∼= ∇S(Q) where Q is an allowable series
extension of U3,5 such that E(Q) = S∪C, so let R be the allowable series ex-
tension of Q with the elements of N added along C. Then N ∼= ∇S(R). Thus
∆S(M) ∼= N by Lemma 3.2.11 and Lemma 3.2.4. But by Lemma 3.2.4 we also
have ∆C(M) = N. Thus for any allowable parallel-extension N′ of M along C,
there is some allowable parallel-extension N′′ of M along S such that N′ ∼= N′′,
and hence ∆N′

C (M)∼= ∆N′′
S (M).

The next lemma shows that a ∆-∇-sequence can finish at either end of the associ-
ated path of 3-separations.

Lemma 3.4.4. Let M1, . . . ,Mn be a ∆-∇-sequence such that a[M1, . . . ,Mn](i) =C

for all i∈ {2, . . . ,n}. Then there is some equivalent sequence M′1, . . . ,M
′
n such that

a[M′1, . . . ,M
′
n](n) = S.

Proof. We prove by induction on the number of steps. The case n = 1 fol-
lows from Lemma 3.4.3. Suppose for induction that it holds for n− 1. Then
there is some sequence M′1, . . . ,M

′
n−1 equivalent to M1, . . . ,Mn−1 such that

a[M′1, . . . ,M
′
n−1](n− 1) = S. Then M′1, . . . ,M

′
n−1,Mn is a sequence for Mn that is
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non-constant, so by Lemma 3.4.2 there is some equivalent sequence M′′1 , . . . ,M
′′
n

such that a[M′′1 , . . . ,M
′′
n ](n) = S.

If a ∆-∇-sequence has at least two steps, then there are ∆-∇-sequences with con-
secutive steps using either S or C.

Lemma 3.4.5. Let M1, . . . ,Mn be a ∆-∇-sequence such that the last k steps use

X ∈ {S,C}. If M1, . . . ,Mn has at least k+ 1 steps, then there is some equivalent

∆-∇-sequence M′1, . . . ,M
′
n such that the last k+1 steps use X.

Proof. Suppose that M1, . . . ,Mn has at least k+ 1 steps. If there are k+ 1 steps
using X , then the Lemma follows from Lemma 3.4.2. Assume that only the last
k steps use X . Since there are at least k+ 1 steps, the remaining steps must use
Y = X − (S∪C). In particular, the first step must use Y . But then by Lemma
3.4.3, there is an equivalent ∆-∇-sequence M′1, . . . ,M

′
n such that the first step uses

X . Now it follows from Lemma 3.4.2 that there is an equivalent ∆-∇-sequence
M′′1 , . . . ,M

′′
n such that the last k+1 steps use X , as required.

We now return to considering general path sequences. Since gluing a wheel along
an allowable triangle is the same as a sequence of allowable parallel-extensions
followed by a ∆-∇-exchange, it again follows easily from Lemma 3.2.10 and
Corollary 3.2.11 that this operation commutes with moves on a disjoint path-
generating set. Thus we have the following Lemma.

Lemma 3.4.6. Let M1, . . . ,Mn be a path sequence for M, and let F be a fan of

M. If, for some i ∈ {1, . . . ,n− 1} Mi+1 is obtained from Mi by gluing the fan F

along A′ ⊆ A, then there is a path sequence M′1, . . . ,M
′
n for M such that M′n is

obtained from M′n−1 by gluing a wheel along A′ ⊆ A. Moreover, if M1, . . . ,Mn has

at least one ∆-∇-move, then we can assume that M′n−1 is obtained from M′n−2 by

a ∆-∇-move using A.

3.5 The setup

First we show that every matroid in the class P has a minor in S =

{X8,Y8,Y ∗8 ,M8,6}.

Lemma 3.5.1. Let M be a matroid. If M can be obtained by a path sequence, then

M has a minor in S = {X8,Y8,Y ∗8 ,M8,6}.
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Proof. Let M1, . . . ,Mn be a path sequence for M. Note that fan moves for |F | ≥
4 can be removed by contracting all but one rim element, then simplifying any
parallel classes.

If there are no ∆-∇-steps, then M has a minor in S . If there is a single ∆-∇-step,
then M has a minor in S . Thus assume that M has at least two ∆-∇-steps and that
they are consecutive. We may assume for induction that any path sequence with
fewer ∆-∇-steps than M has an S -minor.

Now, up to duality, we can assume that Mk = ∆N
A (Mk−1) and that Mk−1 =

∇
Q
A (Mk−2) for k ∈ {n− 1,n}. Let N′ = E(N)−E(Mk−1). Now either M = Mk

or M = ∆A′(Mk) for some allowable triangle A′ ⊆ A. Thus M\N′ = Mk\N′ or
M\N′ = ∆A′(Mk\N′). Now Mk\N′ = ∆A(N\N′) and N\N′ = Mk−1, so Mk\N′ =
∆A(Mk−1). But ∆A(Mk−1) = ∆A(∇A(Q)) = Q by Lemma 3.2.4. Now M\N′ has
a minor with a path sequence that has fewer ∆-∇-steps than M, so by induction
M\N′ has an S -minor. Hence M has an S -minor.

We will prove that the class of U2- or H5-representable fragile matroids with
an {X8,Y8,Y ∗8 ,M8,6}-minor is contained in P . Note that it follows from The-
orem 3.1.1 that H5-representable fragile matroids with an M8,6-minor but no
{X8,Y8,Y ∗8 }-minor are all in P .

Let M be a P-representable fragile matroid M with an {X8,Y8,Y ∗8 }-minor. Sup-
pose that M is not in the class P , and that M is minimum-sized with respect to
this property. Then M is 3-connected because P is closed under series-parallel
extensions. Moreover, the dual M∗ is also not in P because P is closed under
duality. It is easy to see that M must have at least 10 elements. Thus, by the Split-
ter Theorem and duality, we can assume there is some element x of M such that
M\x is also a 3-connected P-representable fragile matroid with an {X8,Y8,Y ∗8 }-
minor. By the assumption that M is minimum-sized with respect to being outside
the class P , it follows that M\x ∈P . Thus M\x has a path sequence M1, . . . ,Mn.
We show that there are three possibilities for the structure of x in M relative to the
path of 3-separations associated with M1, . . . ,Mn.

Let (A,B) be a k-separation of M\x. Recall that x blocks (A,B) if neither (A∪x,B)

nor (A,B∪ x) is a k-separation of M. We use the following characterisation of
blocking.

Proposition 3.5.2. [9, Proposition 3.5] Let (A,x,B) be a partition of M. If (A,B)
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is an exact k-separation of M\x, then x blocks (A,B) if and only if x is not a coloop

of M, x /∈ clM(A) and x /∈ clM(B).

We also use the following consequence of orthogonality.

Lemma 3.5.3. Let (X ,{e},Y ) be a partition of E(M). Then e ∈ cl(X) if and only

if e /∈ cl∗(Y ).

We can now locate x.

Lemma 3.5.4. Let M and M\x be 3-connected {U2,5,U3,5}-fragile matroids. If

M\x has a path sequence with associated path of 3-separations P, then either:

(i) x is in the guts of some 3-separation displayed by P; or

(ii) x blocks some 3-separation displayed by P; or

(iii) for each 3-separation (R,G) of M displayed by P, there is some X ∈ {R,G}
such that x ∈ clM(X) and x ∈ cl∗M(X).

Proof. Assume that neither (i) nor (ii) holds, and let (R,G) be a 3-separation of
M\x displayed by a maximal path-generating set. Then, by Lemma 3.5.2, we may
assume that x∈ clM(R). Now x /∈ clM(G) because (ii) does not hold, so x∈ cl∗M(R)

by Lemma 3.5.3. Thus (iii) holds.

We consider the three possible cases of Lemma 3.5.4 in the next three sections
respectively. In case (i) we will obtain a direct contradiction to the assumption
that M /∈P . In cases (ii) and (iii) we bound the size of M so that M is at most a
10-element matroid. This reduces the proof to a finite case-analysis, from which
the contradiction to the assumption that M /∈P is then obtained by the following
lemma.

Lemma 3.5.5. Let M be a 3-connected H5-representable fragile matroid with an

{X8,Y8,Y ∗8 }-minor. If |E(M)| ≤ 10, then M ∈P .

We defer the proof of Lemma 3.5.5 to Section 3.9.
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3.6 Guts case

First show that x is not in the guts of an end 4-segment.

Lemma 3.6.1. If M\x has a 4-segment end S, then x /∈ clM(S).

Proof. Suppose that M\x has a 4-segment end S, and that x ∈ clM(S). Then M

has a U2,5-restriction S∪{x}, so y ∈ E(M)−clM(S∪x) is flexible; a contradiction
because M is fragile.

Next we show that M\x cannot be obtained from a path sequence ending in a
4-element segment or cosegment.

Lemma 3.6.2. There is no path sequence for M\x ending in a 4-element segment

or cosegment.

Proof. Suppose there is some path sequence M1, . . . ,Mn for M\x such that the
end step uses a 4-element segment or cosegment A. Then A is an allowable 4-
element segment or cosegment of M by Lemma 3.2.12 and Lemma 3.2.13, so
∆A(M) or ∇A(M) is well-defined. Moreover, it follows from Lemma 3.2.9 that
∆A(M)\x = ∆A(M\x) or ∇A(M)\x = ∇A(M\x), which is an allowable series or
parallel extension of Mn−1. Now, there is some element a′ /∈ A∪ x such that a′ is
in series or parallel with an element of A. Let M′ = ∆A(M)/a′ if a′ is in series
with an element of A and M′ = ∇A(M)\a′ if a′ is in parallel with an element of
A. Then |E(M′)| < |E(M)|, so M′ ∈P by the minimality of M. But A is an
allowable 4-element segment or 4-cosegment of M′, so there is a path sequence
for M′ and we can assume that the path sequence ends in A. But then an allowable
series-parallel extension along A by a′ followed by a 4-element ∆-∇-move gives a
matroid isomorphic to M that is in P; a contradiction because M /∈P .

Next we deal with fans.

Lemma 3.6.3. There is no path sequence for M\x ending in a fan with at least

4-elements.

Proof. Suppose that there is some sequence M1, . . . ,Mn for M\x such that n ≥ 2,
and Mn is obtained from Mn−1 by gluing a non-trivial fan F onto an allowable
triangle or triad of Mn−1.
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Then F contains an allowable triad T of M\x, and T is also an allowable triad of
M by Lemma 3.2.13. Then ∇T (M) is an allowable parallel-extension of a matroid
M′, and M′ ∈P by the minimality of M. Thus there is a path sequence for M′,
and that ends in a fan containing T or a 4-segment containing T . But then this path
sequence can extended to a path sequence for M, so M ∈P; a contradiction.

We can now finish off this case.

Lemma 3.6.4. x is not in the guts of a 3-separation displayed by the path of 3-

separations associated with a path sequence for M\x.

Proof. Seeking a contradiction, suppose that x is in the guts of a 3-separation of
M\x. Then it follows from Lemma 3.6.3 and Lemma 3.6.2 that any path sequence
for M\x ends in a triad or triangle. Moreover, since |E(M\x)| 6= 8, the path se-
quence for M\x must have at least one ∆-∇-step.

Suppose that M1, . . . ,Mn is a path sequence for M\x that ends in a triad. By re-
arrangement, we can assume that the (n− 1)-th step uses A′, that Mn−1 has a
4-segment A′, and Mn = ∆A(Mn−1) for some allowable triangle A ⊆ A′ of Mn−1.
Now since x is a guts element, it follows from Lemma 3.2.13 that A is an allow-
able triad of M, so the matroid ∇A(M) is well-defined. Moreover, by Lemma 3.2.9
∇A(M)\x = ∇A(M\x), so A is contained in an allowable 4-segment A′ of ∇A(M)

by Lemma 3.2.12. Now if ∇A(M) is in P , then it has a path sequence ending
in A′. But then this path sequence can be extended to a path sequence for M; a
contradiction. Therefore ∇A(M) is also a minimum-sized counterexample with x

in the guts. But ∇A(M)\x = Mn−1 has a non-trivial path sequence M1, . . . ,Mn−1

ending in a 4-segment; a contradiction of Lemma 3.6.2.

Now suppose that both ends of M\x are triangles. We may assume that M1, . . . ,Mn

is a path sequence for M\x such that n ≥ 3, Mn−1 has a path sequence ending in
a 4-cosegment A′, and Mn = ∇A(Mn−1) for some allowable triad A⊆ A′ of Mn−1.
We can assume, up to rearrangement, that the path sequence has been chosen such
that x /∈ clM(A). Now A is an allowable triangle of M by Lemma 3.2.12, so ∆A(M)

is well-defined and A is contained in a 4-cosegment A′ of ∆A(M). If ∆A(M) ∈P ,
then it has a path sequence ending in A′, and the path sequence can be extended to
obtain M; a contradiction. Thus ∆A(M) is a minimum-sized counterexample and
x is a guts element in ∆A(M)\x = ∆A(M\x) = Mn−1. But Mn−1 has a non-trivial
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path sequence M1, . . . ,Mn−1 ending in a 4-cosegment; a contradiction of Lemma
3.6.2.

3.7 Blocking case

In this section, we assume that there is some P-representable fragile matroid M

with an {X8,Y8,Y ∗8 ,M8,6}-minor, and an element x of M such that:

(i) M\x is 3-connected and M\x ∈P; and

(ii) x blocks some 3-separation displayed by the path of 3-separations P associ-
ated with a path sequence for M\x.

We may assume that M is minimum-sized with respect to these properties. The
fact that M is minimum-sized gives the following straightforward restriction on
the elements of E(M)−{x}.

Lemma 3.7.1. There is no element y ∈ E(M)−{x} such that:

(i) y is N-deletable in M\x, M\x,y is 3-connected, M\x,y ∈P , and x blocks

some 3-separation displayed by the path of 3-separations P′ associated with

a path sequence for M\x,y; or

(ii) y is N-contractible in M\x, M\x/y ∈P , and x blocks some 3-separation

displayed by the path of 3-separations P′ associated with a path sequence

for si(M\x/y).

We make the following observations about rank that we will use for finding el-
ements that can be contracted while preserving the property that x blocks a 3-
separation.

Lemma 3.7.2. Let M be a matroid in P , and A⊆ E(M).

(i) If A is an allowable 4-cosegment of M, and R⊆ E(M)−A is a 3-separating

set in M, then r(R∪{a,a′}) = r(R)+2 for all distinct pairs a,a′ ∈ A.

(ii) If A = (a1, . . . ,an) is a fan with n ≥ 5 such that the ends of A are rim ele-

ments, and R⊆ E(M)−A is a 3-separating set in M, then r(R∪{a1,an}) =
r(R)+2.
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We first show that the path of 3-separations of M\x does not have large fan ends.

Lemma 3.7.3. M\x has no path sequence ending in a fan with at least 4 elements.

Proof. Suppose that M\x has a path sequence ending with a maximal fan F of
M\x such that |F | ≥ 4. Suppose that s ∈ F is a spoke end of F . Then s is deletable
in M\x, M\x,s is 3-connected, M\x,s ∈P , and x blocks some 3-separation of
M\s, so M has an element forbidden by Lemma 3.7.1 (i); a contradiction. Thus
we may assume that the ends of F are rim elements. Then by Lemma 3.7.2(ii) at
least one of these ends r satisfies r /∈ clM((E(M)−F)∪x), so r is an element that
is forbidden by Lemma 3.7.1 (ii); a contradiction.

Removing elements such that membership in P is preserved is important here.
We now prove some technical results that enable us to find elements with the
desired property. The first observation is on 4-segment and, by duality, for 4-
cosegment ends.

Lemma 3.7.4. Let M ∈P be a 3-connected matroid. If M has a path sequence

M1, . . . ,Mn that ends in a 4-segment A of M, then there is some a ∈ A such that

M\a is 3-connected and M\a ∈P .

Proof. Suppose that M has a path sequence M1, . . . ,Mn, where A a 4-cosegment
of Mn−1 and Mn = ∇

Q
A (Mn−1). Let a ∈ A be an element that is in series with an

element q ∈ E(Q)− E(Mn−1) in Q. Then M\a is 3-connected since A is a 4-
segment of M, and M\a∼= ∇

Q/q
A−a(Mn−1). But then M\a is obtained from Mn−1 by

a fan move on the allowable triad A−a of Mn−1, so M\a ∈P .

Next we consider triad and triangle ends.

Lemma 3.7.5. Let M ∈ P be a 3-connected matroid with a path sequence

M1, . . . ,Mn with a ∆-∇-step on A and a triangle end A′ ⊆ A. If M has no path

sequence where A′ is contained in a larger fan or 4-segment, then

(i) M\a′ is 3-connected and M\a′ ∈P for some a′ ∈ A′; or

(ii) M/a is 3-connected and M/a ∈P for a ∈ A−A′.
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Proof. Since A′ is not contained in a larger fan, it follows that M\a′ is 3-connected
for each deletable element a′ ∈ A. Suppose that M\a′ /∈P for all deletable ele-
ments a′ ∈ A′. Now since there is a ∆-∇-step on A we can assume by rearrange-
ment that the path sequence has the form Mn−1 =∆N

A (Mn−2) and Mn =∇A′(Mn−1).
So M\a′ is Mn−1/a′ = ∆A−a′(N\a′). Since M\a′ is not in P , it follows that N\a′

must not be an allowable extension of Mn−2 for each deletable a′ ∈ A′. But N must
add some element in parallel with a deletable element of A, so it must be the ele-
ment a∈A−A′. It follows from Lemma 3.2.4 and Lemma 3.2.8 that Mn/a=N\a.
Now N\a is Mn−2 because a was the only element in a parallel class of N, so Mn/a

is 3-connected and Mn/a ∈P .

If a path sequence has a subsequence of the form Mi = ∆
Q
A (Mi−1) and Mi+1 =

∇R
A(Mi), then r ∈ E(R)− E(Mi) is called an internal coguts element and q ∈

E(Q)− E(Mi−1) is called an internal guts element. We prove a lemma about
removing internal guts and coguts elements.

Lemma 3.7.6. Let M ∈ P be a 3-connected matroid with a path sequence

M1, . . . ,Mn with ∆-∇-steps on A. If q ∈ E(M) is an internal guts element and

r ∈ E(M) is an internal coguts element, then M\q,M/r ∈P .

Proof. Suppose some subsequence of steps of the path sequence has the form
Mi = ∆

Q
A (Mi−1) and Mi+1 = ∇R

A(Mi). Let r ∈ E(R)−E(Mi). Then either R/r = Mi

or R/r is an allowable series extension of Mi along A. Suppose first that R/r = Mi.
Then Mi+1/r = Q by Lemma 3.2.4, so Mi+1/r ∈P . Now consider contracting
the element of M corresponding to r. The contraction operation commutes with
subsequent steps of the path sequence for M by Lemma 3.2.9, so M/r ∈P too.
For the second case, suppose that R/r is an allowable series extension of Mi.
Consider contracting r from M. Again the contraction of r commutes with any
subsequent steps of the path sequence for M by Lemma 3.2.9, and the (i+ 1)-th
step becomes ∇

R/r
A (Mi). It follows that M/r ∈P .

For q ∈Q−Mi−1, either Q\q = Mi−1 or Q\q is an allowable parallel extension of
Mi−1. Suppose that Q\q = Mi−1. Then Mi\q = ∆A(Mi−1) by Lemma 3.2.4. Now
Mi+1\q is equal to Mi−1 up to series pairs by Lemma 3.2.4, and the deletion of
q commutes with subsequent steps of the path sequence for M by Lemma 3.2.9,
so M\q ∈P . Suppose that Q\q is an allowable parallel extension of Mi−1. Then
the deletion of q commutes with any subsequent steps of the path sequence for
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M by Lemma 3.2.9, and the (i+ 1)-th step becomes ∆
Q\q
A (Mi−1). It follows that

M\q ∈P .

Next we eliminate 4-segments.

Lemma 3.7.7. M\x has no path sequence such that the end step is a 4-segment A

of M\x.

Proof. Suppose that M\x has a path sequence M1, . . . ,Mn such that A a 4-
cosegment of Mn−1 and Mn = ∇

Q
A (Mn−1). Let a ∈ A be an element that is in series

with an element q ∈ E(Q)−E(Mn−1) in Q. Then M\x,a is 3-connected since A

is a 4-segment of M\x, and M\x,a∼= ∇
Q/q
A−a(Mn−1). So M\x,a is in P . But x still

blocks a 3-separation displayed by the path of 3-separations generated by A− a.
Thus a is an element that is forbidden by Lemma 3.7.1(i); a contradiction.

Lemma 3.7.8. x does not block a 3-separation displayed by the path of 3-

separations associated with a path sequence for M\x.

Proof. Suppose that M\x has a path sequence M1, . . . ,Mn. We may assume by
Lemma 3.7.3 and Lemma 3.7.7 that M\x has no path sequence that ends with a
non-trivial fan or 4-segment.

3.7.8.1. M1, . . . ,Mn has at least two ∆-∇-steps.

Subproof. We consider the cases for the end step. Suppose that M\x has a path se-
quence M1, . . . ,Mn that ends in a triangle. Suppose the path sequence for M\x has
no ∆-∇-steps. Then, since M\x has no path sequence ending in a fan with at least 4
elements, it follows that |M\x|= 8, and so |M|= 9; a contradiction by inspection
of the 9-element catalogue. Thus, by rearrangement, we can assume that M\x has
a path sequence M1, . . . ,Mn such that A a 4-segment of Mn−2, Mn−1 = ∆N

A (Mn−2),
and finally Mn = ∇A′(Mn−1) for some allowable triad A′ ⊆ A of Mn−1. Now it
follows from Lemma 3.7.5 that either M\x,a′ is 3-connected and M\x,a′ ∈P

for some a′ ∈ A′, or else M\x/a is 3-connected and M\x/a ∈P for a ∈ A−A′.
Suppose that M\a′ is 3-connected and M\a′ ∈P for some a′ ∈ A′. Then a′ is
an element forbidden by Lemma 3.7.1 (i); a contradiction. We may therefore as-
sume that M\x/a is 3-connected and M\x/a ∈P for a ∈ A−A′. Since M\x/a

is 3-connected it follows that |E(N)−E(Mn−2)| = 1. Now if there is only one
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∆-∇-step in the path sequence M1, . . . ,Mn, then it follows that |M\x| = 9; a con-
tradiction because there is no such matroid in the 9-element catalogue. Thus the
path sequence M1, . . . ,Mn has at least two ∆-∇-steps.

Suppose that the path sequence M1, . . . ,Mn ends in a 4-element cosegment end
A, so Mn = ∆N

A (Mn−1). We may assume that M\x has no triangle end by the
above argument. Now |E(N)−E(Mn−1)| = 1 or there are at least two elements
a,a′ ∈ A such that M\x/a and M\x/a′ are 3-connected and M\x/a,M\x/a′ ∈P ,
and x blocks a 3-separation of at least one of M\x/a and M\x/a′ by Lemma 3.7.2;
a contradiction of Lemma 3.7.1 (ii). Thus there is exactly one a ∈ A such that
M\x/a is 3-connected and M\x/a ∈P . Now if the path sequence M1, . . . ,Mn

has only one ∆-∇-step, then |M\x| = 9; a contradiction because there is no such
matroid in the 9-element catalogue. It follows that there are at least two ∆-∇-steps
in the path sequence M1, . . . ,Mn.

Suppose that the path sequence M1 . . .Mn with a ∆-∇-step that ends in a triad. By
rearrangement, we can assume that A a 4-cosegment of Mn−2, Mn−1 = ∇N

A (Mn−2),
and finally Mn = ∆A′(Mn−1) for some allowable triangle A′ ⊆ A. We can assume
that M\x has no path sequence ending in a end fan, 4-segment or 4-cosegment,
or triangle. Now |E(N)−E(Mn−2)| = 1 or M\x contradicts Lemma 3.7.1 (ii),
since at most one of E(N)−E(Mn−2) can lose the blocking property by Lemma
3.7.2. Thus, if the path sequence M1 . . .Mn has one ∆-∇-step, then |M\x| = 9. It
follows from the 9-element catalogue that M\x = M9,17. But then M is not a fan
extension of M7,1, so by Theorem 3.1.1 M has an {X8,Y8,Y ∗8 }-minor. Then M ∈P

by Lemma 3.5.5. We may therefore assume that the path sequence M1 . . .Mn has
at least two ∆-∇-steps.

Now M1, . . . ,Mn has at least two ∆-∇-steps, and by rearrangement we can assume
they use A, and that either A is an end 4-cosegment of M\x or contains an end
triangle or triad A′ ⊆ A. Let B = E(M\x)−A.

3.7.8.2. x blocks the 3-separation (A,B).

Subproof. We show that x /∈ clM(A) and x /∈ clM(B). Since x blocks some 3-
separation displayed by the path of 3-separations generated by the end step A or
A′, it follows from Lemma 3.5.2 that x /∈ clM(A). Now, by Lemma 3.7.4 and
Lemma 3.7.5, there is some a ∈ A such that M\x/a ∈P . Then it follows from
Lemma 3.7.1 (ii) that x does not block a 3-separation of M\x/a ∈P generated
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by A− a. In particular, x does not block (A− a,B) in M/a, so it follows that
a ∈ clM(B∪x). But a /∈ clM\x(B), so x /∈ clM(B) too. The claim now follows from
Lemma 3.5.2.

Now, up to rearragement, we may assume that M\x has a path sequence M1 . . .Mn

with at least two ∆-∇-steps on A, and an internal guts element q∈B and an internal
coguts element r ∈ B. By Lemma 3.7.6 M\x,q ∈P and M\x/r ∈P . Now by
Lemma 3.7.1 (ii) x does not block a 3-separation of M\x/r, so in particular x does
not block (A,B− r). Hence r ∈ clM(A∪ x) by Lemma 3.5.2. By Lemma 3.7.1 (i)
M\x,q is not 3-connected, so M\x,q has a series pair S. Moreover, S− (A∪ r) 6= /0
because q is a guts element of the path generated by A. Let s ∈ S− (A∪ r). Then
M\x/s ∈P , and so x does not block the 3-separation (A,B− s) of M/s. Then
s ∈ clM(A∪ x) by Lemma 3.5.2, so r,s ∈ clM(A∪ x); a contradiction of Lemma
3.7.2.

3.8 Spanning and cospanning case

Assume that, for every 3-separation (R,G) displayed by a path-generating set of
M\x, there is some S ∈ {R,G} such that x ∈ clM(S) and x /∈ cl∗M(S).

Let M be a minimum-sized counterexample. That is, let M be a fragile matroid
such that M /∈P , and x ∈ E(M) an element such that M\x ∈P is a 3-connected
fragile matroid and outcome (iii) of Lemma 3.5.4 holds.

Lemma 3.8.1. If M\x has a path sequence M1, . . . ,Mn with end step A, then we

may assume that either:

(i) A is a 4-cosegment, triad, or non-trivial fan that spans and cospans x; or

(ii) A is a 4-segment or triangle such that cl∗(A) spans and cospans x.

Proof. Assume that A is a 4-element cosegment of M\x. Suppose x is not spanned
and cospanned by A. Then A is an allowable 4-cosegement of M by Lemma 3.2.13,
and Z = clM(A)−A is non-empty. Now ∇A(M)\Z,x ∈P and ∇A(M)\Z ∈P

since M is minimum-sized, so then there is a path-sequence for ∇A(M)\Z ending
in A. But then M is in P; a contradiction. Thus (i) holds when A is a 4-cosegment.
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Assume that A is a non-trivial fan of M\x. Suppose x is not spanned and cospanned
A. Then there is an an allowable triad T ⊆ A of M by Lemma 3.2.13. Let a ∈
clM(T ). Then a is in parallel with an element of T in ∇T (M), and ∇T (M)\a ∈P

by the minimality of M. But then we can extend the path sequence for ∇T (M)\a
to a path sequence for M, so M ∈P; a contradiction. Thus (i) holds when A is a
non-trivial fan.

Assume that A is a triad of M\x. Suppose that x is not spanned and cospanned
by A. Then A is an allowable triad of M by Lemma 3.2.13, and ∇A(M) has a 4-
segment A′ such that A⊆ A′. If ∇A(M)∈P , then ∇A(M) has a path sequence that
ends in A′, so M ∈P; a contradiction. Thus ∇A(M) /∈P . By Lemma 3.2.9, we
have ∇A(M)\x = ∇A(M\x), so ∇A(M) is a minimum-sized counterexample that
ends in a 4-segment A′.

Suppose that A is a triangle, and let B=E(M\x)−cl∗(A). Seeking a contradiction,
suppose that x ∈ clM(B) and x ∈ cl∗M(B). Then N = ∇A(M) is also a minimum-
sized counterexample, and ∇A(M)\x=Mn−1 has a 4-cosegment A; a contradiction
of the above argument because x /∈ clM(A) and clM(A) = clN(A). Thus cl∗M(A)

spans and cospans x.

Suppose that A is a 4-segment of M\x, and let B = E(M\x)− cl∗(A). Suppose
that x ∈ clM(B) and x ∈ cl∗M(B). Now A is an allowable 4-segment of M, and
N = ∆A(M) is defined. Now ∆A(M)\x = ∆A(M\x) by Lemma 3.2.9, and we still
have x ∈ clN(B) and x ∈ cl∗N(B). But N\x has at least one element q ∈ Q in series
with some element of A, and since x ∈ cl∗M(B) it follows that N has some element
of Q in series with some element of A. But then N/q ∈P Hence it has a path
sequence ending in A. But N is an allowable extension of A, so M = ∇A(N) ∈P;
a contradiction. Thus cl∗M(A) spans and cospans x.

We now reduce to the spanning and cospanning fan end case.

Lemma 3.8.2. If M\x has no end fan, then |M\x|= 8.

Proof. Suppose that M\x has no fan ends. If the only moves are triangle or triad
moves, then |M\x| = 8. We may assume that M\x has a path sequence with a
4-element ∆-∇-step. By Lemma 3.8.1 we can also assume that M\x has a path-
sequence ending in a 4-segment, 4-cosegment, or a triangle. Now M\x cannot
have a path sequence ending in a 4-cosegment A or consecutive moves ending in a
triangle A′ ⊆ A or else x is spanned and cospanned by both A and the complement
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of A by Lemma 3.8.1. By the same argument, no path sequence for M\x can have
more than one step ending in a 4-segment. Thus the only remaining case to con-
sider is when the path sequence has a single step ending in a 4-segment. Suppose
that M\x = ∇

Q
C (X8), where S and C are the 4-element segment and cosegment of

X8 repsectively. Let s ∈ S. Then M\x,s is 3-connected and has a 4-segment C.
By the minimality of M, it follows that M\s ∈P , and since C is a 4-segment of
M\s there is a path sequence for M\s ending in C. But now s is an element in the
guts of a 3-separation displayed by the path of 3-separations for M\s, so M ∈P

by Lemma 3.6.4; a contradiction. Therefore M\x has no path sequence with a
4-element ∆-∇-step, so |M\x|= 8.

Let F be a fan of a matroid M\x with fan ordering ( f1, . . . , fn). We say that x is on
a guts line of F if there are fan elements fi and f j of F such that x is in the guts of
the 3-separation (R,G) of M, where R = { fi, fi+1, . . . , f j−1, f j}.

We claim that if x is on a guts line of a fan of M\x, then M is P .

Lemma 3.8.3. Suppose that M\x ∈P has a path-generating fan F with |F | ≥ 4.

If A = {x, fi, fi+1, fi+2} is a 4-segment of M for some triangle { fi, fi+1, fi+2} of

M\x contained in F, then M ∈P .

Proof. Since the rim element fi+1 is contractible in M\x, it follows that fi+1 is
contractible in M. Thus fi+1 is non-deletable in M, so A is a path-generating
segment of M. Thus ∆A(M) is fragile P-representable matroid and A is a path-
generating cosegment of ∆A(M) with non-contractible element fi+1. Let S be the
set of elements of M such that S = cl∗M(A)−A. Since F is a fan of M\x with
|F | ≥ 4, it follows that S is non-empty. Moreover, the members of S are in series
with contractible elements of A because A∪ S cannot contain a 5-point coline.
Let MR = ∆A(M)/S. Now A is a path-generating cosegment of MR with non-
contractible element fi+1 ∈ A, and clMR(A)−A = clM(A∪S)− (A∪S). Now M∗R
has fan F−S with A a 4-segment of M∗R, and |F−S|< |F |. If F−S is a triangle,
then there is a path sequence for M∗R ending in A by the guts case. Assume that
|F − S| ≥ 4. By induction we may assume that there is some path sequence for
M∗R, and hence for MR ending in A. Then ∆A(M) is an allowable series extension
of MR, so M = ∇A(∆A(M)) has a path sequence ending in A.

Lemma 3.8.4. If x is on a guts line of an end fan of M\x, then M ∈P .



3.8. SPANNING AND COSPANNING CASE 93

Proof. Suppose that x belongs to a guts line of F . If the guts line is a triangle
of F , then M ∈P by Lemma 3.8.3. Suppose that x is on the { f1, f2} guts line
of F , where f1 a rim element, and T = {x, f1, f2} is a triangle of M. Then T

is an allowable triangle of M, and ∆T (M) has an allowable 4-point cosegment
A = T ∪{ f3}. But then it follows from Lemma 3.8.3 that (∆T (M))∗ ∈P , hence
M ∈P .

We may therefore assume that x is on an fi− f j guts line for non-consecutive
i, j ∈ {1, . . . ,n}. Since x ∈ clM(E(M\x) − { fi, . . . , f j}) it follows that x /∈
cl∗M({ fi, . . . , f j}), so an allowable triad T = { fk, f f+1, fk+2} of M\x that is con-
tained in { fi, . . . , f j} is an allowable triad of M. Then ∇T (M)\{ fk−1, fk+3} has
x on a guts line of the fan F ′ = F −{ fk−1, fk+3}. Now if F ′ = T , then F ′ ∪ x is
a 4-segment and it follows from Lemma 3.8.3 that there is a path sequence for
∇T (M)\{ fk−1, fk+3} ending in F ′∪ x, and M is obtained by gluing a fan onto F ′.
Hence M ∈P . Assume |F ′| ≥ 4. Then by induction ∇T (M)\{ fk−1, fk+3} has a
path sequence ending with the fan F ′. But M is obtained by extending F ′ to F , so
then M ∈P .

Thus if M /∈P , then x is not on a guts line. We now show that in this case |F |
must be small.

Lemma 3.8.5. If M\x has a maximal fan end F such that x ∈ clM(F) and x ∈
cl∗M(F), then |F |= 4 and x is not on a guts line of F.

Proof. Suppose that M\x has a maximal fan end F such that x ∈ clM(F) and
x ∈ cl∗M(F). Since M /∈P , it follows from Lemma 3.8.4 that x does not belong to
a guts line of F . Suppose that |F | ≥ 5. If F has an end spoke element s, then it’s
easy to see that M\s is a fragile matroid with a fan F−s such that x∈ clM\s(F−s)

and x ∈ cl∗M\s(F− s) x is not on a guts line of F− s, so M is not minimal with this
property. We may therefore assume that F has rim ends r and r′.

Now consider the 3-separations F− r and F− r′ of M\x.

3.8.5.1. If x /∈ clM(F − r) and x /∈ clM(F − r′), then x blocks at least one of the

3-separations (F− r,G∪ r) and (F− r′,G∪ r′) of M\x.

Subproof. Suppose that x /∈ clM(F− r) and x /∈ clM(F− r′). Seeking a contradic-
tion, suppose that x ∈ clM(G∪ r) and x ∈ clM(G∪ r′). Now x /∈ clM(G) because
x is not a guts element, so by closure exchange r,r′ ∈ clM(G∪ x); a contradiction
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because r(G∪{r,r′}) = r(G)+2 > r(G)+1 = r(G∪x). Therefore x /∈ clM(G∪r)

or x /∈ clM(G∪ r′).

Suppose that x /∈ clM(F− r) and x /∈ clM(F− r′). Then by 3.8.5.1 we may assume
that x blocks (F − r,G∪ r). Since |F | ≥ 5, there are at least two rim elements
of F − r. Then by Lemma 3.7.2 there is some rim element r′′ of F − r such
that si(M\x/r′′) ∈P and x blocks a 3-separation of an end fan of si(M\x/r′′); a
contradiction of the property that M is minimum-sized with an element blocking
some 3-separation of an end fan.

We may therefore assume that x ∈ clM(F − r). Now x /∈ clM(G∪ r) since x is
not on a guts line of F . Now M\x/r ∈P and has an end fan F − r such that
x is not contained in a guts line of F − r in M/r; a contradiction because M is
minimum-sized with this property.

Thus a largest minimum-sized counterexample M has 10 elements.

Lemma 3.8.6. |M\x| ≤ 9.

Proof. We may assume that M\x has an end fan F , and that F spans and cospans
x. By Lemma 3.8.5 |F | = 4. A path sequence for M\x has no other steps. Thus
|M\x|= 9.

3.9 Case analysis

We now prove that there is no 3-connected H5-representable fragile matroid M

with an {X8,Y8,Y ∗8 }-minor with |M| ≤ 10 that is not in P .

Proof of Lemma 3.5.5. Suppose that |E(M)|= 8. Then, up to duality, M = X8 or
M = Y8. Now X8 ∈P and Y8 = ∇T (X8) for any allowable triad T ⊆ C of X8,
so Y8 ∈P . Suppose that |E(M)| = 9. Then, up to duality, we may assume that
M ∈ {M9,3,M9,4,M9,6}. Then M is obtained from Y8 by gluing a wheel to some
allowable triangle, so M ∈P . We may therefore assume that |E(M)|= 10. Then,
up to duality, M is one of 21 matroids, and each of these matroids has a path
sequence (see 3.9.1 and 3.9.2). Thus M ∈P .
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3.9.1 Input

The computation was carried out using Sage Mathematics Software [33]. In par-
ticular, making use of the Sage Matroid Package [29]. The files for accessing the
catalog and the H5 product ring can be found on the arXiv in [2].

from sage.matroids.advanced import *

load product_ring.py

H5 = ProductRing ((GF(5), GF(5), GF(5), GF(5), GF(5),

GF(5)))

H5CrossRatios = set([H5(1)])

H5CrossRatios.update ([H5(x) for x in Permutations

([2, 2, 3, 3, 4, 4])])

cat = load("catalog.sobj")

X8 = cat [8][2]

Y8 = cat [8][0]

Y8d = cat [8][7]

S = [cat [9][3] , cat [9][13] , cat [9][4] , cat [9][14] ,

cat [9][6] , cat [9][16]] # 9-element matroids with

a minor in {X8 , Y8 , Y8d}

def has_U25_or_U35(M):

d = 1

while d > 0:

N = M.simplify ().cosimplify ()

d = len(M) - len(N)

M = N

if M.full_corank () == 2:

return len(M) >= 5

return M.has_line_minor (5)

def is_fragile(M):

for e in M.groundset ():

if has_U25_or_U35(M \ e) and has_U25_or_U35(

M / e):



96 CHAPTER 3. {U2,5,U3,5}-FRAGILE MATROIDS

return False

return True

def get_rep(A, i):

"""

    Return the representation of the i-th coordinate

 of product ring matrix A.

    """

return Matrix(GF(5) ,[[a._data[i] for a in row]

for row in A])

def print_info(M):

#print "Triangles: "

#setprint ([C for C in M.circuits () if len(C) ==

3])

#print "Triads: "

#setprint ([C for C in M.cocircuits () if len(C)

== 3])

#print "Circuit closures: "

#setprint(M.circuit_closures ())

print "Representation (first coordinate): "

print latex(get_rep(M.representation () ,0))

TenEltList = []

for M in S:

TenEltList.extend(M.linear_extensions(element=

len(M), simple=True , fundamentals=

H5CrossRatios))

TenEltList = [M for M in TenEltList if is_fragile(M)

]

TenEltList.extend ([M.dual() for M in TenEltList ])

TenEltList = get_nonisomorphic_matroids(TenEltList)

# only pick one from each dual pair , and sort by

rank
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primals4 = [0,1,2,13,14,21]

primals5 = [3,4,5,6,7,8,9,10,11,12,18,15,16,19,20]

# last four are self -dual

for i in primals4:

print "\paragraph{Matroid number", i,"}"

print_info(TenEltList[i])

for j in primals5:

print "Matroid number", j

print_info(TenEltList[j])

3.9.2 Output

The following matroids were generated by the computation 3.9.1. For each ma-
troid, we give the GF(5)-representation obtained from the H5-representation by
projection onto the first coordinate. We then verify by hand that there is some
path sequence for each of these matroids. We give the set used by the end step
of a path sequence, where the matroid has the ground set {0,1,2, . . . ,9} and the
element i ∈ {0,1,2, . . . ,9} labels the ith column of the GF(5)-representation.

Matroid number 0. M10,0 has path sequence ending with the fan (1,0,6,8,9).
GF(5)-representation (first coordinate):

1 0 1 1 1 0 1 1 0 2
0 1 1 2 3 0 1 3 0 1
0 0 4 4 0 1 0 4 0 0
0 0 0 0 4 4 0 0 1 0



Matroid number 1. M10,1 has path sequence ending in the triangle {6,8,9}.
GF(5)-representation (first coordinate):

1 0 1 1 1 0 1 1 0 1
0 1 1 2 3 0 1 3 0 1
0 0 4 4 0 1 0 4 0 0
0 0 0 0 4 4 0 0 1 4


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Matroid number 2. M10,2 has a path sequence ending in the 4-point segment
{0,1,6,9}. GF(5)-representation (first coordinate):

1 0 1 1 1 0 1 1 0 3
0 1 1 2 3 0 1 3 0 3
0 0 4 4 0 1 0 4 0 0
0 0 0 0 4 4 0 0 1 4



Matroid number 13. M10,13 has path sequence ending with fan (2,3,7,8,9).
GF(5)-representation (first coordinate):

1 0 1 1 1 0 1 1 0 1
0 1 1 2 3 0 1 3 0 3
0 0 4 4 0 1 0 4 0 4
0 0 1 3 0 4 0 0 1 1



Matroid number 14. M10,14 has a path sequence ending with 4-segment
{0,1,4,6}. GF(5)-representation (first coordinate):

1 0 1 1 1 0 1 1 0 0
0 1 1 2 3 0 1 3 0 1
0 0 4 4 0 1 0 4 0 0
0 0 1 3 0 4 0 0 1 2



Matroid number 21. M10,21 has a path sequence ending in the triangle {1,8,9}.
GF(5)-representation (first coordinate):

1 0 1 1 1 0 1 1 0 0
0 1 1 2 3 0 1 3 0 4
0 0 4 4 0 1 0 4 0 0
0 0 1 3 4 4 0 0 1 2


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Matroid number 3. M10,3 has path sequence ending in the fan (9,1,8,7).
GF(5)-representation (first coordinate):

1 0 1 1 1 0 1 0 0 4
0 1 1 2 3 0 1 0 0 2
0 0 4 4 0 1 0 0 0 0
3 0 0 4 4 0 0 1 0 1
0 0 0 0 2 4 4 0 1 0



Matroid number 4. M10,4 has a path sequence ending in the fan (9,1,8,3).
GF(5)-representation (first coordinate):

1 0 1 1 1 0 1 0 0 0
0 1 1 2 3 0 1 0 0 2
0 0 4 4 0 1 0 0 0 0
3 0 0 4 4 0 0 1 0 4
0 0 0 0 2 4 4 0 1 0



Matroid number 5. M10,5 has a path sequence ending with fan (8,4,0,6).
GF(5)-representation (first coordinate):

1 0 1 1 1 0 1 0 0 0
0 1 1 2 3 0 1 0 0 1
0 0 4 4 0 1 0 0 0 0
3 0 0 4 4 0 0 1 0 4
0 0 0 0 2 4 4 0 1 0



Matroid number 6. M10,6 has a path sequence ending with the fan (6,0,4,8,9).
GF(5)-representation (first coordinate):

1 0 1 1 1 0 1 0 0 1
0 1 1 2 3 0 1 0 0 3
0 0 4 4 0 1 0 0 0 4
3 0 0 4 4 0 0 1 0 4
0 0 0 0 2 4 4 0 1 0


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Matroid number 7. M10,7 has a path sequence ending in the triangle {4,8,9}.
GF(5)-representation (first coordinate):

1 0 1 1 1 0 1 0 0 1
0 1 1 2 3 0 1 0 0 1
0 0 4 4 0 1 0 0 0 4
3 0 0 4 4 0 0 1 0 4
0 0 0 0 2 4 4 0 1 0



Matroid number 8. M10,8 has a path sequence ending in the fan (3,7,1,9).
GF(5)-representation (first coordinate):

1 0 1 1 1 0 1 0 0 3
0 1 1 2 3 0 1 0 0 4
0 0 4 4 0 1 0 0 0 0
3 0 0 4 4 0 0 1 0 2
0 0 0 0 2 4 4 0 1 2



Matroid number 9. M10,9 has a path sequence ending in the 4-point segment
{0,4,6,9}. GF(5)-representation (first coordinate):

1 0 1 1 1 0 1 0 0 0
0 1 1 2 3 0 1 0 0 3
0 0 4 4 0 1 0 0 0 0
3 0 0 4 4 0 0 1 0 0
0 0 0 0 2 4 4 0 1 2



Matroid number 10. M10,10 has a path sequence ending in the fan (9,1,3,8).
GF(5)-representation (first coordinate):

1 0 1 1 1 0 1 0 0 0
0 1 1 2 3 0 1 0 0 4
0 0 4 4 0 1 0 0 0 0
3 0 0 4 4 0 0 1 0 0
0 0 0 0 2 4 4 0 1 2


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Matroid number 11. M10,11 has a path sequence ending in fan (0,4,6,8).
GF(5)-representation (first coordinate):

1 0 1 1 1 0 1 0 0 4
0 1 1 2 3 0 1 0 0 2
0 0 4 4 0 1 0 0 0 1
3 0 0 4 4 0 0 1 0 1
0 0 0 0 2 4 4 0 1 2



Matroid number 12. M10,12 has a path sequence ending in the 4-point coline
{1,3,7,8}. GF(5)-representation (first coordinate):

1 0 1 1 1 0 1 0 0 0
0 1 1 2 3 0 1 0 0 3
0 0 4 4 0 1 0 0 0 0
3 0 0 4 4 0 0 1 0 1
0 0 0 0 2 4 4 0 1 2



Matroid number 18. M10,18 has a path sequence ending in the fan (4,0,1,7,9).
GF(5)-representation (first coordinate):

1 0 1 1 1 0 1 0 0 1
0 1 1 2 3 0 1 0 0 1
0 0 4 4 0 1 0 0 0 4
4 0 0 2 4 0 0 1 0 2
0 0 0 3 0 4 0 0 1 3



Matroid number 15. M10,15 has a path sequence ending in the fan (4,0,1,7).
GF(5)-representation (first coordinate):

1 0 1 1 1 0 1 0 0 3
0 1 1 2 3 0 1 0 0 4
0 0 4 4 0 1 0 0 0 2
4 0 0 2 4 0 0 1 0 2
0 0 0 3 0 4 0 0 1 3


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Matroid number 16. M10,16 has a path sequence ending in the fan (4,0,1,7).
GF(5)-representation (first coordinate):

1 0 1 1 1 0 1 0 0 0
0 1 1 2 3 0 1 0 0 1
0 0 4 4 0 1 0 0 0 0
4 0 0 2 4 0 0 1 0 2
0 0 0 3 0 4 0 0 1 3


Matroid number 19. M10,19 has a path sequence ending in the fan (4,0,1,7).
GF(5)-representation (first coordinate):

1 0 1 1 1 0 1 0 0 2
0 1 1 2 3 0 1 0 0 2
0 0 4 4 0 1 0 0 0 3
4 0 0 2 4 0 0 1 0 0
0 0 0 3 0 4 0 0 1 1


Matroid number 20. M10,20 has a path sequence ending in the triangle {0,1,4}.
GF(5)-representation (first coordinate):

1 0 1 1 1 0 1 0 0 0
0 1 1 2 3 0 1 0 0 3
0 0 4 4 0 1 0 0 0 0
4 0 0 2 4 0 0 1 0 1
0 0 0 3 0 4 0 0 1 0





Chapter 4

On excluded minors for H5- or
U2-representable matroids

We prove that if a matroid, M, is an excluded minor for the class of H5-
representable matroids or the class of U2-representable matroids satisfying a cer-
tain “robustness” condition, and M has a pair of elements a,b such that M\a,b is
3-connected with a {U2,5,U3,5}-minor, then there is a bound on the size of |E(M)|.
In particular, this implies that there are finitely many such excluded minors.

4.1 Introduction

Let M be a 3-connected matroid. We say that M has a 3-connected deletion pair

keeping a {U2,5,U3,5}-minor if there is some pair of elements a,b of M such that
M\a,b is 3-connected and M\a,b has a {U2,5,U3,5}-minor.

Let M be an excluded minor for the class of H5-representable matroids or the
class of U2-representable matroids with a 3-connected deletion pair keeping a
{U2,5,U3,5}-minor. By Theorem 1.0.1, if M is sufficiently large, then, up to re-
placing M by an excluded minor that is ∆−∇-equivalent to M or M∗, we can
assume that M is U2,5- or U3,5-fragile. Now, if M\a,b is {U2,5,U3,5}-fragile, then
can use our knowledge of the structure of M\a,b, Theorem 1.0.2, to try to bound
the size of M. Thus we say that M is a robust excluded minor if, up to replac-
ing M by an excluded minor that is ∆−∇-equivalent to M or M∗, there is no
3-connected deletion pair keeping a {U2,5,U3,5}-minor, a′,b′, such that M\a′,b′ is
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U2,5- or U3,5-fragile but not {U2,5,U3,5}-fragile.

The main goal of this chapter is to prove the following result.

Theorem 4.1.1. There are finitely many robust excluded minors for the class of

H5- or U2-representable matroids that have a 3-connected deletion pair keeping

a {U2,5,U3,5}-minor.

Our proof of Theorem 4.1.1 crucially relies on the main Theorems of Chapter
2 and Chapter 3 to construct a bound on the size of the ground set of a robust
excluded minor M with a 3-connected deletion pair keeping a {U2,5,U3,5}-minor.

We note that although the bound achieved here is not sufficiently small for us to
feasibly search for all such excluded minors, we believe that a feasible bound
could be obtained by refining these techniques and employing a more careful
analysis. In particular, the outcomes stated in Theorem 2.1.1(b)(ii) and Theorem
2.1.2(b) are obstacles to a smaller bound on |E(M)|, and refining these outcomes
is a priority for future research.

Another goal for future research is to bound the size of the non-robust excluded
minors that have a 3-connected deletion pair keeping a {U2,5,U3,5}-minor. One
possible approach would be to upgrade Theorem 1.0.1 using sets of stabilizers
rather than a fixed stabilizer, which would be desirable for future applications.
Another approach would be to characterise the structure of the U2,5- or U3,5-
fragile matroids that are not {U2,5,U3,5}-fragile. The following proposition leads
us to believe that the structure of the U2,5- or U3,5-fragile matroids that are not
{U2,5,U3,5}-fragile would be relatively simple to characterise.

Proposition 4.1.2. [20, Proposition 12.2.15] If M is 3-connected with rank and

corank at least three, then M has a U2,5-minor if and only if M has a U3,5-minor.

The chapter is structured as follows. After stating necessary preliminaries, we
look at the structural consequences of having a robust basis in Section 4.3. The
robust basis together with our knowledge of the structure of {U2,5,U3,5}-fragile
matroids enables us to quickly reduce to the case where M\a,b has a path of 3-
separations. In Section 4.4 we show that an end triad in the path of 3-separations
of M\a,b is blocked in M. We can think of this blocked triad as our certificate of
non-fragility. We then look for new deletion and contraction pairs in Section 4.5
that preserve the blocked triad. Finally, in Section 4.6, we obtain the bound of the
size of |E(M)|.
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4.2 Preliminaries

We will frequently appeal to orthogonality, sometimes in the following form.

Lemma 4.2.1. Let (X ,{e},Y ) be a partition of E(M). Then e ∈ cl(X) if and only

if e /∈ cl∗(Y ).

The following fact will be used when we consider the structure of circuits and
cocircuits of M′ relative to a path of 3-separations of M.

Lemma 4.2.2. Let (X ,Y ) be an exactly 3-separating partition of a 3-connected

matroid M. Suppose |X | ≥ 3 and x ∈ X. Then

(i) x ∈ cl(∗)(X−{x}); and

(ii) (X −{x},Y ∪{x}) is exactly 3-separating if and only if x is in exactly one

of cl(X−{x})∩ cl(Y ) and cl∗(X−{x})∩ cl∗(Y ).

We use the fact that fragile matroids are 3-connected up to series and parallel
classes.

Proposition 4.2.3. [19, Proposition 4.4] Let M be a strictly {U2,5,U3,5}-matroid.

If (X ,Y ) is a 2-separation of M, then X or Y is either a series or parallel class.

We use the description of the structure of fragile matroids, which we state again
here for convenience.

Theorem 4.2.4. [2, Theorem 1.3] Let M′ be a 3-connected strictly {U2,5,U3,5}-
fragile H5-representable matroid. Then M′ is isomorphic to a matroid M for which

one of the following holds:

(i) M has an {X8,Y8,Y ∗8 }-minor;

(ii) M ∈ {U2,6,U4,6,P6,M9,9,M∗9,9};

(iii) M or M∗ can be obtained from U2,5 (with groundset {a,b,c,d,e}) by gluing

wheels to (a,c,b),(a,d,b),(a,e,b);

(iv) M or M∗ can be obtained from U2,5 (with groundset {a,b,c,d,e}) by gluing

wheels to (a,b,c),(c,d,e);
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(v) M or M∗ can be obtained from M7,1 by gluing a wheel to (1,3,2).

For fragile matroids with an {X8,Y8,Y ∗8 }-minor, we recall the following construc-
tive description.

Theorem 4.2.5. If M is a 3-connected {U2,5,U3,5}-fragile H5-representable ma-

troid that has an {X8,Y8,Y ∗8 }-minor, then there is some path sequence that obtains

M.

In particular, we will make use of the following path of 3-separations.

Proposition 4.2.6. Let P ∈ {U2,H5}. If M is a {U2,5,U3,5}-fragile H5-

representable matroid that has an {X8,Y8,Y ∗8 }-minor, then M has a path of 3-

separations P = (P1, . . . ,Pn) such that the end steps P1 and Pn are path-generating

sets, and, for each internal step Pi of P, |Pi| ≤ 3 and Pi is alternately the guts and

coguts of the 3-separation (P1∪·· ·∪Pi,Pi+1∪·· ·∪Pn).

We will assume that A is a companion matrix for M. That is, A is an B× B∗

matrix with entries in P ∈ {H5,U2} such that B is a basis of M and a,b ∈ B∗.
Assume that A− a and A− b are P-matrices such that M\a = M[I|(A− a)] and
M\b = M[I|(A− b)]. We can also assume that there are elements x,y ∈ B such
that {a,b,x,y} incriminates (M,A).

If p ∈ B and q ∈ B∗−{a,b} are elements such that Apq 6= 0, then a pivot on Apq is
allowable if p ∈ {x,y} or Apa = Apb = 0 or Axq = Ayq = 0. The following results
show that allowable pivots preserve the property of having a companion matrix
for M with a 4-element incriminating set.

Lemma 4.2.7. [19, Lemma 5.10] If p ∈ {x,y}, q ∈ B∗−{a,b}, and Apq 6= 0, then

{x,y,a,b}4{p,q} incriminates (M,Apq).

If the x and y entries are both zero or the a and b entries are both zero, then we
can pivot without changing the incriminating set.

Lemma 4.2.8. [19, Lemma 5.11] If p ∈ B−{x,y}, q ∈ B∗−{a,b} are such that

Apq 6= 0, and either Apa = Apb = 0 or Axq = Ayq = 0, then {a,b,x,y} incriminates

(M,Apq).

We also use the fact that the entries of A labelled by members of the incriminating
set {a,b,x,y} are non-zero.
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Lemma 4.2.9. If {a,b,x,y} is an incriminating set for the pair (M,A), then Ai j 6=
0 for i ∈ {x,y} and j ∈ {a,b}.

Let M be a 3-connected matroid, let B be a basis of M, and let N be a 3-connected
minor of M. Recall that an element e of M is (N,B)-robust if either

(i) e ∈ B and M/e has an N-minor; or

(ii) e ∈ E−B and M\e has an N-minor.

An element e of M is (N,B)-strong if either

(i) e ∈ B, and si(M/e) is 3-connected and has an N-minor; or

(ii) e ∈ E−B, and co(M\e) is 3-connected and has an N-minor.

Recall that a basis B of M is a robust basis for M if, for any basis B′ of M, the
number of (N,B′)-robust elements of M\a,b outside of {x′,y′} is at most the num-
ber of (N,B)-robust elements of M\a,b outside of {x,y}. When M has some basis
B that has an (N,B)-strong element outside of {x,y}, the maximum number of
(N,B)-robust elements outside of {x,y} in a robust basis is subject to the con-
straint that B displays a triad of the form {x,y,z}, where z is an (N,B)-strong
element of M\a,b.

In particular, if B is a robust basis, and a pivot on an entry Apq 6= 0 of the com-
panion matrix A for M is allowable, then it follows that M cannot have more
(N,B4{p,q})-robust elements than (N,B)-robust elements.

We can now recall the connection between excluded minors and fragile matroids,
which is contained in the next two Theorems.

Theorem 4.2.10. Let M be an excluded minor for the class of P-representable

matroids, and let N be a strong P-stabilizer. If M has a pair of elements a,b such

that M\a,b is 3-connected with an N-minor, then at least one of the following

holds:

(a) |E(M)| ≤ |E(N)|+16 or r(M)≤ r(N)+5; or

(b) there is some robust basis B for M such that either:
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(i) M\a,b is N-fragile, and M\a,b has at most one (N,B)-robust element

z∈ B∗−{a,b} outside of {x,y}. Moreover, if z∈ B∗−{a,b} is (N,B)-

robust, then z is an (N,B)-strong element of M\a,b, and {x,y,z} is a

triad of M\a,b; or

(ii) M\a,b is not N-fragile, but the only N-flexible elements of M\a,b are

contained in a triad {x,y,z} of M\a,b for some (N,B)-strong z ∈ B∗.

Moreover, the only (N,B)-robust elements of M\a,b are in {x,y,z},
and M has a 4-element cocircuit {p,x,y,z} or 5-element cocircuit

{a,b,x,y,z} that contains a triangle {p,x,y} for some p ∈ {a,b}.

Recall that a matroid M′ is ∆-∇-equivalent to M if there is some sequence of
matroids M1, . . . ,Mn such that M = M1, M′ = Mn, and, for each i ∈ {2, . . . ,n},
there is some segment or cosegment A of Mi−1 such that Mi = ∇A(Mi−1) or
Mi = ∆A(Mi−1). Oxley, Semple, and Vertigan [21, Theorem 1.1] proved that
excluded minors for the class of P-representable matroids are closed under ∆-
∇-equivalence.

Theorem 4.2.11. Let M be an excluded minor for the class of P-representable

matroids, and let N be a strong P-stabilizer. If M has a pair of elements a,b such

that M\a,b is 3-connected with an N-minor, then there is some excluded minor

M′ that is ∆-∇-equivalent to M′′ ∈ {M,M∗} with a minor N′ ∈ {N,N∗}, a pair

of elements a′,b′ such that M′\a′,b′ is 3-connected with an N′-minor such that at

least one of the following holds:

(a) |E(M′)| ≤ |E(N′)|+16; or

(b) min{r(M′),r∗(M′)} ≤max{r(N′),r∗(N′)}+7; or

(c) there is some robust basis B′ for M′ such that M′\a′,b′ is N′-fragile, and

M′\a′,b′ has at most one (N′,B′)-robust element z ∈ (B′)∗−{a′,b′} outside

of {x′,y′}. Moreover, if z ∈ (B′)∗−{a′,b′} is an (N′,B′)-robust element,

then z is an (N′,B′)-strong element of M′\a′,b′, and {x′,y′,z} is a triad of

M′\a′,b′.

Recall that a subset G of M′ is a gadget if {x,y} ⊆ G, there are triads T and T ′ of
M′ such that G = T ∪T , |T ∩T ′| ∈ {1,2}, and G ⊆ cl∗(G∩B∗). If |T ∩T ′| = 1,
then at least one (N,B)-strong deletable element in G. A gadget is a structure that
enables us to bound the size of M.
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Lemma 4.2.12. If M′ has a gadget, then |E(M)| ≤ |E(N)|+16.

We use the following results to show that certain deletion pairs commute with the
∆-∇-exchange operation.

Lemma 4.2.13. [21, Corollary 2.17] Suppose that x ∈ E(M)−A and |A| ≥ 3.

Suppose that ∇A(M) is defined. If M\x is 3-connected, then ∇A(M\x) is defined

and ∇A(M\x) = ∇A(M)\x.

Lemma 4.2.14. Let M be a 3-connected matroid, and let T be an independent

cosegment of M with |T | ≥ 3. If M has a pair of elements a,b∈E(M)−T such that

M\a,b is 3-connected, ∇T (M\a,b) is defined, and ∇T (M\a,b) is 3-connected,

then ∇T (M)\a,b is 3-connected and ∇T (M\a,b) = ∇T (M)\a,b.

Proof. Since ∇T (M) is defined and M\a is 3-connected, it follows from Lemma
4.2.13 that ∇T (M\a) is defined and ∇T (M\a) = ∇T (M)\a. Now ∇T (M\a) is
defined and M\a,b is 3-connected, so it follows again from Lemma 4.2.13 that
∇T (M\a,b) is defined and ∇T (M\a,b) = ∇T (M\a)\b. Hence ∇T (M\a,b) is de-
fined and ∇T (M\a,b) = ∇T (M)\a,b.

We use the following result in the case of GF(5)-representable matroids in our
final bound.

Lemma 4.2.15. [20, Corollary 6.1.7] A 3-connected rank-r GF(q)-representable

matroid has at most (qr−1)/(q−1) elements.

4.3 Robust basis wins

In this section, we suppose that there is some robust basis B for M such that M\a,b
is N-fragile, and M\a,b has at most one (N,B)-robust element z ∈ B∗−{a,b}
outside of {x,y}. Moreover, if z ∈ B∗−{a,b} is (N,B)-robust, then z is an (N,B)-
strong element of M\a,b, and {x,y,z} is a triad of M\a,b. Recall that we assume
that x,y ∈ B belong to a 4-element set {a,b,x,y} that incriminates (M,A).

We now exploit some of the structure this basis imposes on M′ = M\a,b. Of
particular importance, we are able to bound the size of fans in M′.

Lemma 4.3.1. The elements x and y are not deletable in M\a,b.
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Proof. Supose that M′ has an (N,B)-robust element z ∈ B∗−{a,b}. Then since
{x,y,z} is a triad of M′ and z is deletable, it follows that x and y are contractible.
But M′ is fragile, so x and y are non deletable. Supose that M′ has no (N,B)-robust
elements outside of {x,y}. Then x and y are not deletable because B is a robust
basis.

Lemma 4.3.2. If M\a,b has a triangle T , then T is allowable.

Proof. Suppose that M′ has a triangle T such that all of the elements of T are
deletable. Then T cannot be a subset of the basis X , so B∗−{a,b} must contain
a deletable element of T . Then there is some (N,B)-element z of M′ outside of
{x,y}, and z ∈ T . But {x,y,z} is a triad of M, so by orthogonality T ∩{x,y} is
non-empty; a contradiction because x and y are not deletable by Lemma 4.3.1.

Corollary 4.3.3. If M′ has a 4-segment S, then S has at most two deletable ele-

ments.

Lemma 4.3.4. M′ has at most one triangle T such that T contains two deletable

elements. Moreover, if T exists, then M′ has an allowable triad {x,y,z} and T ∪
{x,y} is a 4-element fan of M′.

Proof. Assume that T = {p,q,r} is a triangle of M′, where p,q are deletable and
r is not deletable. Suppose that {p,q} ⊆ B−{x,y}. Then r ∈ B∗−{a,b} because
T is not contained in the basis B. But then Axr = Ayr = 0, so a pivot on Apr 6= 0
is allowable, and Apr has more (N,B′)-robust elements; a contradiction because
B is a robust basis. We may therefore assume that p ∈ B∗−{a,b}. Then p is an
(N,B)-robust element outside of {x,y}, so {p,x,y} is a triad. By orthogonality
with T and 4.3.1, it follows that r ∈ {x,y}. Assume that x = r. Then T ∪{x,y} is
a 4-element fan with ordering (s, p,r,y).

Now, suppose that T ′ is another triangle with two deletable elements. Then by
the same argument T ′ contains p and y. But T ∪T ′ has rank three and T ∪{x,y}
already contains three members of B, so there is some deletable element of T ′ in
B∗−{p}; a contradiction because the only (N,B)-robust elements of M′ are in
{p,x,y}.

Lemma 4.3.5. If M′ or (M′)∗ is obtained from a fragile matroid M′′ by gluing a

wheel to a triangle of M′′, then the corresponding fan F of M′ has exactly one

triangle and |F | ≤ 5.
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Proof. Let F be the corresponding fan of M′. Suppose that |F | ≥ 5. Then every
rim element of F is contractible, and every spoke element of F is deletable. Now
suppose that |F | ≥ 6. Then M′ has two triangles contained in F that each contain
at least two deletable elements; a contradiction of Lemma 4.3.4. Thus |F | ≤ 5,
and if |F |= 5, then F must have rim ends.

These simple results enable us to bound the robust excluded minors such that
M\a,b has no {X8,Y8,Y ∗8 }-minor. Note that this bound is unlikely to be sharp,
and should be relatively easy to improve in future research.

Lemma 4.3.6. If M′ has no {X8,Y8,Y ∗8 }-minor, then |E(M)| ≤ 17.

Proof. Suppose that M\a,b ∈ {U2,6,U4,6,P6,Q6,M9,9,M∗9,9}. Then clearly
|E(M)| ≤ 11.

Suppose that M′ or (M′)∗ is obtained from M7,1 by gluing a wheel to a triangle,
then the corresponding fan F of M′ has at most 5 elements by Lemma 4.3.5, so
|E(M′)| ≤ 9. Hence |E(M)| ≤ 11.

Suppose that M′ or (M′)∗ is obtained from U2,5 by gluing wheels to triangles.
Then there are at most three corresponding fans F1, F2 and F3 of M′, and each fan
Fi has at most five elements for i ∈ {1,2,3}, so |E(M′)| ≤ 15. Thus |E(M)| ≤ 17.

The result now follows from Theorem 4.2.4.

4.4 Blocking a triad

It remains to bound the fragile matroids with an {X8,Y8,Y ∗8 }-minor. The goal in
this section is to establish that M′ has a path sequence with a triad end P1, and that
a or b must block the 3-separation (P1, . . . ,Pn).

The next lemma follows easily from the fact that the matroids in {X8,Y8,Y ∗8 } have
no essential elements.

Lemma 4.4.1. If M′ has an {X8,Y8,Y ∗8 }-minor, then M′ has no essential elements.

We build towards a proof that M′ has a triad end.

Lemma 4.4.2. If M′ has a triad T , then either T is allowable or T meets {x,y}.
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Proof. Suppose that M′ has a triad T such that all the elements of T are non-
deletable. Then every element of T is contractible because M′ has no essential
elements. Then T cannot be a subset of the cobasis B∗−{a,b}, so B must contain
an element of T . Since all the elements of T are contractible, and the elements of
B−{x,y} are not contractible, it follows that T ∩B⊆ {x,y}.

Now, the end step of the path sequence for M′ could be a triad, a 4-element coseg-
ment, or a fan with at most one triangle. We consider the 4-element cosegment
case next.

Lemma 4.4.3. If |E(M)| ≥ |E(N)|+ 17, and M′ has an (N,B)-robust element

outside of {x,y}, then M′ has no 4-element cosegment. Moreover, if |E(M)| ≥
|E(N)|+ 17, and M′ has a path sequence with at least three steps, then M has a

path sequence with an end that is not a 4-cosegment.

Proof. Suppose that |E(M)| ≥ |E(N)|+17 and that M′ has an (N,B)-robust ele-
ment z outside of {x,y}. Let C be a 4-element cosegment of M′. Then C contains
triad T = {q,r,s} that meets {x,y} by Lemma 4.4.2. But now T ∪{x,y,z} is a
gadget of M′, so |E(M)| ≤ |E(N)|+16 by Lemma 4.2.12; a contradiction.

Now suppose that |E(M)| ≥ |E(N)|+17 and that M′ has a path sequence with at
least three steps such that each end is a 4-cosegment. We may assume that M′

has no (N,B)-robust elements outside of {x,y}. Let C and C′ be the 4-cosegment
ends of M′. Now, if {x,y} ⊆C, then either M′ has a gadget or C∪C′ is a corank-3
set such that (C∪C′)∩ (B∗−{a,b}) cospans x and y. But then M′ has an internal
coguts element c∈B∗−(C∪C′) because M′ has a path sequence with at least three
steps, and Axc = Ayc = 0 because (C∪C′)∩ (B∗−{a,b}) cospans x and y. Then
a pivot on Apc is allowable for any Apc 6= 0, and the basis B4{c, p} contradicts
the fact that B is a robust basis. We may therefore assume that |C∩{x,y}| = 1
by Lemma 4.4.2. Assume that x ∈C. Moreover, the deletable element p of C is
in B−{x,y} and C−{p,x} is contained in B∗−{a,b} because M′ has no (N,B)-
robust elements. By the same argument, |C′ ∩{x,y}| = 1. Suppose that c ∈ C′.
Again, the deletable element p′ of C′ is in B−{x,y} and C−{p′,x} is contained in
B∗−{a,b} because M′ has no (N,B)-robust elements. But then C∪C′ is a corank-
3 set with four elements in B∗−{a,b}; a contradiction. Thus we can assume that
y ∈ C′. But M′ has a path sequence with at least three steps, so there is some
coguts element w of M′ outside of C∪C′. Then w ∈ B∗−C∪C′ because M′ has
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no (N,B)-robust elements. Now Axw = Ayw = 0 because x,y ∈ cl∗(B∗∩ (C∪C′)),
and Asw 6= 0 for some s ∈ B−{x,y} because w is not a loop of M′. But then a
pivot on Asw is allowable, and the basis B4{s,w} has a robust element outside of
{x,y}; a contradiction because B is a robust basis.

We can now show that if a robust excluded minor is sufficiently large, then M′

must have a path sequence ending in a triad. Moreover, we can assume that B is
chosen so that the triad contains no (N,B)-robust element of M′.

Lemma 4.4.4. If |E(M)| ≥ |E(N)|+17, and M′ has a path sequence with at least

three steps, then M′ has a path sequence with a triad end T . We can assume that

B is chosen such that T has no (N,B)-robust elements of M′.

Proof. We first show that M′ has a path sequence with a triad end. Suppose M′ has
a path sequence ending in a 4-cosegment. Then it follows from Lemma 4.4.3 and
Lemma 4.3.4 that other end is not a 4-element cosegment, and it cannot contain a
triangle. Thus M′ has a triad end. Now suppose that M′ has no 4-cosegment end.
Then at most one end can be a fan with |F | ≥ 4, so again the other end is a triad.
By rearrangement, we can assume that M′ has a path sequence ending in a triad.

Suppose that x ∈ P1. If M′ has an (N,B)-robust element outside of {x,y}, then
{x,y,z} is a triad of M′, and {x,y,z} ⊆ P1∪P2∪P3 by orthogonality. But M′ has a
path sequence with at least three steps, so the other end step does not meet {x,y},
and it cannot be a 4-cosegment or a fan. Thus by rearrangement M′ has a path
sequence ending in a triad with no (N,B)-robust elements of M′. Suppose that M′

has no (N,B)-robust elements outside of {x,y}. Then y /∈ P1 by Lemma 4.3.1 and
the fact that M′ has no (N,B)-robust element outside of {x,y}. Now P1 contains
at most one element q of B∗−{a,b}, so there is some w ∈ B∗−{a,b,q} such that
Axw 6= 0. Then B4{w,x} is a robust basis for M′ with the desired property.

By Lemma 4.4.4, we assume that M′ has a triad end P1 such that P1 contains no
(N,B)-robust elements of M′. We assume that M′ does not satisfy the bounds of
Theorem 4.2.11.

Recall that an element x blocks a 3-separation (A,B) of M\x if x /∈ clM(A) and
x /∈ clM(B).
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Lemma 4.4.5. If M′ has a path sequence ending in a triad P1 with no (N,B)-robust

elements of M, then at least one of a and b blocks the 3-separation (P1,P2∪ ·· ·∪
Pn) of M′.

Proof. Assume that M′ has a path sequence ending in a triad P1 with no (N,B)-
robust elements of M. Then P1 = {p,q,r} for some contractible elements p,q ∈
B∗−{x,y} and a deletable element r ∈ B−{x,y}.

We first show that neither a nor b is in clM(P1). Seeking a contradiction, suppose
that a ∈ clM(P1).

4.4.5.1. Up to allowable pivots, there is a basis B′ for M with incriminating set

{a,b,x′,y′} for (M,A′) such that x′ ∈ P1 and y′ ∈ P3∪·· ·Pn.

Subproof. Suppose that Axp = Ayp = 0. Then a pivot on Arp 6= 0 is allowable, and
the basis B4{p,r} has more robust elements outside of {x,y} than B; a contradic-
tion because B is a robust basis. Thus we can assume that Axp 6= 0. Then a pivot
on Axp is allowable, and gives the required basis.

Now P1∪P2 is a rank-3 circuit of M′ that contains three basis elements p,q,x′ ∈B′.
Thus a ∈ clM({p,q,x′}), so it follows that Ata 6= 0 if and only if t ∈ P1 ∪P2. In
particular, it follows that Ay′a = 0; a contradiction because there are no zero-entries
in the bad submatrix. Therefore a /∈ clM(P1), and by a symmetric argument we
also conclude that b /∈ clM(P1).

Next we show that a /∈ clM\b(P2 ∪ ·· · ∪Pn) or b /∈ clM\a(P2 ∪ ·· · ∪Pn). Suppose
that a ∈ clM\b(P2 ∪ ·· · ∪Pn) and b ∈ clM\a(P2 ∪ ·· · ∪Pn). Then a /∈ clM∗(P1 ∪ b)

and b /∈ clM∗(P1∪a), so the triad P1 of M\a,b is also a triad of M. Thus ∇P1(M)

is a robust excluded minor, and ∇P1(M)\a,b = ∇P1(M\a,b), so a,b is a pair of
elements for ∇P1(M) such that ∇P1(M)\a,b is 3-connected with a U2,5-minor. But
∇P1(M)\a,b has a 4-element segment P1 ∪ P2. Since at most two elements of
P1 ∪P2 can be in a robust basis B′ for ∇P1(M)\a,b, it follows that ∇P1(M)\a,b
has at least one (N,B′)-robust element z ∈ (B′)∗−{a,b} outside of {x′,y′} with
z ∈ P1 ∪P2. But then {x′,y′,z} is a triad of ∇P1(M)\a,b by Theorem 4.2.10; a
contradiction of orthogonality.

We may therefore assume that a blocks the 3-separation (P1,P2∪·· ·∪Pn) of M′.
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4.5 New pairs for deletion and contraction

In this section, we assume that a blocks the triad P1 of M′, and we look for new
pairs of elements to either delete or contract that preserve the property that a

blocks the triad P1. To find these pairs, we need to understand the structure of
circuits and cocircuits relative to the path of 3-separations (P1, . . . ,Pn).

It is relatively easy to show that an internal delete pair bounds M. We say that
M is in a bounded equivalence class if there is some excluded minor M′ that is
∆-∇-equivalent to M or M∗ such that min{r(M′),r∗(M′)} ≤ 10.

Lemma 4.5.1. Let Pi and Pj be internal guts steps of the path (P1, . . . ,Pn), and let

s ∈ Pi and t ∈ Pj. If M is not in a bounded equivalance class, then M′\s, t is not

3-connected.

Proof. Suppose that M′\s, t is 3-connected. Then M\s, t is 3-connected. Suppose
that M\s, t is fragile. Then the fragile matroid M′\s, t has an extension M\s, t such
that a blocks the end triad P1 of M\s, t; contradiction of Theorem 4.2.5. Thus,
by Theorem 4.2.10, the matroid M\s, t is not fragile, and C′ = {s, t,x′,y′,z′} is a
5-element cocircuit that contains a triangle T ′ = {s,x′,y′}. Now, neither a nor b is
a member of C′ because {x′,y′,z′} is a triad of M\s, t, but M′\s, t is 3-connected.
Thus C′ is a 5-element cocircuit of M′ that contains a triangle T ′ of M′. By Lemma
4.3.4 M′ has an (N,B)-robust element z, and T ′ contains z and one of {x,y}. Since
{x,y,z} is a triad and C′ a 5-element cocircuit of M′, the elements x and y are not
both in C′. But M′ is fragile, and therefore 3-connected up to series classes, so the
element z is an (N,B)-strong of M′, and {b,x,y} is a triangle of M; a contradiction
of orthogonality because {b,x,y} meets the cocircuit C′ in one element.

Since M′ is 3-connected up to series and parallel classes, Lemma 4.5.1 shows
that M′ must have lots of small cocircuits meeting the internal steps of the path
(P1, . . . ,Pn). Intuitively, we should therefore be able to find pairs of elements to
contract.

We call a circuit or cocircuit C of M′ path conforming if C ⊆ P1 ∪ ·· · ∪ Pi for
some i < n. Let C be a path-conforming circuit or cocircuit. If C∩Pi 6= /0 and
C∩Pi+1 = /0, then we call the members of C∩Pi the ends of C.

Next lemma is an easy consequence of orthogonality.
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Lemma 4.5.2. Let C be a path-conforming circuit of M′. Then the ends of C are

guts elements of the path (P1, . . . ,Pn).

Proof. Suppose that the elements of C∩Pi are coguts elements. Let p ∈ C∩Pi.
Then p is in the coclosure of P1∪·· ·∪Pi−1∪ (Pi−{p}) by definition of the path,
and p ∈ C ⊆ P1 ∪ ·· · ∪ Pi, so p is also in the closure of P1 ∪ ·· · ∪ Pi−1 ∪ (Pi−
{p}). But both P1∪·· ·∪Pi−1∪ (Pi−{p}) and P1∪·· ·∪Pi are 3-separating sets; a
contradiction of Lemma 4.2.2.

The following result is an easy consequence of the property that a fragile matroid
is 3-connected up to series and parallel classes.

Lemma 4.5.3. Let v,w be internal coguts elements of the path (P1, . . . ,Pn) such

that M′/v,w is 3-connected. If M has no triangle that meets both {a,b} and {v,w},
and no 4-element circuit that contains {v,w} and meets {a,b}, then M/v,w is 3-

connected.

Proof. Suppose that M has no triangle that meets both {a,b} and {v,w}, and no
4-circuit that contains {v,w} and meets {a,b}

Now consider M\a/v. Since M\a and M\a,b/v are 3-connected, it follows that
M\a/v is 3-connected up to a parallel pair that contains b. Suppose that b is in a
parallel pair of M\a/v. Then M\a has a triangle T such that b,v ∈ T . But then T

is a triangle of M that meets both {a,b} and {v,w}; a contradiction. Thus M\a/v

is 3-connected. Consider M/v. Then it follows from the fact that M and M\a/v

are 3-connected that M/v is 3-connected up to a parallel pair that contains a. But
if M/v has a parallel pair that contains a, then M has a triangle that contains both
v and a; a contradiction. Thus M/v is 3-connected. By the same argument M/w

and M\a/w are 3-connected.

Now consider M\a/v,w. Since M\a/v and M\a,b/v,w is 3-connected, it follows
that M\a/v,w is 3-connected up to a parallel pair that contains b. Suppose b is
in a parallel pair of M\a/v,w. Then M\a/v has a triangle T such that b,w ∈ T .
Thus either T is a triangle that meets both {a,b} and {v,w} or T ∪{v} is a circuit
of M that contains {v,w} and meets {a,b}; a contradiction. Thus M\a/v,w is 3-
connected. Finally, consider M/v,w. Now M/v and M\a/v,w are 3-connected, so
either M/v,w is 3-connected or it has a parallel pair that contains a. Suppose that
a is in a parallel pair of M/v,w. Then M/v has a triangle T such a,w ∈ T . Hence
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T is triangle of M that meets both {a,b} and {v,w} or T ∪ {v} is a 4-element
circuit of M that contains {v,w} and meets {a,b}; a contradiction. Thus M/v,w is
3-connected.

A large coguts step Pi makes the adjacent guts lines Pi−1 and Pi+1 skew, and thus
restricts the path-conforming circuits running through Pi.

Lemma 4.5.4. Let Pj be an internal coguts step of the path (P1, . . . ,Pn) of M′, and

let w1,w2,w3 be internal coguts elements of M′ such that M′/wi is 3-connected,

w1,w2 ∈ P1 ∪ ·· · ∪Pj−1 and w3 ∈ Pj+1 ∪ ·· · ∪Pn. If |Pj| ≥ 2, then M′ has no 4-

element circuit C that contains w3 and meets {w1,w2}. Moreover, if |Pj| ≥ 2 and

M′/w1,w2 is 3-connected, then there is no 5-element circuit C of M′ that contains

{w1,w2,w3}.

Proof. Suppose that |Pj| ≥ 2. Assume that M has a 4-element circuit C =

{w1,w3, p,q}, and that w1 ∈ Pi, w3 ∈ Pk where i < j < k. Then p ∈ P1∪·· ·∪Pi−1

and q∈ Pk+1. Now M′/w1 has a triangle {p,q,w3}. So the guts line Pi+1 meets the
guts line Pj+1 in M′/w1. But these guts lines are skew in M′, and hence in M′/w1

because |Pj| ≥ 2; a contradiction. The same argument shows there is no 5-element
circuit C of M′ that contains {w1,w2,w3} when M′/w1,w2 is 3-connected.

We make the following observation on path-conforming triads.

Lemma 4.5.5. Let M ∈P , and w be an internal coguts element. If T is a triad of

M such that w ∈ T , then either T is a step or T meets an adjacent guts step and

the next coguts step.

Now for finding contract pairs, we have the following first step.

Lemma 4.5.6. Let 3≤ i≤ j, and n≥ j+10. Let Pi be an internal coguts steps of

the path (P1, . . . ,Pn), and let v ∈ Pi. There is some w ∈ Pk for k ∈ { j+2, j+4, j+

6, j+8} such that M′/v,w is 3-connected.

Proof. We can assume that |Pk|= 1 for k ∈ { j+2, j+4, j+6} or it follows from
Lemma 4.5.4 that there is such a pair. Let wi ∈ Pj+2i for i = 1,2,3. Now, since
M′/v,wi is not 3-connected, there are 4-element circuits Cv,wi of M′ such that
v,wi ∈Cv,wi for i ∈ {1,2,3}. Now, the path-conforming circuit Cv,wi meets a guts
element of P1∪·· ·∪Pi−1 and a guts element of Pi+2i+1. But now let s∈Pj+3∩Cv,w1
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and t ∈ Pj+5∩Cv,w2 . Then M′\s, t is not 3-connected by Lemma 4.5.1. Thus s or
t is in a triad of M′, or s, t ∈ C′ for some 4-element cocircuit of M′. If s is in a
triad T ′, then w1,w2 ∈ T ′, so T ′ meets Cv,w2 in a single element; a contradiction
of orthogonality. Similarly, if t is in a triad T ′, then w2,w3 ∈ T ′, so T ′ meets Cv,w3

in a single element; a contradiction of orthogonality. Thus s, t ∈ C′ for some 4-
element cocircuit of M′. Now since C′ is path-conforming w3 ∈C′ and C′ meets
some contractible element of P1∪ ·· ·∪Pi−1. Thus C′ meets Cv,wi for i ∈ {1,2,3},
so C′ = {v,s, t,w3} by orthogonality. But now M′ has no 4-element circuit con-
taining v and w4 for w4 ∈ Pj+8. Hence M′/v,w4 is 3-connected.

By Lemma 4.5.3, we need to bound the number of pairs that are contained in 3-
or 4-element circuits of M with a or b.

Let m ≥ 3. Suppose Pi is an internal coguts element of the path (P1, . . . ,Pn) of
M′, where n≥ i+2(m+2)+2. We call the subset Pi+2∪Pi+3∪·· ·∪Pi+2(m+2) of
E(M′)−{x,y} an m-block for Pi. Roughly speaking, an m-block can be thought
of as the search space for an internal contract pair.

Lemma 4.5.7. Let m ≥ 2, and let w1, . . . ,wm be internal coguts elements of M′

such that M′ has no 4-element circuit that contains {wi,w j}, and no 5-element

circuit that contains {w1,wi,w j} for all i, j ∈ {1, . . . ,m}. If wm ∈ Ph and M′ has

an m-block for Pi for some i > h, then there is an internal coguts element wm+1 in

the m-block for Pi such that M′ has no 4-element circuit that contains {wi,wm+1}
for all i∈ {1, . . . ,m} and no 5-element circuit that contains {w1,w j,wm+1} for all

j ∈ {2, . . . ,m}.

Proof. Suppose that |Pi+2k| ≥ 2 for some k < m+1. Then it follows from Lemma
4.5.4 that wm+1 ∈ Pi+2(m+1) has the desired property. We may therefore assume
that |Pi+2k|= 1 for all k < m+1. Suppose there is no w ∈ Pi+2k with the required
property for each k < m+1. Then for each k there is a 4- or 5-element circuit Ck

that meets Pi+2k, Pi+2k+1, either a single wi or pair w1,wi and some guts element
of P1∪·· ·∪Pi−1.

Now consider pairs of guts elements s ∈ Pi+2k+1∩Ck and t ∈ Pi+2k+3∩Ck+1 for
each k < m+ 1. By orthogonality with Ck+1, the element s is not in a triad of
M′. Similarly, t is not in a triad by orthogonality with Ck+2. Thus it follows from
Lemma 4.5.1 and orthogonality that M′ has a 4-element cocircuit C∗k that contains
s, t and meets Pi+2k+4 and some coguts element of P1∪ ·· · ∪Pi−1. But C∗k meets
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Ck+1,Ck+2,Ck+3 and some coguts element of P1 ∪ ·· · ∪Pi−1. By orthogonality
with Ck+1,Ck+2,Ck+3, the coguts element of C∗ in P1 ∪ ·· · ∪Pi−1 must some wi

that is in each of Ck+1,Ck+2,Ck+3 but no other C` for ` /∈ {k + 1,k + 2,k + 3}.
Thus each wi is in exactly one trio of circuits Ck+1,Ck+2,Ck+3.

Now let wm+1 ∈ Pi+2(m+2). Now if M′ has a 4-element circuit C that con-
tains {wi,wm+1} or a 5-element circuit C′ that contains {w1,w j,wm+1} for all
j ∈ {1, . . . ,m}, then C and C′ meet some cocircuit C∗k in a single element; a contra-
diction of orthogonality. Thus there is some wm+1 with the desired properties.

We can now bound the triangles that meet {a,b} and internal coguts steps. In
particular, we use this result to find the first element of our contract pairs.

Lemma 4.5.8. M′ has at most five internal coguts elements that are contained

in a triangle of M that also meets {a,b}. Moreover, if n ≥ 21, then M′ has an

internal guts element in a step Pi with i ≤ 19 such that M′/w1 is 3-connected,

w1 /∈ clM(P1∪{a}), and M has no triangle that contains w1 and meets {a,b}.

Proof. We first claim that there is some internal coguts element, w1, such that w1

is not in {x,y}, so that M′/w1 is 3-connected. This follows from the fact that {x,y}
are not deletable and if M′ has a triangle, then M′ meets {x,y}. Thus if an internal
coguts element w is in a triangle T , then w is the only contractible element of the
triangle, so w ∈ {x,y}.

There is at most one internal coguts element w of M′ contained in a triangle of
M of the form {a,b,w}. Suppose that v,w are distinct internal coguts elements
of M′ such that {a,b,v} and {a,b,w} are triangles of M. Then {a,b,v,w} is a
4-segment of M, so {a,v,w} is a triangle of M. But then a ∈ clM\b(P2∪ ·· ·∪Pn);
a contradiction because a blocks the 3-separation (P1,P2∪·· ·∪Pn) of M′.

We also claim there is at most one triangle of the form {a, p,w} for p,w ∈ E(M′),
where w is an internal coguts element if M′. Suppose there are two triangles
{a, p,w} and {a, p′,w′}, where w and w′ are internal coguts elements of M′. Then
p, p′ ∈ P1 because a blocks the 3-separation (P1,P2 ∪ ·· · ∪Pn) of M′. But then
P1 ∪ a spans both w and w′; a contradiction because r(P1 ∪ a) = r(P1) + 1 but
r(P1∪{w,w′}) = r(P1)+2.

Finally, consider triangles of the form {b, p,w} for p,w ∈ E(M′), where w is an
internal coguts element of M′. We may assume that w1 is not in {x,y}, so that
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w1 ∈ B∗−{a,b} since w1 is contractible. Suppose that p ∈ B−{x,y}. Then we
can perform an allowable pivot on Axw or Ayw, and then b is spanned by p and w,
so that Axw

yb = 0; a contradiction because Axw cannot have zero-entries in the bad
submatrix Axw[{a,b,w,y}]. Thus either p∈{x,y} or p∈B∗−{a,b}. In either case
p is contractible in M′. Now suppose that M has two such triangles {b, p,w} and
{b, p′,w′}. Then M′ has a circuit C contained in {p, p′,w,w′}, so every element of
C is contractible in M′; a contradiction because M′ is fragile. Thus M has at most
one triangle of the form {b, p,w} for p,w ∈ E(M′), where w is an internal coguts
element of M′.

Now, suppose n ≥ 21. Then it follows that M′ has at least nine internal coguts
steps. At most two of these steps are in {x,y}, at most one step is spanned by
P1 ∪ {a}, at most one step is in an {a,b} triangle, at most two steps are in a
triangle of the form {a, p,w}, and at most two steps are in a triangle of the form
{b, p,w}. That is, at most eight internal coguts steps fail. Thus M′ must have a
required w1 and w1 ∈ Pi for some i≤ 19.

Next we bound the number of our potential contract pairs that could be contained
in 4-element circuits that meet {a,b}.

Lemma 4.5.9. Let w1, . . . ,wm be internal coguts elements of the path (P1, . . . ,Pn)

of M′ such that M′/w1,wi is 3-connected for all i ∈ {1, . . . ,m}, and M′ has no

4-element circuit that contains {wi,w j} and no 5-element circuit that contains

{w1,wi,w j} for all i, j ∈ {1, . . . ,m}. Then M has at most three 4-element circuits

that contain {w1,wi} and meet {a,b}.

Proof. We first consider 4-element circuits of M of the form {a,b,w1,wi}. Sup-
pose there are at least two such circuits, {a,b,w1,wi} and {a,b,w1,w j}. Then by
elimination on b, M has a circuit C contained in {a,w1,wi,w j}. Now if a /∈C, then
C is a circuit of M′; a contradiction because M′/w1,wi is 3-connected. Thus a∈C.
But then a∈ clM(P2∪·· ·∪Pn); a contradiction because a blocks (P1,P2∪·· ·∪Pn).
Thus M has at most one 4-element circuit of the form {a,b,w1,wi}.

Now we consider 4-element circuits of M of the form {a,w1,wi, p} for some p 6=
b. Suppose there are at least two such circuits, {a,w1,wi, p} and {a,w1,w j,q}.
Now p,q ∈ P1 or a ∈ clM(P2∪ ·· · ∪Pn). Now by elimination on a it follows that
M has a circuit C in {w1,wi,w j, p,q}. Now at least one of p,q are in C because
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M′/w1,wi is 3-connected. But now C is a path-conforming circuit that ends in an
internal coguts element; a contradiction.

Finally, we consider 4-element circuits of M of the form {b,w1,wi, p} for some
p 6= a. Assume that there are at least two such circuits, {b,w1,wi, p} and
{b,w1,w j,q}. Then by elimination on b it follows that M has a circuit contained
in {w1,wi,w j, p,q}; a contradiction because M′ has no 4-element circuit that con-
tains {wi,w j} and no 5-element circuit that contains {w1,wi,w j} for all i, j.

We can now find our pairs of elements to contract. The strategy is to repeatedly
apply Lemma 4.5.7 to find potential pairs to contract. It follows from Lemma
4.5.9 and Lemma 4.5.9 that at most a small number of these pairs can be in small
circuits that meet {a,b}, so we simply find more pairs than the possible number of
pairs that can be in such circuits. To be more precise, we find at least three pairs
that avoid small circuits and preserve the property that a blocks P1, the reason for
which will become clear in the following section.

Lemma 4.5.10. Let (P1, . . . ,Pn) be a path for M′, where n≥ 663. There are inter-

nal coguts elements v,w1,w2,w3 ∈ E(M′)−{x,y} such that M′/v,wi and M/v,wi

are 3-connected with an N-minor for i ∈ {1,2,3}, and a blocks the triad P1 of

M′/v,wi.

Proof. We claim there are internal coguts elements w1,w2, . . . ,w13 ∈ E(M′)−
{a,b,x,y} such that:

(i) w1 ∈ Pk1 for some k1 ≤ 19, M′/w1 is 3-connected, w1 /∈ clM(P1∪{a}), and
M has no triangle that contains w1 and meets {a,b}; and

(ii) For all i ∈ {2, . . . ,12} there is some Pki such that wi ∈ Pki , where k2 ≤ 47
and k j ≤ k j−1 +3(2 j+2)+2 for j ∈ {3, . . . ,13}; and

(iii) M′/w1,wi is 3-connected for all i ∈ {1, . . . ,13}, and M′ has no 4-
element circuit that contains {wi,w j} and no 5-element circuit that contains
{w1,wi,w j} for all i, j ∈ {2, . . . ,13}.

Part (i) follows immediately from Lemma 4.5.8. For parts (ii) and (iii) we first ap-
ply Lemma 4.5.6 to find w2, then we repeatedly apply Lemma 4.5.7. The bounds
in (ii) allow for having to shift each m-block twice to avoid x or y, and hence any
triangles. Solving the recurrence relation for k j in (ii) gives k13 ≤ 663.
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Now, by Lemma 4.5.8, we can choose the first element w1. Consider the elements
w2, . . . ,w13. At most three of w2, . . . ,w13 are in 4-element circuits that contain w1

and meet {a,b} by Lemma 4.5.9, at most one of w2, . . . ,w13 can be in clM(P1 ∪
a), and at most five of w2, . . . ,w13 are in triangles that meet {a,b} by Lemma
4.5.8. Thus there are pairs w1,wi for at least three i ∈ {2, . . . ,13} with the desired
properties.

4.6 The bound

We assume that we have chosen v,w1,w2,w3 according to Lemma 4.5.10. Suppose
that M/v,wi is not fragile. Then it follows from Theorem 4.2.10 that M has a 4-
or 5-element bad circuit C of M. If M has a 4-element bad circuit, then we proved
in Theorem 4.2.11 that M is in a bounded equivalence class of excluded minors
(see 2.7.10.1). Thus we can assume that C = {v,wi,xi,yi,zi}, and that {v,xi,yi} or
{wi,xi,yi} is a triad of M.

We have to show that at least one of the minors M/v,wi does not have a bad circuit.

Lemma 4.6.1. If M/v,wi is 3-connected with an N-minor, and C is a bad circuit

of M, then C contains at most one element of {a,b}.

Proof. Seeking a contradiction, suppose that {a,b}⊆C. Then at least one element
of {a,b} is contained in a triad of M, so M\a,b is not 3-connected; a contradiction
because M\a,b is 3-connected.

Next we show that no bad circuit can avoid both a and b.

Lemma 4.6.2. If C is a bad circuit of M for the pair v,wi, then C contains at least

one element of {a,b}.

Proof. Seeking a contradiction, suppose that {a,b}∩C = /0. Then C is a 5-element
circuit of M\a,b, and C contains a triad T of M\a,b such that T meets {v,wi}.
Now we know that T ∪{v,wi} has 4 internal elements of the path (P1, . . . ,Pn) by
Lemma 4.5.5, and the ends of T ∪{v,wi} are both coguts elements. But then C

must have an end that is a coguts element; a contradiction of Lemma 4.5.2.

We can now show that M has a contraction pair with no bad circuit.
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Lemma 4.6.3. There is some wi ∈ {w1,w2,w3} such that M has no bad circuit

Ci = {v,wi,xi,yi,zi} for the pair v,wi.

Proof. Suppose that M has a bad circuit Ci = {v,wi,xi,yi,zi} for each i∈ {1,2,3}.
It follows from Lemma 4.6.1 and Lemma 4.6.2 that {a,b}∩Ci∩C j 6= /0 for some
i, j ∈ {1,2,3}. Now by circuit elimination on the common element of {a,b} in
Ci and C j there is a circuit C of M such that C′′ ⊆ Ci ∪C j −{a,b}. Thus C ⊆
{v,wi,w j,xi,x j,yi,y j} is a circuit of M\a,b. Moreover, Ti = {p,xi,yi} and Tj =

{q,x j,y j} are triads of M\a,b for some p ∈ {v,wi} and q ∈ {v,w j}. We may
assume that labels are chosen so that xi,x j are guts elements and yi,y j are coguts
elements. We now analyse the possible cases.

Suppose {p,xi,yi}= {q,x j,y j}. Then M′ has a circuit C⊆{v,wi,w j,xi,yi}; a con-
tradiction of the choice of v,wi,w j. Thus we can assume that the triads contained
in Ci and C j are distinct.

Suppose Ci has triad Ti = {v,xi,yi}. Then since v < wi < w j it follows that w j /∈
Ti. Then C j meets {xi,y j} by orthogonality with Ti, so yi = y j. Suppose that
Tj = {w j,x j,y j}. Then Ci meets Tj in a single element y j; a contradiction of
orthogonality. Thus Tj = {x,x j,y j} where xi 6= x j and yi = y j. Then the circuit C

of M′ must end in wi or w j; a contradiction of Lemma 4.5.2.

We can now assume that Ci has triad Ti = {wi,xi,yi}. Suppose that Tj = {v,x j,y j}.
Then Ci meets Tj in v, so {x j,y j} meets Ti by orthogonality. If {x j,y j} meets
Ti in a single element, then C j meets Ti in a single element; a contradiction of
orthogonality. Thus {x j,y j} ⊆ Ti. Then Ti ∪ Tj is a 4-cosegment, so the circuit
C of M′ must end in w2; a contradiction of Lemma 4.5.2. Thus we can assume
that Tj = {w j,x j,y j}. If Ti and Tj meet in a single element, then we contradict
orthogonality with Ci or C j. If they meet in two elements then C contradicts
Lemma 4.5.2. Assume that Ti and Tj are disjoint. By Lemma 4.5.2 C must end in
xi and x j. Then C = {xi,s, t,x j} for some s ∈ {wi,yi} and t ∈ {w j,y j}.

Now x j ∈ C and x j ∈ C j, so by elimination there is a circuit C′ of M such that
C′ ⊆ (C∪C j)−{x j}. Now since C′ is not properly contained in C j, it follows that
C′ meets {xi,s}. By orthogonality C′ contains {xi,s}. Similarly, C′ is not properly
contained in Ci so C′ meets {w j,y j}. Then by orthogonality with the triad Tj, it
follows that C′ contains {w j,y j}. Now if C′ avoids the common element c∈ {a,b}
in both Ci and C j, then C′ is a circuit of M′ that contradicts Lemma 4.5.2. Thus
{c,xi,s,y j,w j} ⊆ C′. Now consider the circuits C′ and Ci or M. By elimination
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on c, it follows that M′ has a circuit C′′ contained in {v,wi,xi,yi,y j,w j}. But C′′ is
contained in the internal elements of the path and C′′ has at most one guts element,
so some end of C′′ is a coguts element; a contradiction of Lemma 4.5.2.

The following Theorem gives the final bound on M.

Theorem 4.6.4. Let M be a robust excluded minor for the class of matroids

representable over H5 or U2. If M has some pair of elements a,b such

that M\a,b is 3-connected with a {U2,5,U3,5}-minor, then |E(M)| ≤ 1334 or

there is some excluded minor M′ that is ∆-∇-equivalent to M or M∗ such that

min{r(M′),r∗(M′)} ≤ 10.

Proof. Suppose that M has a pair of elements a,b such that M\a,b is 3-connected
with a {U2,5,U3,5}-minor. Seeking a contradiction, we suppose that |E(M)| ≥
1334 and that there is no excluded minor M′ that is ∆-∇-equivalent to M or M∗

that satisfies min{r(M′),r∗(M′)} ≤ 10. Then it follows from Theorem 4.2.11
and the robustness of M that M\a,b is a {U2,5,U3,5}-fragile matroid. Further-
more, it follows from Lemma 4.3.6 that M\a,b has an {X8,Y8,Y ∗8 }-minor. Now
by Theorem 4.2.5 there is a path sequence for M\a,b with corresponding path
of 3-separations (P1, . . . ,Pn). We may assume that the path of 3-separations was
chosen such that P1 is a triad of M\a,b by Lemma 4.4.4, and we may also as-
sume that the element a blocks the 3-separation (P1,P2 ∪ ·· · ∪Pn) of M\a,b by
Lemma 4.4.5. Now |P1 ∪P2| = 4 and |Pn−1 ∪Pn| ≤ 6 by Lemma 4.4.4. Since
1332≤ |E(M)−{a,b}|=∑

n
i=1 |Pi|, we have 1322≤∑

n−2
i=3 |Pi|. Moreover, we have

|Pi| ≤ 2 by Lemma 4.3.4 and Lemma 4.4.2, so n ≥ 665. Now, by Lemma 4.5.10
and Lemma 4.6.3, we can find a pair of internal coguts elements c,d of M\a,b
such that M\a,b/c,d and M/c,d are 3-connected with a {U2,5,U3,5}-minor, the
element a blocks the triad P1 of M\a,b/c,d, and M has no 4- or 5-element cir-
cuit containing c,d. Then it follows from Theorem 4.2.10 and the robustness of M

that M/c,d is a {U2,5,U3,5}-fragile matroid. But then M\a,b/c,d is a {U2,5,U3,5}-
fragile matroid with an extension M/c,d such that M/c,d is {U2,5,U3,5}-fragile
and the element a blocks the triad P1 of M\a,b/c,d; a contradiction of Theorem
4.2.5.

Since H5 and U2 are finitary partial fields, we have the following Corollary.
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Corollary 4.6.5. There are finitely many robust excluded minors M for the class

of matroids representable over H5 or U2 with the property that M has a pair of

elements a,b such that M\a,b is 3-connected with a {U2,5,U3,5}-minor.

Proof. Suppose that M is a robust excluded minor that has a pair of elements
a,b such that M\a,b is 3-connected with a {U2,5,U3,5}-minor. It follows from
Theorem 4.6.4 that either |E(M)| ≤ 1334 or there is some excluded minor M′

that is ∆-∇-equivalent to M or M∗ that satisfies min{r(M′),r∗(M′)} ≤ 10. There
are finitely many matroids M such that |E(M)| ≤ 1334. On the other hand,
suppose that M or M∗ is ∆-∇-equivalent to an excluded minor M′ that satisfies
min{r(M′),r∗(M′)}≤ 10. Then |E(M)|= |E(M′)|, and M′ is a single-element ex-
tension or coextension of some 3-connected H5- or U2-representable minor with
rank or corank at most 10. Now every H5- or U2-representable matroid is also
GF(5)-representable, so it follows that |E(M)| ≤ (510−1)/(5−1)+1 by Lemma
4.2.15, and there are finitely many such matroids.
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