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Abstract

IEEE 802.11 technology provides a low-cost wireless networking solution.

In the last few years, we have seen that the demand for high-bandwidth

wireless local area networks increases rapidly, due to the proliferation of

mobile devices such as laptops, smart phones and tablet PCs. This has

driven the widespread deployment of IEEE 802.11 wireless networks to

provide Internet access. However, wireless networks present their own

unique problems. Wireless channel is extremely variable and can be af-

fected by a number of different factors, such as collisions, multipath fading

and signal attenuation. As such, rate adaptation algorithm is a key com-

ponent of IEEE 802.11 standard which is used to vary the transmission

data rate to match the wireless channel conditions, in order to achieve the

best possible performance. Rate adaptation algorithm studies and eval-

uations are always hot research topics. However, despite its popularity,

little work has been done on evaluating the performance of rate adapta-

tion algorithms by comparing the throughput of the algorithm with the

throughput of the fixed rates.

This thesis presents an experimental study that compares the perfor-

mance of MikroTik rate adaptation algorithm and Minstrel rate adaptation

algorithm against fixed rates in an IEEE 802.11g network. MikroTik and

Minstrel rate adaptation algorithm are most commonly used algorithm

around the world. All experiments are conducted in a real world environ-

ment in this thesis. In a real world environment, wireless channel condi-

tions are not tightly being controlled, and it is extremely vulnerable to in-

terference of surrounding environment. The dynamic changes of wireless

channel conditions have a considerable effect on the performance of rate



adaptation algorithms. The main challenge of evaluating a rate adapta-

tion algorithm in a real world environment is getting different experiment

behaviours from the same experiment. Experiment results may indicate

many different behaviours which due to the leak of wireless environment

controlling. Having a final conclusion from those experiment results can

be a challenge task.

In order to perform a comprehensive rate adaptation algorithm evalu-

ation. All experiments run 20 times for 60 seconds. The average result and

stand deviation is calculated. We also design and implement an automa-

tion experiment controlling program to help us maintain that each run of

experiment is following exactly the same procedures.

In MikroTik rate adaptation algorithm evaluation, the results show in

many cases that fixed rate outperforms rate adaptation. Our findings raise

questions regarding the suitability of the adopted rate adaptation algo-

rithm in typical indoor environments. Furthermore, our study indicates

that it is not wise to simply ignore fixed rate. A fine selection of a fixed

rate could be made to achieve desired performance.

The result of Minstrel rate adaptation evaluation show that whilst Min-

strel performs reasonably well in static wireless channel conditions, in

some cases the algorithm has difficulty selecting the optimal data rate in

the presence of dynamic channel conditions. In addition, Minstrel per-

forms well when the channel condition improves from bad quality to good

quality. However, Minstrel has trouble selecting the optimal rate when the

channel condition deteriorates from good quality to bad quality.

By comparing the experimental results between the performance of

rate adaptation algorithms and the performance of fixed data rate against

different factors, the experiment results directly pointed out the weakness

of these two rate adaptation algorithms. Our findings from both experi-

ments provide useful information on the design of rate adaptation algo-

rithms.
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Chapter 1

Introduction

People keep looking for a low-cost, high throughput, and portable Internet

access. In the year 1991, NCR Corporation/AT&T invented 802.11 wire-

less networks[3] (also known as, Wi-Fi). Sicne then, the demand for high

bandwidth wireless local area networks has been increased rapidly, due to

the proliferation of mobile devices such as laptops, smart phones, smart

TV and so on. An IEEE 802.11 network usually contains at least one Ac-

cess Point (AP) and one or more client nodes. Each AP broadcasts beacons

every 100ms (sending information like, Service Set Identifier (SSID), Net-

work name). Clients use these beacons to decide whether or not to connect

to the AP. IEEE 802.11 networks use an unlicensed radio spectrum. The

frequency bands are 2.4, 3.6 and 5 GHz. Nowadays, Many IEEE 802.11

products are available in the market. Unlike cellular networks, the same

IEEE 802.11 devices work in different countries around the world without

any modification to the devices. They can be used to extend the coverage

of an existing network or to deploy a new network with much less costs.

However, wireless networks also present their own unique problems.

Wireless channels are extremely variable, and it can be affected by a num-

ber of different factors, such as interference from other wireless devices,

multipath fading and signal attenuation. Radio spectrum is a limited re-

source in most counties around world, therefore, the number of unlicensed

1



2 CHAPTER 1. INTRODUCTION

free channels are limited. Most countries allow channels 1 through to 11,

some countries may allow channels 10 and 11 only, where else there are

other countries, that may allow all 14 channels[4][5]. Due to the continu-

ous growth of wireless networks and the limited wireless channels, IEEE

802.11 networks are becoming continuously congested. The congestion

of wireless networks causes serious interference among wireless devices

within ranges. There are also some new challenges that need to be tack-

led, such as the use of new building materials, which can alter channel

conditions. Therefore, it is essential that the wireless MAC layer is mod-

ified to be able to quickly adapt to the changes in the wireless channel

conditions.

As such, one of the key components of the IEEE 802.11 network is the

rate adaptation algorithm. Rate adaptation algorithm allows wireless de-

vices to adapt data rates to the channel conditions. For example, a high

data rate should be used in order to achieve fast transmission when wire-

less channel conditions are good. However, if wireless conditions are bad,

high data rates are more susceptible to bit errors, meaning that more pack-

ets get corrupted. Therefore, a low data rate should be used to transmit

packets in order to reduce packet losses. Rate adaptation algorithm is

therefore an optimization problem that attempts to determine the optimal

rate for transmission based on the current wireless channel condition, in

order to provide the best possible performance.

Rate adaptation algorithm is critical to the performance of IEEE 802.11

networks. There have been several studies to develop effective rate adap-

tation algorithms to take advantage of the low-cost and portable networks

[6][7][8][9][10][11] [12][13][14][15][16][17] [18]. All of these studies have

pointed out that the performance of the wireless network depends on how

accurately the rate adaptation algorithm can predict the channel condi-

tions to transmit the next packet. Based upon the metrics used to predict

channel conditions, rate adaptation algorithms can be grouped into three

categories: ACK packet based approaches, signal-to-noise ratio based ap-
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proaches, and bit error rate based approaches. Based on how much em-

phasize is given towards the importance of efficiency in performance of

wireless networks in a rapidly changing environment, it is vital to research

on increasing the effectiveness of rate adaptation algorithms. Neverthe-

less, a good understanding of how rate adaptation algorithm performs

in comparison with fixed rate is a fundamental step towards the design

of more effective rate adaptation algorithms. Moreover, it has a practical

value to the configuration of IEEE 802.11 networks. Unfortunately, in the

literature these issues have not been clearly studied.

1.1 Research Question

This thesis presents the results of two experimental studies which com-

pare the performance of rate adaptation algorithm and fixed rates. Both

experimental studies used a MikroTik router as Access Point (AP). We

choose two most commonly used rate adaptation algorithms (MikroTik

and Minstrel) for our study. In the first study the AP was installed with a

MikroTik routerOS operating system. Integrated with the operating sys-

tem is MikroTiks proprietary rate adaptation algorithm. In the second

study, the AP was installed with a Linux based operating system called

OpenWRT. Minstrel rate adaptation algorithm is the default setting for the

OpenWRT operating system. Studies take into account various factors

such as power level, dynamic wireless channel condition and distance

between client and AP. The following lists the research questions of the

thesis.

• How effective would a commercial rate adaptation algorithm be in

IEEE 802.11g networks?

• How effective would Minstrel rate adaptation algorithm be in an

IEEE 802.11g networks?
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• What are the potential problems which would cause Minstrel to per-

form less efficiently than expected?

1.2 Research Methodology

Data rate adaptation algorithm studies can be classified into three major

categories: simulation based studies, emulation based studies, and field

based studies. Every approach has its unique advantages and disadvan-

tages.

Simulation based studies use a simulation program to observe the op-

erations and the behaviour without performing real operations. The ad-

vantage of using simulation program to study rate adaptation algorithm is

having a totally controlled environment and also been much less time con-

suming. Wireless channel conditions can be interfered by many external

sources. Having a totally controlled environment can provide repeatable

experiment results for the user. However, the similarity of simulated en-

vironment to a real world environment depends on the user’s inputs and

how they control the environment. No matter how well the simulation

program is configured, it is still not able to fully replicate a real wireless

environment. Artificiality and limited experiment behaviour are two dis-

advantages of using simulation based studies.

Emulation Based Studies use physical devices to obtain a controlled

emulated environment while performing real operations. Emulation based

study reduces the artificiality of the experiment by observing real opera-

tions. The emulated environment is also created through a user’s inputs.

Therefore, experiment results still cannot fully represent the situations

which happen in a real environment due to the complexity and diversity

of wireless conditions.

Field based studies use physical devices to perform real options in a

real world environment. It cannot have a tight control of the environment,

but it provides user the advantage of being far less artificial than the other
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two experimental methodologies. It requires user to repeat the same ex-

periment many times to summarise one final conclusion. Therefore, get-

ting experiment results from field based studies requires more time than

the other two methodologies.

The complexity and diversity of wireless environment brings many

challenges to the design of effective rate adaptation algorithm. However,

the complexity and diversity of wireless environment reflects the key prob-

lem of rate adaptation algorithm design and implementation. Simulation

and emulation based studies take this complexity and diversity away from

user to explore the real issues of target algorithms in a wireless environ-

ment. Therefore, it is important to study the performance of rate adapta-

tion algorithms based on field experiment. This thesis is reflected upon

field based experimental studies.

1.3 Contributions

The contributions of this research are:

• Designed and implemented an automation testbed controller pro-

gram. In order to have accurate and comparable result from exper-

iments, it is important to keep all the experimental procedure iden-

tical. The automated testbed controller ensures that all experiments

follow the same experimental procedure. It is also able to simultane-

ously control and manage experiment devices at the same time.

• Evaluated the performance of MikroTik rate adaptation by compar-

ing the performance of the rate adaptation and fixed rate, taking into

account various factors. Results show in many cases that fixed rate

outperforms MikroTik rate adaptation algorithm, especially when

high fixed rates are used. The performance gain by fixed rate is even

greater if low power level is used. This could include the scenarios
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where smaller network coverage is desired to accommodate more

networks and thus more users.

• Carefully studied and documented the source code of Minstrel rate

adaptation algorithm. Minstrel rate adaptation algorithm is one of

the most popular algorithms. Many IEEE 802.11 devices use it. How-

ever, there is lack of information that explains how Minstrel rate

adaptation algorithm works in detail. Therefore, it is important to

create the documentation that explains how Minstrel works step by

step. Our documentation will benefit the future study of design rate

adaptation algorithms.

• Evaluated the performance of Minstrel rate adaptation algorithm by

comparing the performance of the rate adaptation and fixed rate in

both uplink and downlink situations in a real world 802.11g testbed.

The comparison was conducted with various factors taken into ac-

count, including transmission power, channel dynamic, Access Point

location, and datagram size, etc. The results show that while Min-

strel performs well in many cases (particularly with good or stable

channel conditions), the algorithm has poor performance compared

to fixed rates in the presence of poor or highly dynamic channel con-

ditions.

1.4 Publication

The following list are published papers as part of this research study.

• An Experimental Study on Performance Comparison of Rate Adaptation

and Fixed Rate in IEEE 802.11g[19] was published in Australasian

Telecommunication Networks & Applications Conference (ATNAC)

in 2011.
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• On the Performance of Rate Control Algorithm Minstrel[20] was pub-

lished in IEEE International Symposium on Personal, Indoor and

Mobile Radio Communication (PIMRC) in 2012.

• Evaluation of the Minstrel Rate Adaptation Algorithm in IEEE 802.11g

WLANs[21] was published in IEEE International Conference on Com-

munications (ICC) in 2013.

1.5 Overview of Chapters

Chapter 2 Background provides related background knowledge of IEEE

802.11 technologies: MAC layer, Physical layer, and rate adaptation algo-

rithms. It is important to understand these knowledge before moving onto

next chapter. This chapter outlined three main wireless interference, and

how how IEE 802.11 mechanisms maintain the performance and reliability

of wireless communications. It also outlines three different types of rate

adaptation algorithms, ACK based approaches, SNR based approaches,

and BER based approaches.

Chapter 3 Related Work describes what other researchers have done

in rate adaptation algorithm research areas. With our literature reviews,

we classify these works into three groups based on research methodolo-

gies. In this chapter, we compared our approaches with other people’s ap-

proaches. The differences between our work and other works were high-

lighted in the chapter.

Chapter 4 Experimental Methodology outlines three relevant experi-

ment methodologies, simulation based studies, emulation based studies,

and field based studies. Every methodology has its unique pros and cons.

After we carefully compared these methodologies, we decided to carry out

our study based field based approach. This chapter explains the reasons

behind our choice.

Chapter 5 Experiment Design describes how the testbed and the au-
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tomatic experiment controller were designed to fulfil the requirements of

the study. Chapter 4 has described the pros and cons of our experiment

methodology. This chapter lists issues of field based approach and some

other issues, such as the interference from our controller program. Solu-

tions are proposed to resolve all listed issues.

Chapter 6 MikroTik Experiment Study covers the performance com-

parisons to MikroTik rate adaptation algorithm vs. fixed rate against dif-

ferent factors such as the distance between sender node and receiver node,

AP transmission power level and RTT for TCP traffic. Findings are listed

in this chapter.

Chapter 7 Theoretical Study of Minstrel explores Minstrel rate adap-

tation algorithm by explaining the working process of Minstrel and key

factors from the study of source code. A potential issue was discovered

from our theoretical study.

Chapter 8 Minstrel Experiment Study explores Minstrel rate adapta-

tion algorithm in detail by comparing the performance of Minstrel with the

performance of fixed rate. The experiment has two parts, the downlink

transmission experiment and uplink transmission experiment. Different

factors such as static channel condition, dynamic channel condition and

mobility, are considered to be experiment parameters. Our experiment

proves the existence of the potential issue which is raised in Chapter 7

(Theoretical Study of Minstrel).

Chapter 9 Conclusion summarises the thesis, answers to the research

questions, and provides a listing of the contributions, and directions for

future work.



Chapter 2

Background

This chapter describes the background knowledge and feature of IEEE

802.11 wireless standard that are relevant to this thesis. IEEE 802.11 stan-

dards cover both the Medium Access Control (MAC) layer and the Phys-

ical Layer[22]. Section 2.1 provides basic information of network layers.

Features of IEEE 802.11 networks are introduced in section 2.2. In section

2.3, an overview of rate adaptation algorithms is described.

2.1 Layers of Network

A layered architecture in computer networking provides a simpler, cheaper

and more reliable solution for a large and complex system. The network

layered system makes network more adaptable for changes in the imple-

mentation and prevent communication errors across the network. The

data link layer is the second layer in the seven layers Open Systems In-

terconnection Basic Reference Model[23] (known as OSI model) as shown

in Figure 2.1.

In IEEE 802 local area networks, the data link layer is described in more

detail with Logical Link Control (LLC)[24] layer and Medium Access Con-

trol (MAC)[25] layer. The LLC protocol controls the network flows, frame

synchronization, and error checking. It is able to work with all of the IEEE

9
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802 MAC layers, such as IEEE 802.3[26][27] , IEEE 802.11[22], etc. The

MAC layer handles communication with physical layer, it controls channel

access which makes it possible for multiple nodes to communicate within

a multiple access network that incorporates a shared medium.

Figure 2.1: OSI 7 layer model and Data Link SubLayers

2.2 IEEE 802.11 Networks

IEEE 802.11[22] standards are also known as Wifi. The project was ini-

tialled and defined by the IEEE 802.11 working group[28] in 1990, and

the first draft standard was released in 1997. Since 1997, IEEE 802.11 has

had five subsequent amendments (See Table 2.1). The architecture of IEEE

802.11 networks has six main components: Station (STA), Wireless Access

Point (AP), Independent Basic Service Set (IBSS), Basic Service Set (BSS),
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Distribution System (DS), and Extended Service Set (ESS), as shown in Fig-

ure 2.2. In this architecture, some of those components like STA and AP are

mapped directly to hardware devices so that a STA can also be used as an

AP. In an ESS wireless network, the smallest components are the STAs and

APs. When multiple STAs connect to the same AP, the resulting network

is called a BSS. An ESS is created by interconnecting the APs of multiple

BSSs via the DS, as shown in Figure 2.2 on the left. ESS wireless networks

are mostly used in an environment where the DSs are available. An IBSS

wireless network is another type of 802.11 architectures. Unlike ESS wire-

less networks that are constrained by the availability of the DS. An IBSS

wireless network consists of at least two STAs without any assisting from

DSs, as shown in Figure 2.2 on the right. An IBSS network is more easily

deployed in a low coverage of network infrastructures.

802.11 Bandwidth Data rate per stream
Modulation

protocol (MHz) (Mbit/s)

- 20 1, 2 DSSS

a 20 6, 9, 12, 18, 24, 36, 48, 54 OFDM

b 20 5.5, 11 DSSS

g 20 6, 9, 12, 18, 24, 36, 48, 54 OFDM, DSSS

n
20 7.2, 14.4, 21.7, 28.9, 43.3, 57.8, 65, 72.2

OFDM
40 15, 30, 45, 60, 90, 120, 135, 150

ac
80 433, 867

QAM
160 867, 1771, 3553, 7096

Table 2.1: IEEE 802.11 Network Standard

IEEE 802.11 standards cover both physical layer and MAC layer; they

also define how each packet is transmitted from one wireless node to an-

other. For the purpose of this thesis, 802.11 physical layer and MAC layer

are the most important background knowledge, and it is also important

to understand the correlation between the wireless interference and these

two layers.
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Figure 2.2: IEEE 802.11 Architecture

2.2.1 Wireless Interferences

Wireless interference is when a device transmits signals on a radio band,

the transmission clashes to other radio bands on the airwaves. The trans-

mission clash causes a receiver receives error signals. Wireless interference

is a major issue to wireless communication, and it can be classified into

three categories: wireless collisions[29], hidden terminals[30] and multi-

path fading[31].

• Wireless Collisions are caused by multiple devices waiting for the

channel to become idle and simultaneously transmit signals. Wire-

less collisions could get worse if data frames were too large[32].
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• Hidden Terminal is caused by a device that believes the channel is

free, and starts to transmit without successfully detecting another

transmission is already in progress.

• Multipath fading is caused by random amplitude and phase fluctu-

ation at the receiver[33].

Wireless interference is highly dynamic and random. It causes the reli-

ability issues in wireless networks. The reliable communication in wireless

networks is often measured by the average bit error rate (BER). BER is the

ratio of the number of errors in the total number of transferred bits during

a time interval. In order to improve the reliability of IEEE 802.11 networks,

mechanisms such as Forward Error Corrections (FEC)[34], Automatic Re-

peat Request (ARQ)[35], Multiple Data Rates, Rate Adaptation are used

at both MAC layer and physical layer. The goal of FEC and ARQ mech-

anisms s the guarantee of packet delivery. They do not care neither the

performance of the network nor the efficiency of the transmission. How-

ever, rate adaptation mechanism cares not only success of transmissions,

but also performance of the network.

2.2.2 802.11 Physical Layer

In order to have a better understand of rate adaptation mechanism, it is

important to understand the physical layer of IEEE 802.11. Modulation

techniques and data coding are the most important parts of the 802.11

physical layer. The simple definition of modulation is to convert a digi-

tal information symbol into a continuous low frequency waveform, and

this low frequency signal is carried over by a high frequency signal for its

transmission. The bandwidth efficiency and implementation complexity

are two major concerns for designing modulation schemes. The efficiency

of bandwidth is directly impacted on the performance of wireless commu-

nication. Direct Sequence Spread Spectrum (DS/SS)[36] radios is a modu-

lation technique. It is used by the original IEEE 802.11 standard. Orthogo-
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nal Frequency Division Multiplexing (OFDM) radios[37] is another mod-

ulation technique which used in 802.11a[38], 802.11g[39], 802.11n[40] and

802.11ac standards[41]. OFDM uses four different modulation schemas.

They are Binary phase-shift keying (BPSK)[42], Quadrature phase-shift

keying (QPSK)[43], 16 Quadrature amplitude modulation (QAM)[44] and

64 QAM modulation schema[44]. OFDM has much better bandwidth effi-

ciency than DS/SS.

Figure 2.3 shows the theoretical throughput of BPSK, QPSK, 16 QAM,

and 64 QAM modulation schemas in relation with signal-to-noise- ratio

(S/N), assuming additive Gaussian white noise (AGWN)[1], based on IEEE

802.11g networks. These are four modulation schemas in order from the

most bandwidth efficiency to least efficiency, with 1, 2, 4, 6 bits per symbol

respectively. Different modulation schemas also have a S/N for which it

is most efficient. They are resistant to different levels of S/N. For exam-

ple, if the S/N was 10 dB, then only BPSK could be used for transmitting

data. However, if the S/N was 20 dB, then 16 QAM could achieve the best

performance.

Table 2.2 shows a summary of the modulations and data coding for the

data rate used in IEEE 802.11g. Data coding is a mechanism that improves

the reliability of wireless communications. It is mostly referred to error

correcting code (ECC), and it is used primarily for FEC mechanism to pro-

tect data sent over in a poor quality wireless link. When a device transmits

k bits of data, the k bits of data is encoded by ECC with a coding rate k/n,

where n is the total transmitted bits after encoding for every k bits of data.

The data rates are the product of multiplying the data coding rate, the

number of bits per symbol, and the number of symbols per second. Fig-

ure 2.3 describes that different modulations are resistant to different levels

of S/N, with the different data coding rates and modulation schemas, the

lower data rates always have higher reliability and better resistance to the

channel noise, and each data rate has its bandwidth efficiency.
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Figure 2.3: Theoretical BER versus S/N for modulation schemes[1]

2.2.3 802.11 MAC Layer

Medium Access Control (MAC)

Medium access control mechanism[45] is one of most important feature of

802.11 networks. It provides a physical-layer multi-rate capability[46]. It

also prevents multiple nodes from accessing the same channel at the same

time by using Carrier Sense Multiple Access with Collision Avoidance

(CSMA/CA)[47]. Every node starts listening on a desired channel to de-

tect whether the channel is ideal or busy before it transmits a packet. If the

channel is busy, the node waits for the channel until channel becomes idle

then an additional back-off time (Distributed Inter-Frame Space (DIFS)

period and a random time within a back-off window). If the channel is

idle during the back-off time, the node transmits the packet and reset the

back-off window size to minimum. Otherwise, it doubles the back-off win-
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Spreading Method OFDM

Modulation BPSK QPSK 16 QAM 64 QAM

Bits Per Symbol 1 2 4 6

Mega-Symbols Per Second 12

Mega Bits per Second 12 12 24 24 48 48 72 72

Data Coding Rate (k/n) 1/2 3/4 1/2 3/4 1/2 3/4 2/3 3/4

Data rate (Mbit/s) 6 9 12 18 24 36 48 54

Table 2.2: IEEE 802.11 g Data Rate

dow size, waits until the channel is idle and then a further new back-off

time[48][49].

Forward Error Collection (FEC)

Forward Error Collection[34] is another mechanism to reduce the impacts

on multipath fading. Section 2.2.2 has described that Error Correcting

Code (ECC) is added at each sending packet. FEC mechanism uses ECC

to detect a limited number of errors that occur in the receiving packet, and

to recover the error packet without MAC layer retransmission. FEC im-

proves the reliability of wireless communication and reduces numbers of

retransmissions.

Automatic Repeat Request (ARQ)

Automatic Repeat Request[35] is also known as Automatic Repeat Query.

ARQ is a MAC layer retransmission mechanism for reliable transmission

in wireless network. It is a secondary error control method if FEC mecha-

nism fails to recover the error packet. If a node receives a correct packet,

the receiver node sends an ACK back to sender node. On the other hand,

if a packet lost or FEC could not recover the packet, then the receiver node

would send a NACK back to the sender node. The sender node retransmit
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the error packet.

Data Rate Adaptation

Section 2.2.2 explained different data rate has different bandwidth effi-

ciency. In an IEEE 802.11 network, wireless communications suffer from

a wide range of sources (see Section 2.2.1). The channel quality varies

quickly from time to time. A single data rate cannot fit into all different

levels of channel quality to have maximum bandwidth efficiency. There-

fore, sender nodes have to adapt data rates. Data rate adaptation mecha-

nism automatically selects a most efficient data rate according to wireless

channel quality. Data rate adaptation mechanism is a key component in

IEEE 802.11 networks.

2.3 Rate Adaptation Algorithm

Rate adaptation algorithms is one of most important mechanism in the

data link layer to the performance of IEEE 802.11 networks. IEEE 802.11

specifications use different modulation and coding schema to mandate

multiple transmission data rates at the physical layer. Rate adaptation

algorithms value the condition of wireless channel and determine a data

rate which performs the best. Therefore, a rate adaptation algorithm is

an optimization problem that attempts to determine the optimal data rate

for transmission based on the current condition of the wireless channel, in

order to provide the best possible performance. The effectiveness of the

rate adaptation algorithm in selecting optimal data rates depends on how

accurately it can predict the channel conditions.

In this section, rate adaptation algorithm is classified into three major

categories by the type of metrics used to predict channel conditions: ACK

packet based, Signal-to-noise ratio based, and Bit Error Rate based mech-

anism.
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ACK packet Based Approaches

ACK packet based rate adaptation algorithm is the most popular approach

nowadays. It adapts data rates according to the result of success or failure

of transmissions. Loss ratios and average transmission time for each data

rates are recorded to predict which data rate is able to perform the best in

the wireless condition. ACK packet based approaches do not require IEEE

802.11 standard modification. So these algorithms can be easily deployed

in existing 802.11 networks. ARF[50], RRAA[51], AARF[52], AMRR[52],

ONOE[53], SampleRate[54], Minstrel[55] and PID[56] are typical examples

of ACK packet based rate adaptation algorithms.

Auto Rate Fallback (ARF) was the first rate adaptation algorithm to

be published in 1997[50]. It has been adapted into open-loop rate adap-

tation schemes, such as [57], [58]. For the ARF algorithm, a sender node

records the number of successfully and failure transmissions to determine

whether the current data rate is an optimal rate. ARF increases its data

rate and resets the timer when either the sender node receives 10 success-

fully ACK packets or the timer expires. On the other hands, ARF drops its

data rate when the sender node has two consecutive fail transmissions or

unsuccessful transmission right after the data rate increased. Some IEEE

802.11 devices are still using ARF algorithm because of its simplicity.

The ARF algorithm brings two major problems. It cannot adapt data

rate fast enough if the channel conditions change quickly. Due to ARF

requires 10 successful transmissions increases data rate, but only requires

1 or 2 fail transmissions to reduce data rate. The second problem is when

channel conditions change very slowly. Fox example, ARF has selected an

optimal data rate. However, it will keep trying to use a higher data rate

every 10 successful transmissions. It increases many unnecessary attempts

and reduces the throughputs.

Adaptive Auto Rate Fallback (AARF) algorithm was designed based

on ARF. Author claims that it provides both short-term and long-term

adaptation. AARF algorithm has a continuously changing threshold to
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reflect the channel conditions. The threshold is determined by using a Bi-

nary Exponential Backoff (BEB)[26]. The upper bound of the threshold is

50. The initial value of the threshold is 10. Data rate is switched back to the

previous lower rate, and the threshold is set to two times of the number of

consecutive successful transmissions when the probing packet is not able

to transmit successful. When number of successful transmission equals

to the number of threshold, the data rate is switched to a higher rate. If

there is two consecutive failed transmission, then the threshold is reset to

its initial value. The author claims that AARF algorithm improves the per-

formance when the wireless channel conditions change very fast or very

slow.

Adaptive Multi Rate Retry (AMRR) is the first algorithm that intro-

duces retry chain concept into rate adaptation algorithm. A retry chain

contains four pairs of data rate and retry counter (r0/c0, r1/c1, r2/c2,

r3/c3). The retry counter is the maximum number of retransmission that

allows a data rate to be used for transmitting a packet. The data rate r3

is always set to the lowest data rate. Data rate r1 and r2 are set to the

immediately lower available rates after rate r0. Determining data rate r0

is based on the same set of ideas of AARF algorithm. It uses of a BEB to

adapt the success threshold.

Signal-to-noise Ratio Based Approaches

RBAR[59], CHARM[60], and FARA[61] are typcial examples of SNR based

approaches. SNR based approaches use the RTS/CTS mechanism[62] to

calculate SNR to determine an optimal data rate. Selected data rate for

each data frame is calculated at the receiver node, and sends back to the

sender node via CTS control frame.

Receiver-based Auto Rate (RBAR) algorithm uses the RTS/CTS mech-

anism in the DCF of the IEEE 802.11 standard, it is also applicable to other

RTS/CTS based protocols such as SRMA[63], MACA[64], MACAW[62]

and FAMA[65]. The receiver node calculates the data rate to be used for
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the next incoming packet based on the SNR of the receiving RTS. The se-

lected rate is sent back to sender node in the CTS packet.

The RBAR algorithm has three problems. The algorithm requires the

RTS/CTS protocol, however most IEEE 802.11 networks turn the RTC/CTS

protocol off by default. The algorithm also assumes that the SNR of each

receiving packet is available at the receiver node. It is not always true.

Some of IEEE 802.11 devices estimate the SNR by measuring the energy

level from start of the reception of a packet and during the reception of the

packet. RBAR cannot be deployed in existing 802.11 networks because it

requires to interpret the RTS and CTS frames and the format of the data

frames.

Channel-aware Rate Adaptation (CHARM) algorithm uses the Reci-

procity Theorem[66] to predict wireless channel conditions. The algorithm

has four components: information gathering, path loss predication, rate

SNIR threshold estimation, and rate selection. CHARM algorithm adds

new information in beacons, probe requests, and probe responses to in-

form other nodes about the transmission power level and noise level. At

the receiver node, CHARM algorithm uses EWMA to predict path loss

(equivalently SINR) at the receiver node. CHARM algorithm has a table

that holds default values for the SINR threshold for the different data rates.

The SINR threshold table gets update by observing the successful ratio of

transmission. Before, a sender node sends a packet, it uses a SINR thresh-

old table to determine a set of data rates. The algorithm also have the

same problem as other SNR based rate adaptation algorithm. It requires

wireless devices to turn the RTC/CTS mechanism on. Moreover, an exist-

ing wireless network has to be modified when the CHARM algorithm is

deployed.

Frequency-aware Rate Adaptation (FARA) algorithm is similar to chan-

nel bonding[67] and load balancing[68][69]. The algorithm is a receiver

based algorithm. It calculates the optimal data rates on each sub band,

and feeds it to the sender node in ACK packets. Every ACK packet uses
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a 2-bit field to represent: stay on current data rate, move up/down to the

next higher/lower data rate.

Bit Error Rate Based Approaches

BER based approaches is the least popular approach. It uses a more fine-

grained metric to predict optimal data rate for each data frame. SoftRate[70]

is the typical example of BER based approach. SoftRate Algorithm has

three components: BER predication, computing optimal thresholds, and

data rate selection. SoftRate uses the relationship between SNR and BER

to predict optimal data rates. SoftRate calculates a range of BER for each

data rate. If BER is at a range of BER for a data rate, then the data rate is

selected for transmission.

2.4 Summary

This chapter has explained that wireless channel conditions dynamically

change all the time. There are three major types of wireless interferences:

wireless collisions, hidden terminal, and multipath fading. We have also

explained key mechanisms (Medium Access Control (MAC), Forward Er-

ror Collection (FEC), and Automatic Repeat Request (ARQ)) that improve

the reliability of wireless communications. Multi-data-rate is another im-

portant mechanism in IEEE 802.11 networks. It helps wireless devices

working more efficient in different wireless channel conditions. How-

ever, wireless channel conditions change dynamically; rate adaptation al-

gorithms help wireless devices to select a data rate which provides best

possible throughputs by predict channel conditions. The chapter has also

described three types of rate adaptation algorithms: (ACK Based Approaches,

SNR Based Approaches, and BER based Approaches). Examples are pro-

vided to show how they work.
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Chapter 3

Related Work

The topic of rate adaptation algorithm has been heavily researched [6][7][8]

[9][10][11] [12][13][14][15][16][17] [18]. The rate adaptation algorithm it-

self can be classified into three categories: ACK packet based approaches,

SNR based approaches, and BER based approaches. The study of rate

adaptation algorithm is classified into three approaches by their research

methodology: simulation based studies, emulation based studies and field

based studies. The simulation based study uses a simulation program to

observe operations in a simulated wireless environment. The emulation

based studies uses physical devices to obtain experiment results in a con-

trollable platform while performing real operations. The field based stud-

ies carry out in a real wireless environment with performing real opera-

tions.

SampleRate[54] is an algorithm that is frequently compared in these

studies. However, none of these studies look at the performance of the

newer Minstrel rate adaptation algorithm, except the work in [71]. More-

over, while the comparison among different rate adaptation algorithms is

very useful, most of these studies do not directly compare against fixed

rates. In spite of the fact that the comparison among of rate adaptation

algorithms can point out which algorithm performs better, it cannot have

a direct indication of how well these algorithms can adapt to an environ-

23
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ment. Comparing rate adaptation against fixed data rate is an important

step in further developments in the design of effective rate adaptation al-

gorithms.

As this thesis aims to study the two most common rate adaptation al-

gorithms, a survey and an analysis of the three research methodologies are

presented in the following sections of the chapter. It should be noted that

there is no literature or any evidence of a comprehensive study done on

the comparison of the performances of the MikroTik and the Minstrel rate

adaptation algorithm against the performance of fixed rate.

3.1 Simulation Based Studies

Sadeghi, B. [72] introduce the Opportunistic Auto Rate (OAR) protocol to

enhance the performance of IEEE 802.11a[38] and 802.11b[73] media access

protocols. It also compares the performance of OAR with RBAR[59] by us-

ing ns-2 simulator[74] in Ad Hoc Networks[75]. The Fast Fading model of

Equation is used in their experiments. The Ricean Fading model is used to

simulate a packet level of short time-scale fading[76]. Experimental pro-

cedure follows [49]. Three different topologies were taken in to considera-

tion for this paper: Fully Connected Topologies, Asymmetric Topologies,

and Random Topologies. For the Fully connected topologies, all nodes

were within radio range of each other. The experiment shows that aggre-

gate throughput of both algorithms increases as the number of flows in-

creases. However, OAR has 51% more throughput gain than RBAR. In the

asymmetric topologies, all nodes are not within transmission range, i.e.,

node A and B are connected, and Node B and C are connected, but Node

A and C are not connected. Both OAR and RBAR achieve throughput

gains approximately 60% and 35% respectively. In the random topologies,

the aggregate throughput of OAR increases from less than 4 Mbps to 4.4

Mbps when the number of nodes increases from 10 to 40. On the other

hand, the increase of the number of nodes does not have a significant im-
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pact on the aggregate throughput of RBAR. It remains at approximately

around 2.8 Mbps. The paper is more focused on the topology of Ad Hoc

network itself. It does not consider the rate adaptation algorithm perfor-

mance impact on wireless channel conditions.

The work in [77] evaluates ARF[50] and CARA in five scenarios by us-

ing ns-2 simulator[74] with the Ricean fading model[76]. The first scenario

is One-to-One Topology. In this topology, AP continuously transmits pack-

ets to the client. This experiment is focused on transmission distances. The

result shows the performance of both algorithms decrease as the transmis-

sion distance increases. Moreover, CARA achieves comparable through-

put with ARF. The second scenario is Star Topologies with varying num-

ber of contending station. The purpose of studying this scenario is for the

understanding the collision impact on the performance of rate adaptation

algorithms. The author notes that ARF cannot identify collisions, and the

performance anomaly[78] is occurred. CARA significantly outperforms

ARF in this scenario. The third scenario conducts Line Topology with ran-

dom data frame sizes and random station positions. Once again, CARA

performs approximately 20% to 80% better than ARF. The fourth scenario

is Random Topology with time-varying wireless channel. In this experi-

ment, author simulate 50 different scenarios with 10 contending stations.

CARA performs significantly better than ARF. However, the result also

shows that CARA also experiences lower aggregate throughput which is

caused by its failure to detect collisions. The paper compares the perfor-

mance of ARF and CARA, and it also considers many different factors

such as number of contending stations, data frame sizes, and time-varying

wireless channel. However, ARF was the first rate adaptation algorithm.

It was invented in 1997. At that time, there was two data rates available

to the users. Nowadays, new IEEE 802.11g/n standards have 8 data rates

with much faster sending rates. Therefore, ARF is an out of date data rate

adaptation algorithm. Moreover, the proposed testbed is based on IEEE

802.11b network, the standard is invented in 1999. Nowadays, most of
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the wireless networks are using IEEE 802.11g/n standards. Moreover, the

work does not consider the performance impact on the dynamic changes

of channel conditions.

Lacage, M.[52] propose an Adaptive ARF (AARF) rate adaptation algo-

rithm to enhance the performance for low latency systems. In this paper,

it compares the performance of ARF, RBAR and AARF. The simulation

environment is described in [79], and it uses the ns-2 simulator[74]. The

distances between the sender node and the receiver node is considered as

a key experiment parameter. The results show that ARF has the lowest

performance, and AARF with RTC/CTS enable has comparable perfor-

mance results to RBAR. However, the main advantage of AARF is that it

does not require RTC/CTS enabled. As a result, it can achieve much bet-

ter performance than RBAR. The paper also presents another rate adapta-

tion algorithm, AMRR. The AMRR rate adaptation algorithm is evaluated

against the RBAR and one of the original Madwifi rate adaptation algo-

rithms in a simulated environment and also within a real wireless envi-

ronment. The transmission distance is taken as one of the key parameters

for this experiment. The results show that the AMRR rate adaptation al-

gorithm outperforms the Madwifi and RBAR. The transmission distance is

one of the factors which caused the change in the wireless channel condi-

tions. However, the author does not focus on evaluating the other factors

(such as the transmission power, dynamic channel conditions) which also

have a significant impact on the wireless channel conditions.

3.2 Field Based Studies

The work in [80] propose a rate adaptation algorithm called Robust Rate

Adaptation Algorithm (RRAA) which was compared with SampleRate,

AARF, and ARF in a real IEEE 802.11a/b network environment with vari-

ous settings, such as static/mobile clients, with/without hidden stations.

In order to conduct repeatable experiments, all experiments in the work
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are done during midnight. The experiment conducts a stationary server

node, and a constant moving client node during the experiment. The pur-

pose of this experiment is to evaluate how rate adaptation algorithms re-

sponse to the dynamics of the wireless channel conditions. The channel

conditions either get deteriorated when client nodes move away from the

server node, or get improved when client nodes move closer to the server

node. In reality, the wireless channel conditions are constantly changing

between good and bad. For our experiments, we have set our channel

conditions to be highly dynamic to fit the real wireless environment.

Ancillotti, E. [81] have evaluated three different rate adaptation algo-

rithms including SampleRate. There is some comparison done between

rate adaptation algorithms and fixed rates. Yet, the focus of the paper is

on the correlation between the number of senders and the rate adapta-

tion algorithms in wireless mesh networks. The evaluation did however

show in a particular scenario that the performance of some of the fixed

rates was better than the evaluated rate adaptation algorithms. The work

in [29] proposed Wireless Congestion Optimized Fallback (WOOF), a rate

adaptation algorithm that attempts to identify congestion related packet

losses. Along with other solutions including SampleRate, the scheme was

to evaluate against the factors such as network load and the number of

clients. There are also many other solutions which use SampleRate for

performance evaluation, however, the newer Minstrel algorithm is seldom

used for comparison.

3.3 Emulation Based Studies

Camp et.al[71] use an emulation platform (Wireless Open-Access Research

Platform (WARP)) to evaluate three rate adaptation algorithms (ARF, RRAA,

RBAR) and two of their own extended rate adaptation algorithms (RRAA

with the A-RTS extension, RBAR with the OAR extension). OAR is pre-

sented in [72]. All experiments are conducted with a Spirent Communi-
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cation Channel Emulator (SR5500). The purpose of having an emulator

is for simulating different wireless channel conditions. The device is able

to manually adding interferences to a single channel with a time inter-

val (from 0.1 ms to 100 ms). The maximum average interface noise is -40

dBm. However, all emulation experiments are based on three out of date

rate adaptation algorithms and 2 extended algorithm. The contribution to

nowadays wireless networks is limited due to these factors.

The most relevant work done is in [82][2], as it is the only previous eval-

uation of Minstrel to my knowledge. This work evaluates four rate adapta-

tion algorithms found in the MadWifi driver, which are ONOE, Adaptive

Multi Rate Retry (AMRR), SampleRate and Minstrel. The evaluation uses

a wired testbed with co-axial cables[83] to emulate wireless channels. This

is a clever solution because it allows the algorithms to be evaluated in an

environment that is free of interference, and consequently is also able to

produce repeatable results. This evaluation shows that Minstrel performs

far better than the other algorithms. Figure 3.1 and Figure 3.2 show the

throughput performance comparison between four rate adaptation algo-

rithms from the paper [2]. In figure 3.1, the author compares the perfor-

mance of these four rate adaptation algorithms against the path loss. Once

the path loss was set, the wireless channel condition remained the same.

According to author’s experiment, it is easier to see that Minstrel rate adap-

tation algorithm and SampleRate have reasonably good performance in a

static channel. In figure 3.2, the paper evaluates the impact of interference

duration on these four rate adaptation algorithms. In this experiment, the

wireless channel dynamically changes. Minstrel rate adaptation algorithm

has much better performance than SampleRate and other two algorithms

when channel conditions keep changing.
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Figure 3.1: Rate Adaptation Performance vs path loss (received signal

strength)[2]

Figure 3.2: Rate Adaptation Performance vs Interference duration[2]
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3.4 Summary

Despite the popularity and apparent superiority of Minstrel over other

older rate adaptation algorithms, there has been very little study of Min-

strel in the literature. In addition, little work in the literature has been

done on direct comparisons of rate adaptation algorithms with fixed rates.

These factors motivated us to compare the performance of Minstrel against

fixed rates in a real world 802.11 testbed. Therefore, other schemes such

as SampleRate are not included in this thesis. However, the work does

not show how Minstrel performs against fixed rate, and the wired testbed

cannot fully emulate the real-world characteristics.



Chapter 4

Experimental Methodology

This chapter describes three related experiment methodologies and it ex-

plains in detail what method is used in this study. Section 4.1 gives an

overview of this study. Section 4.2 highlights the characteristics of each

methods. Section 4.3 is summary of the chapter, it explains the methodol-

ogy we used in this study, and the reason behind our choice.

4.1 Overview of Study

MAC layer rate adaptation algorithm is one of the key components of IEEE

802.11 protocol. The performance of the protocol mainly depends on how

well rate adaptation algorithm can adapt according to the dynamic wire-

less environment. The dynamic changes of a wireless environment are

caused by a number of factors, such as interference from other wireless

devices, multi-path fading and signal attenuation. MikroTik rate adap-

tation algorithm and Minstrel rate adaptation algorithm are two of com-

monly used rate adaptation algorithms, nowadays. The purpose of this

study was to fulfil and understand the performance and potential issues

of MikroTik rate adaptation algorithm and Minstrel rate adaptation algo-

rithm.
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4.2 Experiment Methods

There are three existing experiment methods which are relevant to this

study; they are Simulation Based Study, Emulation Based Study and Field

Experiment Based Study. Each method has its unique characteristics.

4.2.1 Simulation Based Study

A simulation based study uses simulation program to observe operations

without performing the real operations in a real environment. A simula-

tion based study provides a user a totally controlled environment. In a

simulated environment, user is able to adjust any of the individual vari-

ables and observe the impact of changing a variable. Moreover, a simula-

tion based study provides user repeatable experiment results. Compared

to the two othe methods, it is the most least time consuming methodology.

On the other hand, a simulation program replicates an environment by

taking users inputs; and these qualities of inputs determine the similarity

of the environment. However, having high quality of inputs are still not

enough to fully replicate a real environment, especially a complex envi-

ronment such as wireless channel. Because of this weakness, a simulation

based study has two main disadvantages: Artificiality, and Limited Exper-

iment Behaviour.

4.2.2 Emulation Based Study

An emulation based study uses physical tools to obtain a controlled envi-

ronment with performing real operations. An example which is relevant

to this study is paper[84][82][2]. The author uses a wired testbed to em-

ulate wireless channel conditions. Except for the emulated experiment

environment, the reset of experiment setting works no different to a field

based experiment study. Emulation based study reduces the artificiality

of the experiment by observing real operations. However, the emulated
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environment is also depended on the user’s input variables. Experimen-

tal results still cannot fully represent the situations which happen in a real

environment.

4.2.3 Field Based Study

A field based study uses physical devices to perform real options in a real

world environment. It cannot have a tight control of the environment,

however it provides a user the advantage of being far less artificial than

the other two experimental methodologies. Because of the loose environ-

mental control, the experiment result can be containing a lot of different

experimental behaviour. Yet, to understand and analyse these experimen-

tal behaviours can be a challenging job. It requires user to repeat the same

experiment many times to get one final summarised conclusion. It is the

most time consuming experiment methodology compared than the other

two methods.

4.3 Proposed Methodology - Field Based Study

Three of these experimental methodologies have their advantages and dis-

advantages in some ways (Table 4.1). Simulation based study and emula-

tion based study provides user controllable testing environment and short

experiment cycle. The complexity of the wireless channel conditions being

many challenges to the design and implementation of a rate adaptation

algorithm. Even though, simulation programs and emulation approach

makes it difficult to replicate a complex wireless environment, these two

methodologies takes away the complexity to explore the real causes be-

hind the experimental outputs. In order to produce a comprehensive ex-

periment study, it is important to have results that are able to cover most of

the experimental behaviours. A field based experiment has its natural ad-

vantage of covering most of the behaviours. For the purpose of this thesis,



34 CHAPTER 4. EXPERIMENTAL METHODOLOGY

Simulation Based Study Emulation Based Study Field Based Study

Artificiality High Medium Low

Limited Behaviour High High Low

Time Consuming Low Medium High

Devices Cost Low High Medium

Repeatable Experiment Yes Yes No

Table 4.1: The Comparison of Experimental Methods

• Artificiality - The experiment results are not typical of real life sit-

uations. Most experiments are not able to fully conduct a complex

situation such as a complex wireless environment. The complexity

of a simulated environment is depended on user input settings.

• Limited Experiment Behaviour - Behaviour in the simulation and

emulation based study is very narrow in its range. By controlling

the situation so precisely, behaviour may be very limited.

we have chosen a field based approach. The main downside of conduct-

ing field based study is the difficult of obtaining respectable experimental

results. To resolve the issue, all the experiments in this thesis study run 20

times, and each run takes 60 seconds to complete. The average result and

stand deviation is calculated. The multiple runs reduced the side effect of

field based experiment. In this research, the source code of Minstrel rate

adaptation algorithm is also studied in detail which enhanced the theoret-

ical understanding.



Chapter 5

Experiment Design

This chapter focuses on describing the design of experiment procedure,

experiment measurement, and the implementation of experiment automa-

tion controlling system. Section 5.1 describes the testbed platform. Sec-

tion 5.2 describes the measurement methods and tools used in this study.

Section 5.3 lists factors that can interfere experiment results, and provides

two solutions which can reduce interferences of getting accurate results.

5.1 Testbed Platform

Figure 5.1: Testbed network topology

Figure 5.1 shows the network topology of the testbed. Wireless cards
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used in this study containing the Atheros AR5414 2.4/5 GHz chipset[85] in

the AP and the laptop (Client). The testbed used 802.11g standard and was

set to use channel 11, which is centred at 2.462 GHz frequency[86]. 802.11g

protocol provides eight data rate options (Table 2.1 ). The AP is based

on a MikroTike RB411AH router and runs the MikroTik routerOS 5.0rc10

operating system in the first experiment (Section 6) and the Linux-based

OpenWrt[87] backfire[88] operating system in the second experiment (Sec-

tion 8). The client PC is a Dell Latitude E6510 series Laptop. Both the AP

and the laptop use the Minstrel rate adaptation algorithm, and the default

transmission power is 17 dBm. The server PC is a Dell Optiplex GX620

desktop. Both the desktop and laptop run Ubuntu 10.04 which uses ver-

sion 2.6.23 of the Linux kernel.

This real-world evaluation is conducted in a teaching and office build-

ing on a university campus. Figure 5.2 shows the floor plan of the campus

building. The campus building is constructed of a mix of wooden, con-

crete and glass walls. The dark/blue lines in Figure 4.2 represent glass

walls. Spot CAP is the location of a Campus Access Point which is out of

our control for the experiments. Spot R1 and R2 in the figure on the left

represent the two locations where the receiver node is placed. The dis-

tance from AP to R1 and to R2 is 1 meter and 20 meters respectively. The

reasons for choosing the two locations are explained in chapter 6. The fig-

ure on the right is the floor plan of Minstrel field study (Chapter 8). Spot

R1 and R2 represent the two locations where the laptop is placed. In this

experiment, the laptop acted as a receiver node and a sender node.

5.2 Measurement Methods

Performing a wireless measurement is a difficult and challenging task. The

quality of the performance measurement depends on the accuracy of ex-

periment measurement and the quality of collected experiment data.

Active measurement method is used for this study. The idea of active
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Figure 5.2: Testbed floor plan

measurement is injecting known packets into the network and analysing

the packets at the end of receiver node. iperf [89] is an end-to-end active

network performance measurement tool written in C++, which is able to

generate UDP and TCP traffic to measure the throughput between a client

and server. It allows the user to set various parameters that can be used

for testing a network. The results are not sufficient for rate adaptation

algorithm studies, as the experiment results from iperf does not provide

any wireless link layer information such as the data rate is selected by rate

adaptation algorithm or the number of attempts for each data rates is used

to transmit data. In order to improve the quality of collected experiment

data, statistics about the link layer must be obtained.

The second measurement method used in this study is called ”rates-

tats”. It uses different measurement concept to an active measurement.

Instead of inspecting packets at the end of receiver node, target informa-

tion is able to be viewed at the sender node as data packets are transmitted.

This is achieved by collecting low overhead data from the rate adaptation

algorithm sending process. The captured data is independent from the



38 CHAPTER 5. EXPERIMENT DESIGN

rate adaptation algorithm that can be used to analyse performance. Fig-

ure 5.3 shows the components of the ath5k wireless driver. At the bottom

of the diagram is the physical wireless card. In this study, Atheros AR5414

chipset was used. On the top of the physical wireless card is the Atheros

HAL called OpenHAL[90], the following layer is ath5k wireless driver for

Atheros wireless cards, and the next layer is rate adaptation algorithms .

These components are implemented in the kernel space which is located

at the middle in the diagram. At the top of the diagrams the file system

which is accessible from user space. The Minstrel rate adaptation algo-

rithm output statistics are stored in ratestate in the file system. However,

this method requires kernel access. In the first experiment, we are not able

to get ratestate information from kernel because the MikroTik routerOS is

a close source operating system.

The combination of active measurement method and ”ratestats” mea-

surement method, the collected data is able to be coarse-grained and fine-

grained analysed, so that the content of collected data is much richer which

helps improving the quality of the study.

5.3 Data Collection

The quality of collected experiment data can also be influenced by many

factors. In this section, we describe how data is collected with minimum

interferences by many factors.

Start Time Monday Tuesday Wednesday Thursday Friday

8:00 am Test #1 Test #5 Test #9 Test #13 Test #17

10:00 am Test #3 Test #7 Test #11 Test #15 Test #19

1:00 pm Test #2 Test #6 Test #10 Test #14 Test #18

3:00 pm Test #4 Test #4 Test #12 Test #16 Test #20

Table 5.1: Experiment Time Routine
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Figure 5.3: Visualise Component of the ath5k wireless drive

One of key interfering factors is caused by the dynamic of wireless

channel conditions. All the experiments in this study were carried out in

a real environment. The wireless channel conditions dynamically change

from time to time. It causes a major concern about the experiment repeata-

bility. To perform an accurate comparable and repeatable experimental

study of a wireless link, multiple tests must be obtained to reduce the im-

pact on the external interference. In this thesis study, each experiment

repeatedly runs for 20 times and each run takes for 60 seconds to com-

plete. In addition, all the experiments strictly followed a time routine (see

Table 5.1). By following the routine improved the comparability among
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the different set of experiment.

5.4 Automation Controller

It can be a challenge to precisely and accurately run all the tests and to

simultaneously give instructions to all the devices. It is important to have

an automation controller that is able to precisely control and manage all

the devices, and to collect necessary data with the minimum interference

to experiment results. An automation program can minimize human error,

however it also brings two major internal interferences. The source of two

major internal influence factors come from the automation controller itself,

and transmitting controlling massages between experiment devices.

In a wired experiment, the overhead of controlling messages can be

relatively small to the capacity of wired link bandwidth. However wire-

less transmission has much larger transmission overhead because of high

packet loss ratio, especially when bad channel conditions take place dur-

ing the transmission. The overhead of controlling messages is relatively

large to wireless networks. Transmitting any controlling messages can

have huge impact on the quality of collected data no matter what mea-

surement methods used in the experiment. Therefore, transmitting con-

trolling messages is prohibited during the experiments. In this study, the

testbed automation controller is carefully designed to resolve the impact

on transmitting controlling messages. The design of the testbed automa-

tion controller will be explained in the later section.

Many programming languages can be used for controlling and man-

aging these experiment devices, such as Java, C#, etc. To perform an accu-

rate evaluation of rate adaptation algorithm, the programming language

should be light weight on process power consumption, so that it will not

cause additional interference to the experiment. However, Java, C# and

other high level programming languages are too heavy for this experi-

ment study which can potentially interfere the experiment results. As the
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reason above, the solution was to use a script programming language to

implement the automation controller. Bash scripting[91] was the choice

for controlling measurement applications and collecting experiment data

due to its light weight. To be able to remotely control all the devices,

bash script alone is not enough to satisfy the needs of the study. Expect

scripting[92] is another choice to remotely controlling all the devices for

this study. With the combination of bash and expect scripting, we are able

to simultaneously control and manage experiment devices.

Design of Testbed Automation Controller

Figure 5.4: iperf Working Procedure

In this thesis study, iperf is the choice for the active measurement method.

iperf is an end-to-end network performance measurement tool written in
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C++. It is made up by iperf server and iperf client. Figure 5.4 shows an

example of iperf working procedure. To run iperf measurement, the iperf

server should start running first by executing the following: iperf -s. It

allows server to listen on TCP or UDP port 5001. After the iperf server

started running, iperf client can be executed by executing the following:

iperf -c. The performance measurement starts once the iperf client sends

the first packet, and the iperf server receives the packet. After the iperf

server receives the last packet from the client, it calculates the throughput,

packet loss ratio (UDP experiment only), etc. The result is sent back to

the client. iperf users are able to set TCP window size, UDP send rate, the

duration of transmission and etc.

In order to reduce experiment interference from internal interruption,

experiment controlling messages do not allow to be transmitted between

AP and the receiver node during experiment measurement period which

shows grey area in Figure5.4. Therefore, all the controlling messages have

to be transmitted before experiments start or after experiments finish.

Testbed automation controller has four key components, User API, Ex-

periment Initiation, Experiment Execution and Data Collection. Figure 5.5

shows four key controller components and six sub-components. Four key

controller components are executed on a computer which has a wired link

to the AP, due to larger bandwidth on wired link which means less likely

interfere to the experiment. API is a central command center of automa-

tion controller program. It provides a GUI interface that allows user to

select different experiment parameters such as AP transmission power,

duration of experiment, etc. In addition, API also instructs other compo-

nents running on sender node or receiver node. However, these control-

ling messages can be key internal interference sources. Therefore, other

six sub-components are executed in the sender node or the receiver node

at outside of experiment measurement period which has indicated in Fig-

ure 5.4. In the entire process, there are few important steps which are re-

quired to pay extra attention; they are Experiment Processors Termination,
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and Data Transfer. In order to have an accurate experiment result, it is im-

portant to keep all the internal experiment condition same. Therefore, Ex-

periment Processors Termination is executed before and after experiment

to ensure that the experiment result will not be interfered by previous ex-

periment. Data Transfer is another important step in the controlling pro-

cess. It transfers recorded data back to the main PC for further analysing.

However, data transfer can occupy a huge amount of bandwidth which

causes interference to the experiment. Therefore, transferring collected

data in between experiment measurement is prohibited.

Figure 5.5: Automation Controller Working Procedure

5.5 Summary

Evaluating rate adaptation algorithm in a real-world environment is al-

ways a challenge to many researchers. Experiment results can be easily
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corrupted by surrounding environment and experiment tools. To reduce

interference from internally and externally, we carefully select our experi-

ment tools and implement a controller program to manage all experiment

devices. In order to have a conclusive and repeatable result, multiple testes

are preceded. In addition, all experiments strictly follow a time routine.



Chapter 6

Mikrotik Experiment Study

MikroTik wireless router is widely used in New Zealand and around the

world. Many organisations and individuals use the operating system pro-

vided by MikroTik. Integrated with the operating system is MikroTik’s

proprietary rate adaptation algorithm. The router uses rate adaptation as

the default setting. Considering the popularity of the Mikrotik wireless

router, findings in this study can provide useful information to the user

on the performance MikroTik rate adaptation algorithm and the design of

rate adaptation algorithm. This section shows the performance compari-

son between Mikrotik rate adaptation algorithm and fixed rate with UDP

and TCP traffic. Our published paper [19] is based on this experiment.

The focus of the experiment was on four factors that can have an impact

on the performance of the rate adaptation and fixed rate: UDP sending

rate, AP transmission power level, AP/client distance and RTT for TCP

traffic. Section 6.2 shows how experiment factors were selected in this ex-

periment.

6.1 MikroTik Rate Adaptation Algorithm

MikroTik does not provide any specifications about the algorithm. After

consulting with MikroTik technical support, it was noted that the data
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rate is increased or decreased depends upon the transmission failure or

success. Three sequential transmission failures decrease the data rate until

it reaches the lowest rate. If the three failures are already on lowest rate,

then the transmission for these destination is suspended until it runs out

of on-fail-retry-time[93]. On the other hand, three sequential successful

transmissions increase the data rate until it reaches the highest rate.

6.2 Experiment Factors

UDP sending rate, AP power level and distances between AP and client

are considered as key experiment factors in this experiment. In this sec-

tion, we conduct few initial tests to select the parameters of the experiment

factors. The reason of selecting these parameters are explained in this sec-

tion.

6.2.1 UDP Sending Rate

UDP traffic does not respond to packet losses. There are two types of

packet losses: buffer overflow and wireless corruption. A high UDP send-

ing rate is used to investigate the scenarios that tend to have significant

buffer overflow packet losses at the AP. A low UDP sending rate is used to

investigate the scenarios that would not have significant buffer overflow

losses. High/Low UDP sending rates are defined below (High/Low are

relative terms):

• High UDP Sending Rates Sending rates equal data rate (e.g. if the

data rate is 54Mbps, the UDP sending rate should be set to 54Mbps).

• Low UDP Sending Rates Sending rates equal 2/5 of data rate (e.g. if

the data rate is 36 Mbps, the UDP sending rate should be set to 14

Mbps). The reason why the sending rate is set to 2/5 of data rate is

explained in Table 6.1
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Data Rate

Packet Loss Ratio

High Sending Rate Low Sending Rate

1 M 20 M 1 M 20 M

54 Mbps 54.97% 55.71% 6.41% 1.83%

48 Mbps 55.12% 53.59% 4.91% 4.57%

36 Mbps 47.91% 50.87% 3% 2.19%

24 Mbps 40.19% 45.37% 0.02% 0.75%

18 Mbps 34.31% 32.8% 0.32% 0.1%

12 Mbps 27.99% 27.84% 0.01% 0%

9 Mbps 27.44% 25.33% 0.03% 0%

6 Mbps 19.73% 23.83% 0% 0%

Table 6.1: IEEE 802.11 g Data Rate

Table 6.1 shows the average percentage of packet losses with High-

/Low UDP sending rates using fixed rates. The client node is placed at R1

and R2 (Figure 5.2) with the APs power level set to 17 dBm. In the table,

the highest packet loss ratio is 56.97% (less than 60%). Therefore, we ex-

pect that a sending rate at 40% (2/5) of data rate would have substantially

reduced buffer overflow packet losses. Indeed, the table shows that Low

UDP sending rate has very low packet loss ratio while High UDP sending

rate creates a lot of buffer overflow packet losses at the AP. Based on this

observation we conclude that High UDP sending rate tries to fully utilise

channel capacity while Low UDP sending rate tries to utilise channel ca-

pacity without creating a lot of buffer overflow losses.

6.2.2 Power Level and AP/Client Distance

In this experiment, a combination of different transmission power levels

and AP/Client distances were used to emulate bad/good channel con-

ditions. There were two transmission power levels were selected: High

power level (17 dBm) and Low power level (8 dBm). 17 dBm is the default
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transmission power.

Based on the two power levels, we did some initial tests to help select

the locations to place the client node. We did tests with AP/client distance

at 1 meter, 5 meters, 10 meters, 15 meters and 20 meters. Figure 6.1 and 6.2

show channel utilisation of fixed rate with High UDP sending rate on each

of the eight data rates. In Figure 6.1 the power level is set to 8dBm while

in Figure 6.2 the power level is set to 17dBm. Figure 6.1 clearly shows that

there is no clear performance difference between AP/client distance at 1m,

5m, 10m and 15m. However, at 20 meters the performance is substan-

tially dropped. In Figure 6.2, there is even no clear performance difference

between AP/client distance at 1m and 20m. With power level at 8dBm,

it was also observed that the client node had frequent connection losses,

when placed beyond 20 meters away. Therefore, we choose locations R1

(1m) and R2 (20m) to place the client node for the experiments.

Table 6.2 lists the experiments with UDP traffic. The experiments are

split into two parts: High UDP Sending Rates experiments and Low UDP

Sending Rates experiments, with a combination of power levels (17/8

dBm) and AP/client distance (R1/R2). Table 6.3 lists the experiments with

TCP traffic.

AP Power Sending Rate Client Location

Exp1 8 dBm High R1

Exp2 8 dBm High R2

Exp3 17 dBm High R1

Exp4 17 dBm High R2

Exp5 8 dBm Low R1

Exp6 8 dBm Low R2

Exp7 17 dBm Low R1

Exp8 17 dBm Low R2

Table 6.2: UDP Experiments
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Figure 6.1: Channel Utilisation (8dBm, High UDP)

Figure 6.2: Channel Utilisation (17dBm, High UDP)
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AP Power RTT (ms) Client Location

Exp1 8 dBm 10, 50, 100, 200 R1

Exp2 8 dBm 10, 50, 100, 200 R2

Exp3 17 dBm 10, 50, 100, 200 R1

Exp4 17 dBm 10, 50, 100, 200 R2

Table 6.3: TCP Experiments

6.3 UDP - High UDP Sending Rate

6.3.1 Average Throughput

Figure 6.3 and 6.4 compares the throughput performance of fixed rate and

Mikrotik rate adaptation, based on experiments Exp 1 and Exp 3. It shows

that fixed rate outperforms Mikrotik rate adaptation as data rate increases.

The rate adaptation performs slightly better than fixed rate when the data

rate used by fixed rate is low. This is understandable - rate adaptation

has the freedom to use high data rates while fixed rate can only use the se-

lected data rate. However, when fixed rate is not limited by low data rates,

it performs significantly better than rate adaptation. The results from ex-

periments Exp 2 and Exp 4 show the similar performance.

From Figure 6.3 and 6.4, it has also been noticed that the standard de-

viation of Mikrotik rate adaptation with High power level (Figure 6.4) is

much higher than the one with low power level (Figure 6.3). The cause

could be due to the interference from a nearby AP. The campus has an AP

at spot CAP as shown in Figure . The AP at CAP adjusts its power level dy-

namically according to the surrounding noise levels. When the Mikrotik

wireless router increased the power level, the CAP AP also increased its

power level. As a result, there might be greater interference between the

APs.

Figure 6.5 shows the throughput ratio between the Mikrotik rate adap-

tation and fixed rates with low and high power levels at location R1. Again,
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Figure 6.3: Throughput performance - power level: 8 dBm, client location:

R1

Figure 6.4: Throughput performance - power level: 17 dBm, client loca-

tion: R1
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Figure 6.5: Throughput ratio - client location: R1

Figure 6.6: Throughput ratio - power level: 8 dBm
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it shows that fixed rate significantly outperforms the Mikrotik rate adap-

tation on most of the eight data rates (up to 300%). The figure also shows

that the performance gain by fixed rate over the rate adaptation is more

significant with low power level. This is also confirmed by the experi-

ments at location R2 (not shown in this paper).

Figure 6.6 shows the throughput ratio between fixed rate and the rate

adaptation with low power level (8 dBm) at locations R1 and R2. In con-

trast to Figure 6.5, it shows that between locations R1 and R2 there is no

much difference on the performance gain, even though the throughput

performance is better at location R1 than at location R2 (not shown in

this paper). The similar observation is confirmed by the results with high

power level (17 dBm) (not shown in this thesis).

Figure 6.7 shows the throughput performance of rate adaptation. There

is no much difference between different UDP sending rates, when the

sending rate is not low. The throughput is slightly lower when the send-

ing rate is low. This is not surprising - low sending rate, low through-

put. However, the lack of throughput difference between different send-

ing rates leads to a conjecture conclusion that the Mikrotik rate adaptation

algorithm studied in the experiments could be too conservative.

In terms of power levels, better throughput performance is observed

with high power level. This is not surprising . However, the performance

with high power level is not as stable as with low power level. As men-

tioned earlier, this could be due to the interference for the AP at spot CAP.

In terms of AP/client distance (R1/R2), with low power level R1 has the

better performance. With High power level there is no clear performance

difference between R1 and R2 - the distance difference between R1 and R2

appears not big enough to show significant performance difference.
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Figure 6.7: Throughput performance - Mikrotik rate adaptation

6.3.2 Maximum and Minimum Throughput

Figure 6.8 and 6.9 show the maximum and minimum throughput of rate

adaptation and fixed rate obtained from experiment Exp 1. The corre-

sponding average throughput of the experiment is shown in Figure 6.3,

which clearly shows fixed rate outperforms rate adaptation in most cases.

However, According to the maximum and minimum throughput in Fig-

ure 6.8 and 6.9, except for the two highest data rates (54 and 48Mbps)

there is no much difference between the two. In a matter of fact, some ex-

periments show that rate adaptation outperforms fixed rate in many cases

(not shown in this paper). Also considering the significant standard de-

viation, it is hard to predict for a particular instance whether fixed rate is

going to outperform rate adaptation. In this section, this study does not

intend to make conclusions regarding who outperforms who in terms of
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minimum and maximum throughput. Indeed, the results from the experi-

ments show conflicting observations (not shown in this paper). However,

one thing is clear that due to the unpredictable nature of wireless channels

the performance varies significantly from instance to instance.

6.4 UDP - Low UDP Sending Rates

6.4.1 Average Throughput

This section shows the results from the four experiments with Low UDP

sending rate (Exp 5 to Exp 8). The goal is to investigate the performance

of fixed rate and rate adaptation when buffer overflow losses are not an

issue or at least not a major issue. This section also compares with high

UDP sending rate.

Figure 6.10 and 6.11 compares the throughput performance of fixed

rate and rate adaptation at location R2 with Low and High power levels,

respectively. Again, similar to High UDP sending rate fixed rate outper-

forms rate adaptation as data rate increases. Recall that, with High UDP

sending rate, rate adaptation outperforms fixed rate when data rate is low.

However, with Low UDP sending rate both mechanisms have the similar

performance when data rate is low. This is because with Low UDP send-

ing rate the benefit that rate adaptation can use high data rate becomes less

significant. Even when a high data rate is used there is no much data to

transmit. The other experiments have the similar observation (not shown

in this thesis).

Figure 6.13 shows the throughput ratio between fixed rate and rate

adaptation with Low and High power levels at location R1. Again, it

shows that the performance gain by fixed rate over rate adaptation is more

significant with Low power level and High data rate. Figure 6.12 shows

the throughput ratio with Low power level at locations R1 and R2. Again,

it shows that between locations R1 and R2 there is no much difference on



56 CHAPTER 6. MIKROTIK EXPERIMENT STUDY

Figure 6.8: Maxium UDP Throughput

Figure 6.9: Minimum UDP Throughput
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Figure 6.10: Throughput performance - power level: 8 dBm, client loca-

tion: R2

the performance gain by fixed rate. The similar findings are observed in

the other experiments (not shown in this thesis).

6.4.2 Average Delivery Ratio

Figure 6.14 and 6.15 shows the delivery ratio of UDP packets in relation

to sending rate and data rate. Delivery ratio measures how much data

has been delivered in relation to the amount of data that has been sent.

It shows that the delivery ratio increases as sending rate / data rate de-

creases. In most cases, fixed rate outperforms rate adaptation. With High

UDP sending rate and high data rate, rate adaptation has a delivery ratio

as low as under 20% while fixed rate performs significantly better. With

Low UDP sending rate, fixed rate can achieve a delivery ratio close to
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Figure 6.11: Throughput performance - power level: 17 dBm, client loca-

tion: R2

100% in many cases. In contrast, rate adaptation can only achieve com-

parable performance when the sending rate is low. For example, in Fig-

ure 6.14 using high data rate fix rate can achieve a delivery ratio more

than 90%. In the meantime, rate adaptation can only achieve a delivery

ratio around 30%.

6.5 TCP

In this section, we describe the comparison of the performance of rate

adaptation and fixed rate with TCP traffic. There are four experiments

as shown in Table 6.3. In each of the four experiments, four different RTTs

(10, 50, 100 and 200 ms) are used to emulate small to large network en-
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Figure 6.12: Throughput ratio - client location: R1

vironments. In iperf the maximum window size is set to 256 KB. It is

observed that all the four experiments have the similar performance. Fig-

ure 6.16 shows the throughput performance from experiment Exp 4 with

High power level and client node placed at location R2. It shows that fixed

rate outperforms rate adaptation in most cases. Only in the cases of low

data rate, rate adaptation outperforms fixed rate.

In terms of RTT, the figure shows that the throughput of fixed rate de-

creases as RTT increases. This is due to the fact that TCP throughput is

capped by the maximum TCP window size or the maximum achievable

TCP sending rate. Table 6.4 shows the maximum achievable TCP sending

rate associated with each of the four RTTs.

The throughput performance is limited by two factors: data rate (chan-

nel capacity) and maximum achievable TCP sending rate. In the follow-
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Figure 6.13: Throughput ratio - power level: 8 dBm

ing, we illustrate how these two factors affect throughput performance.

Figures 6.17 and 6.18 show the ratio of throughput to data rate and the

ratio of throughput to maximum achievable TCP sending rate, with data

rates 54Mbps and 6Mbps, respectively.
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Figure 6.14: Throughput ratio - client location: R1

Figure 6.17: Throughput to data rate ratio (54 Mbps) and throughput to

maximum sending rate ratio
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Figure 6.15: Throughput ratio - power level: 8 dBm

Figure 6.18: Throughput to data rate ratio (6 Mbps) and throughput to

maximum sending rate ratio
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Figure 6.16: Throughput performance - power level: 17 dBm, client loca-

tion: R2

In Figure 6.17, it shows that the throughput / data rate ratio decreases

(roughly from 40% down to 10%) as RTT increases. This indicates the pos-

sibility that data rate limits throughput performance decreases with the

increase of RTT. On the other hand, the throughput / max. sending rate

ratio increases with RTT (roughly from 10% up to 70%). This indicates that

the possibility that max. sending rate limits throughput performance in-

creases with RTT. This explains why the throughput of fixed rate decreases

with the increase of RTT when high data rates are used.

In Figure 6.18, it shows that the throughput / data rate ratio stays

around 70% while the throughput / max. Sending rate ratio increases up

to 40%. Although the throughput / max. Sending rate ratio increases with

RTT, the ratio (up to 40%) is quite below the throughput / data rate ratio
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Window Size RTT Maximum TCP Sending Rates

256 KB

10ms 200 Mbps

DC Michael Duberry

DC Dominic Matteo

RB Didier Domi

Table 6.4: Maximum TCP Sending Rates in Relation to RTTs

(around 70%). This indicates that the throughput performance is largely

limited by data rate when low data rates are used. The throughput / max

sending rate ratio of rate adaptation exhibits the similar pattern as fixed

rate when low data rates (e.g., 6Mpbs) are used, indicating its throughput

performance is largely limited by data rates. As a result, its throughput

does not change much across all RTTs.

This section also describes the comparison of the performance gain by

fixed rate over rate adaptation, in relation to power level and AP/client

distance (not shown in this paper). The difference is not significant, al-

though Low power level has a slightly greater performance gain. Recall

that in UDP the difference is quite significant (Figures 6.5 and 6.12).

6.6 Experiment Summary

This experiment compares the performance of fixed rate and Mikrotik rate

adaptation algorithm with both UDP and TCP traffic over an IEEE 802.11g

wireless testbed. To better understand the performance issues, in the com-

parison, a number of factors were taken into account such as AP transmis-

sion power, AP/client distance, UDP sending rate and RTT for TCP traffic

flows.

This chapter compares the performance of fixed rate and rate adapta-

tion with both UDP and TCP traffic over an 802.11g wireless testbed. To

better understand the performance issues, in the comparison, a number of
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factors were taken into account such as AP transmission power, AP/client

distance, UDP sending rate and RTT for TCP traffic flows.

It shows that fixed rate outperforms the Mikrotik rate adaptation in

most cases, especially when high data rates are used. The rate adaptation

can perform slightly better than fixed rate when fixed rate is forced to use

low data rates. However, this slight performance gain disappears when

low UDP sending rate is used. Although overall fixed rate performs better,

the performance of both mechanisms are not consistent from run to run.

This makes it hard to predict for a particular instance which one is going

to outperform the other.

It also appears that the performance gain by fixed rate over the Mikrotik

rate adaptation is correlated to AP power level. Low power level would

see greater performance gain. However, in terms of AP/client distance

we do not have such observation, although the performance differs sig-

nificantly with different AP/client distance. However, we do not rule out

the possibility that the difference on AP/client distance is not significant

enough in terms of comparing performance gain. For TCP, the perfor-

mance gain does not differ much with different factors.

Another observation is that the rate adaptation algorithm used in the

AP appears to be too conservative for a given condition the algorithm

could have chosen a higher data rate. New designs of rate adaptation

could take this observation into consideration. For manufacturers, it could

be a good idea that for a particular rate adaptation algorithm multiple con-

figuration options are provided for tuning the aggressiveness of the algo-

rithm.
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Chapter 7

Theoretical Study of Minstrel

Minstrel[55] rate adaptation algorithm is one of the most common ACK

based approach algorithm. It is widely used by many common wireless

drivers such as MadWifi, Ath5k, and Ath9k[16]. For the purpose of this

thesis, it is important to understand how Minstrel rate adaptation algo-

rithm works. Surprisingly, there is very little literature studying the per-

formance of Minstrel. In order to conduct a comprehensive real environ-

ment experimental based study, it is necessary to conduct a theoretical

study. The theoretical study is based on exploring the sources code[94] of

Minstrel rate adaptation algorithm. The algorithm was invented by Derek

Smithies [55] in 2006. It allows different data rates to be used for every re-

mote node. So that Minstrel could work better if different wireless channel

environment occurred at different remote node. In this chapter, it explored

Minstrel by explaining the basic Knowledge of Minstrel and working pro-

cess.

7.1 Minstrel Rate Adaptation

Before talking about Minstrel rate adaptation algorithm, it is important

to understand four critical design concepts of Minstrel: the retry chain

mechanism, the statistics of transmission, the normal transmission, and

67
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sampling transmission.

7.1.1 Retry Chain

Minstrel rate adaptation algorithm uses a mechanism known as a multi-

rate re-try chain which helps it react to short-term variations in channel

quality. The retry chain is one of critical concept of Minstrel. The retry

chain consists of four rate-count pairs, named r0/c0, r1/c1, r2/c2, and

r3/c3. A packet is first transmitted at rate r0 for c0 attempts. If the trans-

mission is not successful after c0 attempts, transmission is attempted at

rate r1 for c1 attempts, and the process goes on until the packet is suc-

cessfully transmitted or ultimately discarded after (c0 + c1 + c2 + c3) un-

successful transmission attempts. The values of c0 - c3 are chosen so that

retry chain is guaranteed to finish in 26ms. If r0/c0 successfully transmits

a packet, the rest of retry chain is ignored. Importantly, the retry time for

all data rates is almost equal. A high data rate has a higher number of re-

tries than lower data rates due to the faster transmission time of the high

rates. The values for r0 - r3 in the retry chain are chosen differently de-

pending on which category of transmission is being performed: normal

transmission or sampling transmission. The rates for each transmission

category are shown in Table 7.1. The two categories are discussed later.

Retry(r) Normal Transmission
Sampling Transmission

Random < Best Random > Best

0 Best Rate1 Best Rate Random Rate

1 2nd Best Rate Random Rate Best Rate

2 Best Probability2 Best Probability Best Probability

3 Base Rate3 Base Rate Base Rate

Table 7.1: Minstrel Retry Chain

1A data rate that performs the highest throughput
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7.1.2 Statistics of Transmission

Minstrel maintains a history of the packet transmission statistics at each

rate based on an Exponentially Weighted Moving Average (EWMA)[95].

These statistics are used to re-evaluate the retry chain every 100 ms. Fol-

lowing the study of the source code, the retry chain involves three main

steps to re-evaluate. The first step is to measure the probability of success-

ful transmission for each data rate. The measured successful ratio is given

by:
successful transmissions

num attempts
× 100% (7.1)

The second step is to calculate EMWA probability of successful transmis-

sion ratio, given by:

success ratio× (100− ewma level) + (old ewma success ratio× ewma level)

100
(7.2)

The success ratio variable is a scaled value; it is the probability of success-

ful transmission based on packet transmissions in the most recent 100 ms

interval. The old ewma success ratio is the EWMA scaling value from the

previous 100 ms interval. The default scaling value (ewma) level is 25%,

so the weight of the new result is 75%. This can be compared to SampleR-

ate[54], where the weight of the new result is 95%. The third step is to

calculate the throughput for each data rate using the following function:

ewma throughput− ewma success ratio× perfect throughput (7.3)

The perfect throughput is calculated using the time taken to transmit an

average-sized packet at the data rate without retransmission.

7.1.3 Normal Transmission

During normal transmission, the rate values in the retry chain are chosen

as follows: r0 is set to the rate that achieves the highest ewma throughput

2A data rate that performs the highest successful transmission rate
3The lowest data rate
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(see above), r1 is the rate with the second highest ewma throughput, r2 is

the rate with the highest ewma success ratio, and finally r3 is set to the

lowest available data rate. This provides a set of gradually decreasing

rates that are chosen based on the historical statistics gathered about the

condition of the wireless channel in order to provide good throughput in

the current wireless environment.

7.1.4 Sampling Transmission

During sampling transmission, frames are chosen to sample the rates not

currently in the retry chain, so that the algorithm is able to change the

rates in the retry chain if the old rates no longer provide the best through-

put. Like SampleRate on which Minstrel is based, 10% of the data frames

are used to sample other data rates. For each sample packet, Minstrel ran-

domly picks a rate not currently in the retry chain to sample. The r0 is set

to whichever is higher out of the sample rate or the rate with the highest

ewma throughput and r1 is set to whichever is lower. r2 and r3 remain

the rate with the highest ewma success ratio and the lowest available rate

respectively. This sampling mechanism means that Minstrel is more likely

to sample higher rates, because higher rates are tried before the rate with

the current highest throughput. This results in Minstrel being able to ef-

fectively increase its sending rates as the quality of the wireless channel

increases, which was an area of weakness in previous algorithm such as

SampleRate.

7.2 Minstrel Source Code Study

7.2.1 Initialization and Statistic Calculation

System initialization operation has to be executed every single time when

Minstrel is booted up. The tasks of initialization are to calculate the max-

imum retry counter for each data rate and reset all the system statistics
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Figure 7.1: Minstrel Initialization

Figure 7.2: Minstrel Function: ”ath rate ctl reset”

Figure 7.3: Minstrel Function: ”calc usecs unicast packet”
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such as probability of successful transmission, number of attempts, etc.

There are three important constant variables in this operation as shown

in Figure 7.1. The variable ”ath lookaround rate” determines the percent-

age of time that a sampling transmission is fired. ”ath segment size” is

used to calculate the maximum retry counter for a data rate. The de-

fault value is 6000 microsecond. ”ath ewma level” is the EWMA level. Fig-

ure 7.2 and 7.3 show the functions of calculating the retry counter. The

transmission time for each data rate is calculated by performing function

”calc usecs unicast packet”. The calculation of transmission time is based

on the MAC layer configuration and the cost of wireless channel access

as shown in Figur 7.4. In addition, the data packet segment size is set to

1200 bytes or 9600 bits. Therefore, the transmission time is an ideal value,

it does not represent the transmission time in a real environment. The

retransmission time for each data rate (including the time spends on me-

dia access) on a retry chain is set to 6000 microseconds as default. Once

Minstrel rate adaptation algorithm is initialized, the retry counter for each

data rate is remained the same. A higher data rate always has larger retry

counter than a lower date rate because of a shorter ideal transmission time.

7.2.2 Data Rate Selection

The data sampling acts a very important role in predicating the optimal

data rate in a dynamic wireless environment. The Minstrel’s sampling

algorithm is a major improvement which compares to SampleRate. It re-

solved the issues that SampleRate appeared to be stuck in sampling low

data rates, and would not move to a higher data rate after a long period

of operation. Figure 7.5 shows the function that Minstrel generates a ta-

ble which randomly stores different data rates. So later, it can be used for

providing random data rate for sampling transmission. Minstrel spends

10% of transmission time to sample a data rate that is not currently used.

”ath rate findrate” (Figure 7.6) is the function that determines whether the
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Figure 7.4: Channel Access Cost

Figure 7.5: Minstrel Function: ”ath fill sample table”
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Figure 7.6: Minstrel Function: ”ath rate findrate

Figure 7.7: Minstrel Function: ”ath rate setupxtxdesc”
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current transmission should be in a sampling transmission stage or a nor-

mal transmission stage. Every 10000 packets, the sample counter and

packet counter reset to zero. If the current transmission is a sampling

transmission, then r0 will be either set to the random data rate if the ran-

dom data rate is higher than the current optimal data rate, or remains the

current optimal data rate as r0 if the random data rate is smaller. This is

one of the key differences between Minstrel’s sampling algorithm and Sam-

pleRate’s sampling algorithm. As Minstrel’s inventor claims that the major

improvement stops Minstrel to spend time on sampling the lower rates

when the channel condition is good. Another important piece of function

is ”ath rate setupxtxdesc” (Figure 7.7). The purpose of having this function

is to construct the rest of retransmission data rate (r1, r2, and r3). If the

randomly selected rate is slower than the current optimal throughput, the

randomly selected rate is placed second in the chain. If the link is not good,

then there will be data collected at the randomly selected rate. Thus, if the

best throughput rate is currently 54 Mbps, the only time slower rates are

sampled is when a packet fails in transmission.

7.3 Summary

The determination of a Minstrel’s retry chain is depended on the value of

the EWMA throughputs and EWMA probability of successful transmis-

sion. Moreover, the throughput performance of sending a packet is relied

to data rates and the number of retransmitting that packet. The more re-

transmission causes lower throughput performance.

Previous section has mentioned that Minstrel rate adaptation algorithm

has four different data rates in a retry chain, each data rate has approxi-

mately 6000 microseconds to use for sending a packet before Minstrel de-

cided to use next available data rate to send the packet. Retransmission

counter and throughput for each data rate is calculated based on an ideal

transmission time for each rate. The statistic throughput of Minstrel can-
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not represent the real performance of each data rate in a real environment.

These values are indications of data rate selection for Minstrel’s retry chain.

It is noticed that a higher data rate always has a higher chance to be se-

lected due to its large retransmission counter and the order of retry chain.



Chapter 8

Minstrel Experiment Study

Minstrel is a rate adaptation algorithm that has good performance com-

pared with other algorithms, and is widely implemented in popular wire-

less drivers, Ath5k and Ath9k. However, surprisingly, there is very little

literature studying the performance of Minstrel.

The Minstrel theoretical study has indicated that Minstrel rate adapta-

tion algorithm prefers to select higher data rates. This characteristic helps

Minstrel to have faster recovery if wireless channel conditions are from bad

to good. However, the aggressiveness of Minstrel can also become costly

if wireless channel conditions drop from good to bad. Therefore, Min-

strel rate adaptation algorithm experimental study was focused on UDP

transmission in static channel environments and dynamic channel envi-

ronments.

In this chapter, it presents an experimental study using the MikroTik

wireless access point which evaluates the performance of Minstrel against

fixed rates in a real-world IEEE 802.11g testbed. This experimental study

has two major sections, the downlink experiments and uplink experiments.

Our published paper [20] is based on our downlink experiments and pa-

per [21] is based on uplink experiments

77
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8.1 Minstrel Experiment Factors

The main experimental study is focused on the performance of Minstrel

rate adaptation algorithm. The aim of this experiment is to understand

the performance issues of Minstrel in a real-world environment. Previ-

ous studies such as [82] has shown that Minstrel rate adaptation algorithm

outperforms other rate adaptation algorithms such as SampleRate. How-

ever this is not to say that Minstrel gives the best possible performance

in all situations. In Minstrel experimental study, part one evaluates the

performance of Minstrel rate adaptation algorithm in a downlink channel

environment, and part two evaluates the algorithm in a uplink channel

environment. The study gives insight into areas where Minstrel rate adap-

tation algorithm can perform better. Three locations (L1, L2, and L3) were

selected to place the client PC (Figure 5.2). Spot AP was the location for

the Access Point. L1 has the shortest transmission distance to the AP while

L3 has the longest distance and L2 is in the middle. Two glass walls are

between these three locations and the AP. Whilst the 802.11g standard pro-

vides data rates up to 54 Mbps, the overhead of the MAC protocol means

that the realistic throughput is usually below half the data rate. There-

fore an offer load of 35 Mbps is enough to saturate the wireless channel

between the laptop and the AP.

The first part of Minstrel Experimental Study focuses on evaluating the

performance of Minstrel rate adaptation algorithm in a downlink chan-

nel environment. It is carried out with four scenarios: ”static” channel

conditions (downlink), ”dynamic” channel conditions (downlink), vari-

able datagram size with ”static” channels and variable datagram size with

”dynamic” channels.

The second part of Minstrel Experimental Study focuses evaluating the

performance of Minstrel rate adaptation algorithm in a uplink channel en-

vironment. It is also carried out with three scenarios that have different

impacts on network performance: ”static” channel conditions (uplink),
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dynamic channel conditions (uplink) and mobile transmission.

Static Channel Condition. In this scenario, the transmission power is

fixed for the entire duration of the transmission. This means the quality

of the wireless channel is relatively stable during each experiment. Differ-

ent experiments are conducted with different transmission powers rang-

ing from 17 dBm to 1 dBm. High power levels are used to emulate a short

transmission distance between the wireless sender and receiver. In this

case, the wireless channel quality is good and the channel’s resistance to

interference is high. Low power levels are used to emulate a long trans-

mission distance or the scenarios where small network coverage is desired.

This means that the wireless channel quality is low and the channel is more

susceptible to interference. This experiment provides basic performance

comparison between Minstrel rate adaptation algorithm and fixed rates.

Dynamic Channel Condition. Dynamic wireless channel conditions are

emulated by making the transmission power flip between 17 dBm and 1

dBm during experiment run. The transmission power stays at 17 dBm for

2 sec before flipping to 1 dBm, the time of flipping power back to 17 dBm

is varied between 2 seconds and 10 seconds . As the result, the degree to

which the wireless channel is resistant to interference changes from time to

time during the experiment. These dynamic channel tests provide perfor-

mance comparison between Minstrel rate adaptation algorithm and fixed

rates in a complex and variable wireless environment.

Variable Datagram Size with ”static” Channels. In this experiment,

the experiment scenario is similar to the experiment with a static channel

condition. The UDP datagram sizes varies from 100 to 2000 bytes. The

experiment emulates Minstrel reacts to packet losses in a static channel

condition. The transmission power is set from 17 dBm to 1 dBm. The data-

gram size and the transmission power are fixed during the entire transmis-

sion.

Variable Datagram Size with ”dynamic” Channels. This experiment

is similar to the experiment with a dynamic channel condition. In this
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experiment, the datagram size also varies from 100 to 2000 bytes. The

datagram size is fixed during the entire transmission. The transmission

power, however, flips between 17 dBm and 1 dBm.

Mobile Transmission. Sometimes the channel channel will change grad-

ually, for example, if a wireless client moves spatially with respect to the

AP. In this scenario, we gradually change the wireless channel condition

by increasing or decreasing the transmission power during the experi-

ment. We consider both low to high and high to lower changes. We run

experiments with different update periods, i.e. the time value in between

consecutive power level updates. We vary this period from 2 to 5 seconds.

At the beginning of the experiment, the transmission power is either set to

17 dBm or 1 dBm, then during the experiment the transmission power is

increased or decreased by 2 dBm increments at each update period until it

reaches 1 dBm or 17 dBm.

8.2 Downlink Experiments

This section shows the performance comparison between Minstrel rate

adaptation algorithm and fixed rate with UDP downlink traffic. The fo-

cus of the experiment is on three factors that can have an impact on the

performance of the rate adaptation and fixed rate: static channel transmis-

sion, dynamic channel transmission and datagram size.

8.2.1 Static Channel Transmission

In this scenario, data is transmitted from server to client for 60 seconds, the

transmission power is adjusted at the AP side. The transmission power is

kept steady for the duration of each experiment. High power level is used

to emulate the scenarios where the channel of the AP side is relatively

resistant to interferences. Low power level is used to emulate the scenarios

where the AP side of the channel is relatively vulnerable to interferences.
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The offered traffic load is set to 35 Mbps.

Figure 8.1, 8.2, and 8.3 shows the throughput performance of fixed

rates and Minstrel against transmission power. In Figure 8.1, the AP is

placed at location L1, which is closest to the client node. It clearly shows

that compares to other fixed rates 54Mbps data rate has the best through-

put performance through the entire range of transmission power. Minstrel

has a performance comparable to 54Mbps.

When the AP is moved away from the client node to location L2 (Fig-

ure 8.2), the throughput performance drops. 48Mbps and 54Mbps have

a better performance than the other fixed rates, while 48Mbps starts to

outperform 54Mbps with low transmission power. Minstrel has the simi-

lar performance as 48/54Mbps with high transmission power. However,

when the transmission power is low, Minstrel cannot catch up the perfor-

mance of 48/54Mbps or even 36Mbps.

In Figure 8.3, the AP is further moved away from the client node to

location L3. The throughput performance is dropped again. The perfor-

mance of 54Mbps suffers a lot from this change of location. It now has

the worst performance. Data rate 36Mbps gives the best performance.

Minstrel has a performance comparable to 48Mbps and 36Mbps when the

transmission power is high. However, with low transmission power 36Mbps

outperforms Minstrel.

With the three locations (L1, L2 and L3), the best performer is 54Mbps/

Minstrel, 48/54Mbps and 36Mbps, respectively. Figure 3 shows the through-

put ratio between Minstrel and the fixed rate that achieves the overall best

throughput (54, 48 and 36Mbps for L1, L2 and L3, respectively). For lo-

cations L2 and L3, the ratio goes down from around 100% to around 70%.

Although Minstrel is among the best when the transmission power is high,

it may not be able to achieve the performance of certain fixed rates when

the transmission power is low. This indicates that in the environments

vulnerable to interferences Minstrel at AP side may not be able to select

the optimal data rate for transmission.
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Figure 8.1: Throughput performance with static channels - AP location: L1

Figure 8.2: Throughput performance with static channels - AP location: L2
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Figure 8.3: Throughput performance with static channels - AP location: L3

8.2.2 Dynamic Channel Transmission

In this section, the experiment is conducted in dynamic channel condi-

tions. A dynamic wireless channel is created by flipping the transmission

power between 17 dBm and 1 dBm at the AP side. The transmission power

stays at 17 dBm for 2 sec before flipping to 1 dBm. The dynamism of the

channel is adjusted by varying the duration that the power level stays low

between 1 and 9 seconds, and each test runs for 60 seconds. As a result, the

channel becomes resistant/vulnerable to interferences from time to time.

Figure 8.4, 8.5 and 8.6 shows the performance of Minstrel and fixed

rates at the three locations. At location L1, 54Mbps and Minstrel have the

best performance. However, at locations L2 and L3 Minstrel is not the

best performer. At L2, 36/48Mbps consistently outperforms Minstrel. At

L3, Minstrel has a performance similar to 24Mbps, but consistently below
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36Mbps. Figure 8.7 shows the throughput ratio between Minstrel and the

fixed rate that achieves the overall best throughput. For locations L2 and

L3, the ratio is around 80%. It is a bit surprising. Minstrel has the capability

of adapting to channel conditions while fixed rates do not adapt at all. In a

dynamic environment, the performance of Minstrel is expected to be better.

However, it is not always the case. The experimental results indicate that

with high channel dynamics at AP side, Minstrel does not adapt well.

8.2.3 Datagram Size with Static Channel Transmission

Minstrel reacts to packet losses. In wireless environment, datagram sizes

have a direct impact on perceived packet loss behaviours including packet

loss ratio. In this section, the focus of the experiment is on the impact of

datagram sizes on the performance of Minstrel and fixed rates with static

channel transmission. The datagram size is set from 100 bytes to 2000

bytes. Similar to Section 8.2.1, the transmission power is set from 17dBm

to 1dBm. The datagram size and the transmission power are fixed during

the entire transmission.

Figure 8.8, 8.9, 8.10 and 8.11 shows the performance of Minstrel and

fixed rate against datagram sizes with different locations and transmis-

sion power. It shows that the throughput performance initially increases

with datagram size and then decreases. This is due to the fact that as the

datagram size increases the relative overhead (DIFS/SIFS) gets smaller.

However, for a given BER a larger size means higher packet loss rate. This

explains why the throughput performance starts to drop when the data-

gram size continuously increases.

In terms of the comparison between Minstrel and fixed rates, in most

cases Minstrel can achieve a performance similar to the fixed rate that has

the overall best throughput. With low transmission power, Minstrel is still

consistently outperformed by some of the fixed rates. However, there is no

clear correlation between datagram size and Minstrel’s performance rela-
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Figure 8.4: Throughput performance with static channels - AP location: L1

Figure 8.5: Throughput performance with static channels - AP location: L2
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Figure 8.6: Throughput performance with static channels - AP location: L3

Figure 8.7: Throughput ratio (Minstrel / fixed rate)
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Figure 8.8: Throughput vs. datagram size (static channels) - power level:

1 dBm, AP location: L1

Figure 8.9: Throughput vs. datagram size (static channels) - power level:

1 dBm, AP location: L3
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Figure 8.10: Throughput vs. datagram size (static channels) - power level:

5 dBm, AP location: L2

Figure 8.11: Throughput vs. datagram size (static channels) - power level:

9 dBm, AP location: L3
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tive to fixed rates.

8.2.4 Datagram Size with Dynamic Channel Transmission

In this experiment, the datagram size is set from 100 bytes to 2000 bytes.

The datagram size was fixed during the entire transmission. The transmis-

sion power, however, flipped between 17dBm and 1dBm (similar to Sec-

tion 8.2.2). Figure 8.12, 8.13 and 8.14 shows the performance of Minstrel

and fixed rates at location L2 with the duration of 1dBm set to 1, 5, and

9 seconds. It shows that in most cases 36/48Mbps outperform Minstrel.

The performance at location L3 was similar 36Mbps consistently outper-

formed Minstrel with greater gain (results not shown). However, at loca-

tion L1 Minstrel and 54Mbps have the similar performance and were the

best performers (results not shown). This again indicates that Minstrel per-

forms well with good channel conditions but struggled with the channels

vulnerable to interferences.

8.2.5 Downlink Experiment Summary

In this section, the performance of Minstrel at the AP side and fixed rates

with UDP traffic is compared in an 802.11g wireless testbed. The compari-

son takes into account a number of factors such as transmission power, AP

locations, channel dynamics and datagram sizes. The comparison shows

that Minstrel at the AP side performs well in many cases (comparable to

the fixed rate that has the overall best throughput). This is particularly

true with ”good” or ”stable” channel conditions. However, with ”poor”

or highly ”dynamic” channel conditions Minstrel is often outperformed

by certain fixed rates. This indicates the algorithm does not adapt well to

channel dynamics. In addition, the performance of Minstrel has no direct

link to the datagram sizes. Therefore, the uplink experiments are focused

on the impacts on dynamic channel transmission.
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Figure 8.12: Throughput vs. datagram size (dynamic channels) - duration:

1 sec, AP location: L2

Figure 8.13: Throughput vs. datagram size (dynamic channels) - duration:

5 sec, AP location: L2
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Figure 8.14: Throughput vs. datagram size (dynamic channels) - duration:

9 sec, AP location: L2

8.3 Uplink Experiments

This section shows the performance comparison between Minstrel rate

adaptation algorithm and fixed rate with UDP uplink traffic. The last

experiment indicates the datagram size has no direct impact on the per-

formance of Minstrel. Moreover, The dynamic channel transmission from

last experiment shows some of fixed rates outperform Minstrel rate adap-

tation. Therefore, more fine grained analyse is proceed in this experiment.

The experiment is focused on three factors: static channel transmission,

dynamic channel transmission and mobile transmission. Each part of ex-

periment conducted with rate selection statistic maps to deeply evaluate

the performance of Minstrel rate adaptation algorithm. The static chan-
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nel transmission experiment provided a guide line of the channel envi-

ronment. The mobile transmission explores and proves the upside and

downside of the aggressiveness of Minstrel rate adaptation algorithm.

8.3.1 Static Channel Transmission

In this scenario, data is transmitted from client to server for 60 seconds,

the transmission power is adjusted at the client side. The transmission

power is kept steady for the duration of each experiment. High power

level is used to emulate the scenarios where the channel of the client side

is relatively resistant to interferences. Low power level is used to emulate

the scenarios where the client side of the channel is relatively vulnerable

to interferences. The offered traffic load is set to 35 Mbps.

Figure 8.15 shows how the throughput performance of Minstrel and the

fixed rates changes for different transmission power levels. The through-

put of Minstrel decreases as the transmission power decreased. In addi-

tion, Minstrel at the client side achieves comparable performance to the

highest throughput had achieved by the best fixed rate at any power level,

and this is corroborated by the two experiments in different locations. This

experiment also shows that reducing the transmission power has a signif-

icant performance impact on the higher data rates, because more frames

are lost due to the low quality of the wireless channel at low transmission

power.

Figure 8.16 shows a percentage breakdown of the data rates that Min-

strel choose to attempt to send packets at each different power level. When

the transmission power is set to 17 dBm (i.e. the channel had high noise re-

sistance), Minstrel mostly attempts to use the 54 Mbps and 48 Mbps rates,

and only a small portion of attempts are made at the 36Mbps data. How-

ever, as the transmission power decreases, the channel becomes more vul-

nerable to interference, and Minstrel attempts to send packets using lower

data rates. When the transmission power is set to 1 dBm, more than 70%
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Figure 8.15: Throughput performance with static TX power - AP location:

AP1

of attempts are made at the 12 Mbps and 18 Mbps rates (Figure 8.16). By

the nature of Minstrel sampling algorithm, if the randomly selected data

rate is higher than the current retry chain r0/c0 data rate, the retry chain

r0/c0 is set to the randomly selected rate. Otherwise, the retry chain r0/c0

remains unchanged. Higher data rates always have a higher chance of be-

ing sampled. As Figure 8.16 shows, even when the transmission power

is low there are still a small portion of packets that are sent at high data

rates. This means that Minstrel at client side has enough statistics about

the high data rates to rapidly adjust its data rate from low to high when

the wireless channel condition improves.

Table 8.1 shows the data rates that achieves the best and 2nd best through-

puts when fixed rates are used, and the rates most and 2nd most fre-

quently attempted by Minstrel. The data rates in the bold font indicates the

situation where Minstrel’s most or 2nd most frequently attempted rates do
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Figure 8.16: Minstrel rate selection statistics - AP location: AP1

not match the fixed data rates with the best or 2nd best throughputs. Ac-

cording to the table, the data rates that give the best throughputs are also

the same data rate that Minstrel most frequently attempted to use in most

cases, except when the transmission power is set to 15 dBm. This shows

Minstrel at client side selects the best rate correctly, however often the 2nd

best throughput rates are not used by Minstrel. Instead, a higher rate is

selected due to its aggressive sampling algorithm.

This experiment reveals that Minstrel at client side worked very well

in relatively good or static wireless channel conditions. The throughput

of Minstrel is comparable to the highest throughput had achieved by fixed

rates at any transmission power level. This means that in stable chan-

nel conditions, Minstrel’s tendency to sample and select higher data rates

doesn’t incur significant performance cost.
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TX

power

(dBm)

Fixed Rate Minstrel

Best rate 2nd best rate

Most

frequently

attempted rate

2nd most

frequently

attempted rate

17 48 36 48 54

15 36 48 48 36

13 36 24 36 48

11 36 24 36 24

9 24 18 24 36

7 24 18 24 36

5 24 18 24 18

3 18 12 18 12

1 12 18 12 18

Table 8.1: Best rate vs. most frequently attempted rate (AP1)

8.3.2 Dynamic Channel Transmission

In this section, the experiment is conducted in dynamic channel condi-

tions. A dynamic wireless channel is created by flipping the transmission

power between 17 dBm and 1 dBm. The transmission power stays at 17

dBm for 2 sec before flipping to 1 dBm. The dynamism of the channel is

adjusted by varying the duration that the power level stays low between

2 and 10 seconds, and each test runs for 60 seconds. The results of the pre-

vious experiment show that Minstrel prefers to select higher data rates in

static channel conditions. This behaviour can become costly if the quality

of the wireless channel changes drastically.

Figure 8.17 shows the performance of fixed rates and Minstrel in re-

lation to the duration of the low transmission power at location AP2. It

shows that as the duration of the low power increases, the performance

of Minstrel and the high fixed rates (54, 48, and 36 Mbps) suffers signifi-

cantly. This poor performance is expected for the high rates, as they suffers
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from more packet losses with low transmission power. The performance

of Minstrel and high rates stabilise after the duration of low power level

increases past 5/6 seconds. In contrast, the performance of the low rates is

relatively consistent from short to long duration. The figure clearly shows

that fixed rates of 12/18Mbps outperform Minstrel when the low power

duration is more than 4 seconds.

Figure 8.17: Throughput with dynamic TX power - AP location: AP2

The rate breakdown statistics for Minstrel are shown in Figure 8.18.

In Figure 8.17, The observation is the best throughput is achieved by the

54/48Mbps rates when the duration of low power is low (2/3 seconds).

When the duration is 4 to 10 seconds, the rates at 12/18 Mbps appear to

have the best throughput. In Figure 8.18, it can be seen that Minstrel most

frequently selected 54 Mbps over the other rates for transmission. This

made Minstrel comparable to the best rates (54/48 Mbps) in throughput

performance, when the duration of low power is short. As the duration in-

creased, Minstrel uses the 54 Mbps rate less frequently and the 18Mbps rate

is used more frequently. This is as expected. However Minstrel does not
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use the 18/12 Mbps rates enough, which leads to the poor performance.

The rightmost bar in Figure 8.18 shows the case when the cycle consists of

high power for 2 seconds and low power for 10 seconds, in other words a

5:1 ratio of low power duration to high power duration. However the fig-

ure shows that Minstrel attempts low and high rates almost equally, when

it clearly should use low rates a much greater percentage of the time.

Figure 8.18: Minstrel rate selection statistics - AP location: AP2

8.3.3 Mobile Transmission

The previous experiment has shown that a dynamic wireless environment

causes serious performance issues for Minstrel, because the dynamic chan-

nel prevents the algorithm from predicting the channel conditions accu-

rately. Very often, Minstrel appears to be too aggressive, selecting high

rates when low rates are needed. Whilst this means that the throughput of

Minstrel can be recovered fast when the channel conditions improve, this

technique can be costly in the scenario where channel conditions change
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drastically.

In this experiment, a further study is applied on the behaviour of Min-

strel in dynamic wireless environments the channel conditions change grad-

ually from ”bad” to ”good” or from ”good” to ”bad”. The transmission

power increases or decreases linearly. The duration of time between power

level updates is varied from 2 seconds to 5 seconds, and the transmis-

sion power increases or decreases by 2 dBm at every update time until the

transmission power is set to either 17 dBm or 1 dBm.

Figure 8.19 the throughput of Minstrel and fixed rates as the transmis-

sion power decreases from 17 dBm to 1 dBm. The 18 and 24 Mbps fixed

rates outperform Minstrel, although the performance difference between

the 18 and 24 Mbps fixed rates and Minstrel become less significant as the

duration of updating transmission power increases. When the update du-

ration is short the channel is dynamic, but as the update duration length-

ens the channel becomes relatively static. Minstrel updates its retry chain

every 100ms, which means it updates 20 times in a 2 second duration and

50 times in a 5 second duration. This means that Minstrel has a much

longer time to adapt to the changes in channel conditions when the up-

date duration is longer.

Figure 8.20 and Figure 8.21 are two examples of Minstrel’s rate selec-

tion breakdown when the transmission power update duration is 2 sec-

onds and 5 seconds respectively. As expected, Minstrel attempts to use

low data rates more often as the transmission power decreases. However,

fixed rates still outperform Minstrel, suggesting that Minstrel makes incor-

rect rate selection as the channel quality deteriorates. It can also be seen

that Minstrel uses low rates more often with update duration set to 5 sec-

onds than 2 seconds. This explains the smaller performance gap between

fixed rates and Minstrel, when the update duration is set to 5 seconds (Fig-

ure 8.19).

Table 8.2 and 8.3 show the rate most frequently used by Minstrel (out-

side the brackets), and the data rate that achieves the highest ideal through-
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Figure 8.19: Throughput with TX power decreasing from high to low - AP

location: AP1

Figure 8.20: Minstrel rate selection - Duration of TX power update: 2 sec
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Figure 8.21: Minstrel rate selection - Duration of TX power update: 5 sec

put (inside the brackets) for each transmission power update duration at

different power levels. The ideal throughput is calculated using the fol-

lowing function:

data rate×
number of successful transmission

total number of transmission
(8.1)

Minstrel should strive to use the rate with the highest throughput most

often, however during these experiments it often fails to do so, as indi-

cated by the bold entries in Table 8.2. Minstrel often makes incorrect rate

choices when the power level is low and when the transmission power

update duration is short. Again, Minstrel tends to select a rate higher than

the optimal rate. However, as the update duration increases, Minstrel’s

selection of rates become more accurate. This explains why Minstrel’s per-

formance improves with the update duration.

Figure 8.22 shows the throughput of fixed rates and Minstrel when the

transmission power increases from 1 dBm to 17 dBm, for different trans-
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2 3 4 5

17 36 (36) 36 (36) 36 (36) 36 (36)

15 36 (36) 36 (24) 36 (36) 36 (36)

13 36 (24) 24 (24) 36 (36) 36 (36)

11 24 (24) 24 (24) 24 (24) 24 (24)

9 24 (12) 24 (12) 24 (24) 24 (24)

7 24 (12) 24 (12) 24 (12) 24 (24)

5 24 (12) 24 (12) 24 (12) 24 (12)

3 24 (12) 24 (12) 24 (12) 12 (12)

1 24 (12) 24 (12) 18 (12) 12 (12)

Table 8.2: Rate most frequently used by Minstrel (outside the brackets)

vs. rate with the highest ideal throughput (inside the brackets) - High TX

power to low TX power

mission power update durations varying from 2 to 5 seconds. Minstrel has

superior performance over the fixed rates in all cases, and the throughput

difference between the best fixed rates and Minstrel becomes more signif-

icant as the transmission power update duration becomes longer. This is

the positive outcome of the algorithm which aggressively samples higher

rates over lower rates. This means that as soon as the channel conditions

improves, Minstrel is quickly able to take advantage and use higher rates.

Table 8.3 again shows the rate most often used by Minstrel and the rate

with the highest ideal throughput in each situation. As the results shown

in this scenario when the channel conditions are improving, Minstrel be-

comes more accurate in choosing the rate with the highest ideal through-

put. Moreover, as the update duration increases, Minstrel has more time

to adapt and is able to choose the correct rate more accurately.
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2 3 4 5

1 24 (18) 24 (18) 24 (18) 12 (12)

3 24 (18) 18 (18) 18 (18) 18 (18)

5 24 (24) 18 (18) 18 (18) 24 (24)

7 24 (24) 18 (24) 24 (24) 24 (24)

9 24 (24) 24 (24) 36 (36) 36 (36)

11 36 (36) 36 (36) 36 (36) 36 (36)

13 36 (36) 36 (36) 36 (36) 36 (36)

15 36 (36) 36 (36) 48 (48) 48 (48)

17 48 (48) 48 (48) 48 (48) 48 (48)

Table 8.3: Rate most frequently used by Minstrel (outside the brackets)

vs. rate with the highest ideal throughput (inside the brackets) - Low TX

power to high TX power

Figure 8.22: Throughput with TX power increasing from low to high - AP

location: AP2
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8.3.4 Uplink Experiment Summary

Minstrel rate adaptation algorithm is widely used in the client side (laptop,

smart phone, etc) and server side (AP) in popular wireless drivers such

as MadWifi, Ath5k and Ath9k, and appears to have far better performance

than SampleRate, which is frequently used for performance evaluation of

newly designed rate adaptation algorithms. This section shows the perfor-

mance comparison between Minstrel rate adaptation algorithm and fixed

rate with UDP uplink traffic. Results shows that Minstrel can achieve a

performance comparable to the best performance that fixed rates can pos-

sibly offer, when the wireless channel condition is relatively ”static”. With

”static” channels, Minstrel can usually identify the best rates to use. How-

ever, in the presence of ”dynamic” channel conditions, certain fixed rates

are able to outperform Minstrel significantly. This is ude to Minstrel’s ten-

dency to select rates that are too high for the current channel conditions.

It also was discovered that Minstrel can have poor performance when the

wireless signal strength deteriorates from high to low. On the other hand,

Minstrel outperforms fixed rate if the signal strength increases from low

to high. Again, this is due to Minstrel’s tendency to select high rates. The

theoretical study of Minstrel in the chapter 7 showed that a high data rate

always had large maximum retransmission counter and had high prior-

ity to be used in retry chain, which results that Minstrel intends to give

higher data rates more chance to be used for transmission. This behavior

is ”bad” when the channel conditions are deteriorating, however it can

provide good ”predictions” when the channel conditions are improving.
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Chapter 9

Conclusions

This thesis compares the performance of MikroTik rate adaptation algo-

rithm and Minstrel rate adaptation algorithm to fixed rate respectively

over an 802.11g wireless testbed. To better understand the performance

issues, in the comparison, a number of factors such as AP transmission

power, AP/client distance, channel dynamic have been taken into account.

The goal of this study is to enhance the understanding of these two com-

mon rate adaptation algorithms, and to provide a direction for the future

improvement of rate adaptation algorithm. The combination of theoretical

studies and field experiment studies were conducted in this research.

9.1 Summary of MikroTik Experiment

MikroTik routers are widely used in New Zealand and around the world.

MikroTik’s proprietary rate adaptation algorithm is used as the default

setting. The algorithm uses number of successful or failed transmission

to determine whether the current data rate is optimal. In our experiment,

UDP sending rate, AP transmission power level, AP/client distance and

RTT for TCP traffic are the experiment variable to compare the perfor-

mance of MirkoTik rate adaptation algorithm against fixed data rates. It

shows that fixed rate outperforms the MikroTik rate adaptation in most

105
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cases, especially when high data rates are used. The rate adaptation can

perform slightly better than fixed rate when fixed rate is forced to use low

data rates. It also appears that the performance gain by fixed rate over

the MikroTik rate adaptation is correlated to AP power level. For TCP,

the performance gain does not differ much with different factors. Another

observation is that the rate adaptation algorithm used in the AP appears

to be too conservative. For a given condition the algorithm could have

chosen a higher data rate.

9.2 Summary of Minstrel Experiment

The determination of a Minstrel’s retry chain is depended on the value of

the EWMA throughputs and EWMA probability of successful transmis-

sion. Moreover, the throughput performance of sending a packet relies

to data rates and the number of retransmission. The more retransmission

causes lower throughput performance. Minstrel rate adaptation algorithm

has four different data rates in a retry chain, each data rate has approx-

imately 6000 microseconds to use for sending a packet before Minstrel

decided to use the next available data rate to send the packet. A higher

data rate always has larger maximum retransmission counter and higher

chance to be selected than lower data rates. Therefore, Minstrel has faster

recovery from having a poor wireless channel to a good wireless channel.

The characteristic of the fast recovery also raises a concern when a wire-

less channel condition moves from good to bad, as we known that a low

throughput can be caused by selecting a high data rate in a weak wireless

connection environment. Moreover, retransmission counter and through-

put for each data rate is calculated based on an ideal transmission time

for each rate. The statistic throughput of Minstrel cannot represent the real

performance of each data rate in a real environment.

Minstrel field experiment is divided into two parts: downlink experi-

ment and uplink experiment. Both experiments compare the performance
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of Minstrel to fixed data rates. Number of factors such as transmission

power, AP locations, and channel dynamics were taken into account in

both parts of experiment. In the downlink experiment, datagram sizes

are also compared as key factor that can impact on the performance of

the Minstrel. However, the performance of Minstrel has no direct link to

the datagram size according to the experiment. On the other hand, Min-

strel has comparable performance to the fixed rate in a ”good” or ”stable”

channel condition. However, Minstrel is often outperformed by certain

fixed rate in a ”poor” or highly ”dynamic” channel conditions. Therefore,

the uplink experiment is focused on exploring the performance of Min-

strel in a static or dynamic channel condition. The experiment shows that

Minstrel has a tendency to select high data rate even though the channel

condition is not able to support such high rate. It also was discovered that

Minstrel can have poor performance when the wireless signal strength de-

teriorates from high to low. However, Minstrel outperforms fixed rate if

the signal strength increases from low to high. Again, this is due to Min-

strel’s tendency to select high rates. The theoretical study also showed that

a high data rate always had large maximum retransmission counter and

had high priority to be used in retry chain, which results that Minstrel in-

tends to give higher data rates more chance to be used for transmission.

This behaviour is ”bad” when the channel conditions are deteriorating,

however it can provide ”good” predictions when the channel conditions

are improving.

9.3 Overall Contributions

The contributions of this thesis are:

• Establishing an IEEE 802.11 wireless testbed and requirements. The

wireless testbed and devices, experiment execution requirements are

carefully documented for the future use. The OpenWRT operating
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system installation manual is created for the operating system of the

MikroTik RB411 router.

• Developing a wireless testbed automated controlling program. In

order to have accurate test results, all the experiments should be

precisely executed according to experiment requirements. An au-

tomated controlling program is designed and implemented to re-

duce experiment errors and to provide more repeatable experiment

results.

• Comparing MikroTik rate adaptation algorithm and exploring the is-

sues of the algorithm. The comparsion of MikroTik rate adaptation

to fixed rates is carried out over many different factors. The exper-

iment shows that MikroTik rate adaptation algorithm outperforms

by fixed rate in many cases. The issue is that the algorithm does not

select a higher data rate when a channel condition is good enough to

support higher rates.

• Creating a documentation of Minstrel rate adaptation algorithm. Min-

strel rate adaptation algorithm is widely used around the world. How-

ever, the documentation of how Minstrel works is limited. The fea-

ture of Minstrel rate adaptation algorithm and working procedure

are carefully studied and documented for the future studies.

• Comparing Minstrel rate adaptation algorithm and exploring the is-

sues of the algorithm. Minstrel rate adaptation algorithm is com-

pared to fixed rate in both uplink and downlink environment. The

theoretical study and field experiment study has consistently proved

that Minstrel rate adaptation prefers selecting a higher data rate. This

characteristic of Minstrel is good for fast recovery when channel con-

dition is from ”bad” to ”good”. However, it reduces the performance

when the channel condition is from ”good” to ”bad”.
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9.4 Future work

The future works in this area are:

• Evaluate the performance of Minstrel in a testbed which contains

multiple client nodes.

• Investigate how Minstrel is working in a testbed which has MIMO

antenna supporting.

• Design and Implement a new rate adaptation algorithm which car-

ries the fast recovery feature from Minstrel, but also selecting correct

data rate when channel exteriors.

• Evaluate the new design of rate adaptation algorithm in IEEE 802.11g

testbed

• Evaluate the new design in a testbed which has MIMO antenna sup-

porting.
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