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Abstract

The objective of the thesis is to develop a stmgctdinancial hedging framework that
is empirically implementable and consistent witlc@porate finance perspective.
Value at risk provides a suitable framework fostpurpose. The aversion implied in
the value at risk and its generalised theory arfsesn a firm’s concerns about
contingent financial distress costs, which can besered as the payoff of a put
option written by stockholders of firms in favouf third parties. This enables the
development of a hedging framework to explore hovirm’'s welfare might be
enhanced by replacing natural exposures with hedggcbmes. An ideal hedging
decision is to maximise the financial value in gdimgdes at minimal cost in terms of
the generalised value at risk penalty functionainefficient market, a fully hedged
policy using forwards is generally the optimal d&mn, while alternatives should be
taken into account where markets are not efficiémtsuch cases, the underlying
empirical methodology should be able to detectficiehcies and feed into the
objective functions for maximising firm value.

The empirical implementation is explored with a iegr of econometric
methodologies. These include the development of sewmi-parametric or non-
parametric techniques based upon wavelet analgsiswell as an incomplete
forecasting algorithm. Such methods have been mpeefeto classical linear and
stationary models, because they have broader agiplcin an inefficient market
where information is technically fuzzy and finanaata may exhibit non-linearity or
non-stationarity. Further decision dimensions cam@&xposure duration or path risk,
in which individuals’ perspectives of risk is tindependent and linked to the
evolution of value at risk through time. The propdsapproaches find their main
application in foreign exchange risk managemembpé of considerable importance
and sensitivity in New Zealand. A statistically Wwatlapted hedge object for an
exporter such as the dairy industry is the corgotatms of trade, which balances up
output and expense prices as a single index retatélde net profit margin. Further
applications are to strategic fund management wiherebjective is to derive optimal

foreign exchange forwards based hedges.
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Chapter 1 Introduction and Overview

Chapter 1 Introduction and Overview

The risks arising from fluctuating prices, intereates, or exchange rates have not
been diminished by the recent liberalisation andbalisation of financial and
commodity markets. These developments have expatigedange of instruments
available to manage the risks, whilst at the same introducing new risks associated
with such usage. In using them effectively, manageust pay considerable attention
to the underlying welfare objective. This thesis neinly concerned with the
interactions that arise between objectives andrunmsgnts. Firstly, an adequate
objective function is specified on the basis ofueaht risk and its generalised theory,
which is consistent with firm value or the investrhealue of a managed fund. Then a
structured risk management framework is establisbeohprove that value. This will
include an analysis of when hedging instrumentsihibe used and how these can be
utilised most effectively. These two issues will lz@gely explored through the
empirical implementation, with the aid of a varietiydeveloped econometric models
and methods.

The motivation for the thesis originated in a seoé adverse risk events which
will be described in the case studies of Chaptédt lzas become evident that hedging
decisions have to be empirically based upon somgctated decision rules or
algorithms. A number of tasks or considerationseain the development of such a
framework, the more important of which are sumneatign the following decision

dimension section.
1.1 Decision dimensions

(@) The first task in developing a structured rmeknagement framework is to
define the financial criteria. From the corporatehce viewpoint, risk management
is appropriate only to the extent that it can mas@ihe market value of the firm. The
firm’s value increases with real or expected vatueation and decreases with the
costs associated with any form of financial disgreduch financial distress costs can
arise from the implicit put options written by then’s stakeholders in favour of third
parties. When a corporate experiences financidicdify, liquidators, statutory
managers, management consultants, and competitbenafit from the event.

Out of all risk management criteria, such as vaearsemi-variance, extreme

value and capital adequacy, it is the value at(N&R) and its generalised theory that
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Chapter 1 Introduction and Overview

correspond most closely with firm value. The gehsed value at risk (GVaR) can be
utilised as a tool in representing an adverse axped® put options that diminish the
value of a firm. This allows corporate managerbdue the freedom to pursue gains.
Hence, the financial criterion developed in thigdils for optimal currency risk
management is based on the VaR and its generdlisedy. Since its inception in the
1990s, VaR, as a well known quantile risk managenoen, has gradually become an
industry standard for implementing risk managemdittis thesis rationalises the
GVaR in the context of corporate finance, by exptay and emphasising the linkage
between the measurement of GVaR and firm’s findwmlisdress cost.

(b)  The thesis further extends the usage of the GVaRong term risk
management. A static financial criterion, whicltapplicable for short or intermediate
term hedging against the risk that diminishes thanicial value of a corporate or a
portfolio, may be inadequate for developing a ldeegn dynamic risk management
framework. Over a long period, financial prices neasplve with longer run cyclical
influences which could arise from business cydl@grest rates, exchange rates, and
economic policy changes. An overall GVaR indicatsually based on single-period
returns, perhaps with simple extensions, might failidentify this macro-scale
variation pattern, because the cyclical influencesld be swamped by short run
noise.

The thesis therefore develops dynamic value at mgirics in a multi-scale
approach to assess the relative risks betweenugamaths. The proposed model
enables a better reconciliation between measureamehtlesign methodology, on the
one hand, and underlying welfare objectives onotiher. The methods that result are
adapted to long term risk management in an enviesirwhere both longer run -
macro-scale and shorter run market disturbancesadmpn asset values. The
developed long term risk management techniquesapmdied to strategic fund
investment. Investment outcomes are compared msteif the value paths which are
distinct from a more narrow focus on either sham or longer run returns in
isolation. Path risk becomes a secondary welfargctbe, arising from path
exposures and measurable in the form of a penatistibnal of spectral power.

(c) The implementation of a risk management policy thlepends on a GVaR
approach can be either passive or active, deperaiinghether a firm uses its own
information in making decisions. If a firm’'s managebelieve markets are

informationally efficient, they are more likely ®dopt a passive approach. On the
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other hand, an active stance, would indicate thamagers are confident that their
own information might be superior to that of therket as a whole. Managers that
actively use their own information can improve thask management outcome
provided that their information or expertise rensatonfidential from the market.

In developing an active risk management approdgis, thesis attempts to
contribute to the existing literature by constrogtia directional exchange rate
forecasting model in a market where information ilcomplete and fuzzy.
Information is considered incomplete in a curremsgirket when macroeconomic
indicators present conflicting signals about exgjgarate changes or when the role of
indicators in determining the direction of currentpvements varies from time to
time. In these circumstances, a precise level estom over long term or even
intermediate intervals is difficult and thus diiecial calls alone are usually more
successful. This thesis develops a directionalcimstng model to assign numerical
probabilities to possible outcomes (for examplemive up, stay the same, or move
down) based on available information. Unlike presly published models for
directional exchange rate forecasting, the proposeddel allows for both
incompleteness and asymmetry of available inforomatiThis is achieved by
incorporating into the model artificial techniquesgch as fuzzy logic and neural nets.

To integrate directional calls and probabilitietoimisk management actions, a
suitable welfare or loss function needs to be astat with possible outcomes.
Loadings can then be devised that weigh the doeatiprobabilities according to the
welfare consequences of state transitions, so ttatresulting risk management
decision reflects not only directional probabiktieout also welfare outcomes. The

results can also provide the statistical inferemgsociated with the variable selection

in the estimation phase.

In order to verify the value added by such an actisk management approach,
both in-sample and out-of-sample diagnostic testidaveloped. The outcomes from
both tests may also indicate whether the finamoialket is efficient.

(d) The present thesis examines the usefulness ofrti@ged GVaR model, along
with the developed hedging algorithms and assati@tteory and practice, in the
context of corporate risk management. Addressiegdhissues requires the selection
of a specific hedging data framework. From the ooafe finance perspective, a
complete solution would by necessity entail hedgihg total free cash flows to

investors. This is impractical for a number of wres including the inadequacy of
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available data, and the difficulties associatedhwibrmalising variables. All variables
should be consistently expressed, in order to atlmdoroblem of hedging stationary
with non-stationary time series data. The thessslues the problem by isolating the
most critical exposures in the form of ‘corporagents of trade’, and in effect creates
a new single indicator that accounts for corponatieprofit margin.

Utilising the ‘corporate terms of trade’ as the eriging exposure indicator

distinguishes the current hedging application frawst previously published hedging
literature which focuses on the single risk factoir,either the financial rate (for
example, exchange rate or interest rate) or commdice. Employing this form of
compound exposure measure also alerts users taejpendence structure in the
critical corporate exposure and its impact on toeeptial risk management strategy.
Although hedging is widely considered a value iasieg activity, it may have
negative effects on firm value when there are métouffering effects among various
exposure components.
(e) The thesis shows how the implementation of the @segd risk management
strategy for both corporate and fund managememndn wavelet analysis. Static
distributional theory does not adapt well to theelistemporal context and requires
restrictive hypotheses as to the underlying dataegdgion mechanism. Wavelet
analysis on the other hand provides an elegantovayercoming these restraints. As
an analytical tool, wavelet analysis has been wideded in disciplines such as
acoustics, astronomy and engineering. Its apptinatn economics and finance,
however, has been much more limited (Crowley 200%)s thesis contributes to
wavelet and financial literature by extending tipplecation of wavelet analysis to
hedging and portfolio management.

In the applications described, wavelet analysisseseras an instrument for
examining the exchange rate fluctuations as wel &0l of decomposing corporate
natural exposures. The energy decomposition undeelat analysis reveals variation
patterns in terms of both time and frequency. Demusition results can lead to a
better understanding of the underlying variatiottgzas. When applied to corporate
natural exposures, the results can also shed éghthe fundamental origins and
causes of adverse exposures, which in turn areabkdufor deriving the optimal
hedging decision. The multi-scale decompositiortime series into wavelets can,

furthermore, be employed to design portfolios ta&itbto preferences between long
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and short run variation. Consequently, portfolia® te constructed based on band
pass filters, which take into account designated lor short-term value fluctuations.
( In this thesis, the proposed risk management streigs principally applied to
foreign exchange-based hedging from the perspectofe New Zealand trading
companies and strategic fund managers. Perhapgyadwirthe small size of New
Zealand’s economy, existing research has paié kttlention to the currency hedging
problem in New Zealand due to the size of New Zedilaeconomy. On the other
hand, currency risk management must play an importde in New Zealand as its
economy relies heavily on international trade asdvulnerable to fluctuations in
currency values. In addition, New Zealand has aiquéarly unstable currency that
exposes the economy to significant currency ridkse current monetary policy in
New Zealand, which relies on official interest rathustments, is considered by many
to exacerbate the exchange rate volatility (e.gvdan, 2006c; Zettelmeyer, 2004). A
narrow commodity-based economy, along with soagiffghore funding requirements
due to housing booms, also contributes to the bigiaof the NZ dollar. Whatever
the macroeconomic causes, the micro-economic corsegs of currency variations
have on occasion been severely adverse. New Zed#b@nefore provides an ideal
market to test the developed risk management martkkheory, although the model
is also useful in a more general context.

As a case study, the thesis offers a multi-dinmradi analysis of currency
exposure encountered by New Zealand dairy farmens wake a significant
contribution to the New Zealand economy but ardi@darly exposed to exchange
rate variations because of the large proportiontheir revenues denominated in
foreign currency. Although the cyclical behavionrthe New Zealand dairy industry
is well-known to academics and other practitionghss thesis adds to existing
research by articulating through wavelet analysi# lthe cycles are generated and
sustained. An understanding of the origin and ggularity of these cycles should
assist dairy farmers to develop production and mskiagement strategies.

This thesis also explores how New Zealand corpsraterive an optimal
hedging ratio with the proposed risk managemenmnémwsork. Capital importing
countries like Australia or New Zealand have insérates that are persistently higher
than their trading partners. This implies a forwdrsicount on their exchange rates
and a natural motivation for exporters to sell fardvtheir foreign exchange receipts.

However, exclusive use of forwards by exporter®n$y attentive to the expected
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positive return on the forward conversion ratetredato the spot rate at that time and
does not take potential risks into account. Theithargues that a more appropriate
hedging portfolio for New Zealand corporates wottatain both the unhedged spots
and either forwards, or a range of forward matesitin proportions that depend upon
managerial preferences.

(g) Finally, locational and productional decisions aegjuently based on perceived
currency strength and weakness. A relevant contobuof this thesis is the
development of a ‘reference exchange rate’ or ‘mfbe@xchange rate’. This aims to
isolate the currency value of a particular couritoyn the quoted two-way exchange
rate and enable the comparison of currency stahitit different countries. The
currency comparison based on the reference exchiatgeassists the company in
assessing exposures with respect to a particutegraay. This assessment will further
support the corporate managers in developing a agladxchange rate risk
management strategy.

The quoted exchange rate is bilateral and its wranacould arise from a
change in either home or foreign currency. If actilation in the exchange rate is
caused by events in a foreign country, a multimaiccompany that has business in
several countries might experience low currencyosype due to the diversification
effects. In other words, an exposed company migtitice its level of exchange rate
risk by geographically diversifying its business1 @e other hand, if exchange rate
variation relates to circumstances in the home tguthe currency risk is systematic
and not geographically diversifiable. In these winstances, financial hedging
generally plays an important role in a multinatiosampany’s risk management
strategy.

To construct a reference exchange rate, the ayrealue is measured in
relation to a common reference basket so that afseb-arbitrage prices arise as a
result. The no-arbitrage feature distinguishes ghaposed method from the trade-
weighted index, which is the classical methodolofgy measuring currency
fluctuation in one country. Further, the proposefitrence basket for constructing an
absolute exchange rate is analogous to a portfalid, its choices can be dependent
on specific economic interpretations or uses. Hisab variability in different
currencies over specific cyclical bands is companedhe basis of the developed no-

arbitrage reference rate.
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1.2 Thesis organisation

This thesis is structured as follows.

Part | discusses the motivation of the thesis. @rap reviews a series of case
studies on foreign exchange risk management austrifites a variety of problems
that hedging can cause. With the benefit of himgitsithese case studies are used to
distil some key questions or issues that are adddeim the latter part of the chapter.

Part 1l considers the basic conceptual issues #natimportant in a risk
management framework, including how to decide wéretr not to hedge in the first
place. Chapter 3 starts by establishing an apmtgpguiding principle, and hence the
objective function, through an analogy between iogeint distress costs and GVaR.
A discussion about the perspectives of corporatiging follows. Chapter 4 extends
the GVaR management framework to a long term am@uyc context to include the
aversion to the path risk, from a strategic funchagger’'s perspective.

Part 1ll, spanning Chapters 5 and 6, explores ttean@metric background in
order to provide an empirical input into subsequertdge algorithms. These chapters
explore the issues of how to measure the variadionurrency value and whether
exchange rate markets are efficient. Alternativepiecal models, such as wavelet
frameworks and directional models, are developedetect the market inefficiency
and derive a directional forecasting.

Part IV establishes empirical hedging algorithmshiea framework of corporate
currency risk management. Chapter 7 focuses onatpeal considerations of
corporate hedging. Chapter 8 firstly considers kedfpased on unconditional
distributions and, as an example, uses a speaatigtructed terms of trade index to
account for farmer exposures. Hedges derived fremditional distributions are
established in the second part of the chapter.

Part V discusses the context of portfolio investtreard funds management. The
main issue explored here is the duration of expssiand the differential preferences
between short and longer term variations in pddfealue. Chapter 9 formalises
these issues in terms of a concept of path risksaogs how to implement it with an
extension of spectral utility functions through et analysis.

The thesis concludes with a review of the principsights from the study.
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The global trend of currency regimes changing friswed to floating has led to
different currency risk exposures, with growing gheond intermediate term volatility
and unpredictability. This has increased the ingaé of currency risk management
in corporations that face significant exchange egosures. In the past few decades,
growth of the financial derivative market has eedbtorporations and individuals to
hedge the currency risk in the financial marketwideer, financial instruments may
have their own risk and ineffective uses of them esult in serious problems for
hedgers, as shown by a variety of case studie®l{tw). In these cases, corporates
employed financial derivatives as hedging instrutsi@m order to reduce the currency
risk. Nevertheless, the consequent outcome wasrathatory to the hedging
objective. Some companies were falling into finahcdistress because they
misapplied the hedging instruments, such as ovegihg the exposures and leading
firms to face net exposures in the financial mark@émpanies that matched the
hedging instruments with their spot exposures, len dther hand, were sometimes
also threatened with bankruptcy because of sigmificlosses on their hedging
position. Several research questions are thuseatefrom these case studies, mainly
about whether and how financial value can be erdthnicy replacing natural
exposures with hedged outcomes. They form the miwdiv for this thesis.

This chapter is organized as follows. In sectioh, 2he effects of increasing
uncertainty on currency risk management are exg@lofais is followed by a short
section discussing currency risk management t&msstion 2.3 introduces some case
studies that reveal how corporations can suffemftbeir hedging position. Section
2.4 discusses the lessons that can be learnedtfrese cases. Section 2.5 describes
the proposed research questions. Section 2.6 dessufie New Zealand context.

Section 2.7 concludes the chapter.
2.1 Effects of more volatile exchange rates

Since the breakdown of the Bretton Woods Systenrepay markets have been
confronted by increasing uncertainty. The Brettondds System, which prevailed
from the end of World War Il until the early 197Gs,commonly understood as a
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pegged rate currency regime. In such a systemJited States dollar served as the
reserve currency that could be converted into gdide currencies for other nations
were pegged against the US dollar. Governments weneired to intervene in
currency markets in order to maintain exchangesraf¢hin the target band. When a
significant fundamental dis-equilibrium occurrechwever, the rate needed to be
adjusted.

Despite the success at the beginning of its estabknt, this system
experienced a series of crises from 1967 to 197%8omg the many economic and
political reasons for the breakdown of the BretWdioods System, the growth of
international capital and trading flows made ifidiflt to maintain a pegged rate. The
resulting instability in currency markets and natibeconomies led economists to
advocate a floating rate system. The key curreneiesa result, started to float, for
example, the British sterling floated in 1972 ahe UUS adopted a fully floating
currency system in 1973. Many other major currescseich as the Canadian dollar,
were floating against the US dollar by 1973. Thesthalian and New Zealand dollar
were set afloat in 1983 and 1985 respectively. dntrast to the expectation that
floating exchange rates might stabilize the reghaxge rate, Figure 2.1 reveals that
the NZD/USD exchange rate time series from 1948 to 2007 ebduibas high or

higher volatility after the 1970s, in terms of boibminal and real exchange rates.

! Exchange rates are expressed in the way of A/By Witas the commodity currency and B as the
terms currency, e.g. NZD/USD=0.75 implies INZD=W%D, where USD is the US dollar and NZD
is the New Zealand dollar. All the exchange rattacemployed here and in what follows are mid rate.
Real exchange rate is derived from adjusting thminal exchange rate with the CPI indexes for NZ
and US. The monthly exchange rate and CPI indereealbfrom Global Financial Data.
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Besides the growing instability in the exchange matrket, the transformation
of currency regime also affects our notion of coeserisk. Under a fixed or pegged
rate regime, the exchange rate changes suddenlybgnd large amount. The
consequent currency exposures are infrequent, fentler problems on a day to day
basis. Even with the sudden changes, corporatiotisnaividuals usually have better
signals making it easier to anticipate the adjustmEor instance, when the central
bank appears to have lost control of the curreraiyesthat is under the pressure of
depreciation, the currency might very likely movews. Simultaneously, because
corresponding financial currency derivatives amellia write under a fixed exchange
rate regime, corporations can do little in thisgmstance to manage currency risk in
a financial market. In addition, the rigidity ofgudations for cross-nation currency
movement prohibits corporations from hedging cuwyerexposure with other
financial tools.

When floating exchange rates prevail world-widee thature of currency
exposures and the way of managing them have chafded currency exposures
become more frequent and have increasing short varration. Given the complex
causations of these short intervals as well as teng fluctuations, the duration and
magnitude of exposures become more difficult taljote

Foreign exchange risk management literature usudéntifies three sorts of

currency exposures:
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(1) Translation or accounting exposure: refers to thepacts of currency
fluctuations on the financial statements of thenfir

(2) Transaction exposure: refers to the effects oferuay changes upon identifiable
transactions committed or contracted at some mditime in the future.

(3) Economic exposure: refers to the longer term amalte effects of currency
changes upon the value of the firm. They encompgasgh strategic and
competitive exposures, which arise from cost ocipg pressures with respect
to the currency variations.

The overall concern in the present study will beatmalyse the effects of
currency changes upon corporate value, which elai@nly to economic exposure,
but also to transaction exposure to some exterd.tfemslation exposure, also known
as accounting exposure, is ignored in the currentext. This is because existing
empirical research shows that translation exposieagement does not add value to
firm value (e.g. Hagelin, 2003; Hagelin & Prambdzg04).

Foreign exchange exposures can be experiencedybystitutions with cross-
border transaction. Trading companies are oneehthjor groups which encounter
significant currency exposures. The mis-match chbserevenue and expenses being
denominated or determined in different currencesuits in uncertainty in net cash
flows as well as the corporate values. In the fafca volatile exchange rate market,
companies may not know exactly what they will rgeedr pay in the future, despite
knowing in advance the prices in foreign currenci@s unfavourable currency
fluctuation may turn a trade that is profitablelet time of signing the contract into a
significant loss when it is settled. The corporaterency exposure can be further
exacerbated by a rival’'s actions in a competitiwgimnment. In this circumstance, a
well run firm may face the threat of bankruptcytjimecause it fails to manage
currency risk effectively, even though the compangtill competitive in terms of
production technology and marketing strategy.

With the globalization of the capital market, figal institutions — especially
those which possess a portfolio comprising a l@rggortion of overseas investments
or liabilities — are also exposed to currency ridbw exchange rates evolve during
the entire investment period can have a major impac the overall return,
irrespective of whether the asset class is eqfikgd interest security or real estate.

Given the high volatility in currency markets, gmore the exchange rate variations in
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deciding asset or liability allocations might redsal a considerably risky portfolio, as
in the examples of Malaysia, Indonesia, and sorheroAsian countries in late 1997
(Corsettia, Pesenti & Roubinic, 1999). In thesdanses, the soaring overseas debt
obligations resulting from depreciated Asian cucies caused the financial situation
to deteriorate and eventually, along with othettdes; led to a financial crisis in the
region.

The adverse outcomes arising from currency fluainatextend beyond
corporate exposure to the economic fortune of natid-ollowing a considerable
boom in the 1980s, the Japanese economy slumpeklyjunainly because exporters
were hurt by the strong Japanese Yen. RecentlypeShiproducts have been highly
price-competitive in the world market, which hasig@ated a boom of the Chinese
economy. One of the reasons is that the low Chilveseén encourages exporters who
can afford to sell the goods at a lower foreignremcy-denominated price. On the
other hand, exporters in the US have been discedrhg the high US dollar since the
late 1990s. In the face of a strong domestic ceogren large number of Japanese
manufacturers and US corporations have been fomweekit the market or move
production abroad.

2.2 Currency risk management tools

In the last several decades, a number of operdtionés have been developed to
manage currency risk. One way to eliminate the e#vempacts arising from

currency variations is to adjust the local prodmgte. The currency exposures can
then be absorbed by raising the sale price or dsitrg the payout price. Given a
corporation’s fear of losing its share of the marlsich a pricing strategy may,
however, not be applicable in a price sensitive ketarin fact, product pricing is

usually employed as the tactic to raise a markatestvhen the currency moves in a
favourable direction, rather than as a tool to elate currency exposures. An
efficient currency exposure management device tied been widely used by
multinational companies is the geographic dispersib subsidiaries over countries
and regions. With multiple possible sources of patihn, multinational companies

have bought themselves the option of reweighingcesutowards whichever currency
bloc is temporarily most advantageous. Another ajp@nal tool for corporations to

manage currency risk is to enhance productivityré&hey fluctuations can encourage

a firm to become more efficient in order to surviwghe market.
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Bradley and Moles (2002) show it is common for nmaltional corporations to
manage their long term currency exposure with dpmeral tools. However, the
authors also find that operational risk managirgst@re not effective substitutes for
financial market-based hedging instruments. Thigsith will concentrate on
discussing the financial hedging with derivativ@sce the 1970s, a range of financial
instruments, including forwards, options, and swa@ge been developed to meet the
needs of companies’ risk management. Recentlyfiibacial market is characterised
by the further development of more complex formsnstruments, such as exotic
options and hybrid securities. Nevertheless, theudoof this thesis is not to
investigate the evolution of financial derivativdastead, the task is to explore
whether companies can manage the currency risk faidncial instruments by
following an established structured financial hedgiframework. Therefore, the
discussion of currency risk managing tools will lmited to standard financial
derivative instruments, such as forward and optiemtracts. This, however, does not

rule out the use of more complex derivative prosluct
2.3 Case studies

Although some empirical studies have shown how dirbenefit from currency
hedging (Geczet al, 1997; Allayannis & Weston, 2001), the issue afidieg with
financial instruments, among strategies for foregchange risk management, can
become controversial in some circumstances. The saglies that follow mainly
describe what happened when export companies atdntp protect themselves
against a strong or stronger domestic currency.tiiéner not the adopted strategies
were optimal, given the information available a& time, is reviewed in the section
following (section 2.4).

2.3.1 New Zealand Dairy Board

The following discussions are largely based on Baw(P005b). The New Zealand
Dairy Board, a monopoly producer which was the raneer of the largest New
Zealand dairy company, Fonterra, encountered sigmif losses on its hedging
position in 1997.

The currency exposures arose for the Dairy Boarérwthe price of dairy
products sold overseas was mainly denominated nmsteof foreign currencies,

principally US dollars, while the expenses for farmmwere largely in New Zealand
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dollars. In the face of a floating exchange rate, Dairy Board’s cash flows as well
as profits became unstable. The instability causethe currency variation would be
eventually passed on to farmers, who were suppéers also shareholders of the
cooperative company, the Dairy Board. To proteah&s from currency fluctuation,

financial instruments were usually employed to nggnéhe currency risk and the
hedging strategy had worked well until 1997.

Figure 2.2 shows the NZD/USD exchange rate hisbammyn 1986 to 2007. In
1995, the New Zealand dollar started to appre@atereached to a historical high of
US 71 cents in 1997. The Dairy Board decided toeiase the hedging ratio under the
consideration that business for some farmers migtt survive if there was any
further appreciation in the New Zealand dollar. &sonsequence, the following
mixed option-forward based strategy was employed:

1. Buy at the money call options on the NZ dollara atrike price of US69c.

2. Sell a series of put options on the NZ dollar, strike price of US64c.

3. Purchase some straight forwards of the NZ dollairesy the USD.

Maturities with regards to the above forwards aptioms were mixed, with some of
them as long as three years. Put options wereewrftir funding the purchasing of
call options. The combination of short a put andgla call have similar effects as
holding forwards: locking the rate at a pre-deteedilevel, which can be a particular
point or a band according to whether short andoption strike prices differ or not.

The reason for heavy reliance on forwards and ogtesed forwards was due to the
fact that extremely high exchange rate volatilitytlzat time had resulted in very

expensive options.

-14 -



Part | The Background
Chapter 2 The Importance of Currency Risk Managémen

0.9 2.2

= Nominal exchange rate NZD/USD = Real exchange rate NZD/USD

0.8

0.7 -

0.6

Exchange Rate

0.5 4

0.4 A
03 T T T T T T T T T T 1
Jan-86 Jan-88 Jan-90 Jan-92 Jan-94 Jan-96 Jan-98 Jan-00 Jan-02 Jan-04 Jan-06
Time

Figure 2.2 Historical exchange rates of NZD/USD

What happened subsequently was that the NZ doileaddrapidly. This was
compounded by contagion effects of the Asian firgnmrisis. As a consequence of
the depreciated home currency, the Dairy Board edak loss of half a billion NZ
dollars in the derivative market. The hedging polaf this dairy company was
broadly criticised by farmers who compared the hegigxposures with outcomes
when no hedging occurred. Under the existing hegdiarmers were locked at an
extremely low price for up to three years, thoubgb subsequent recovery of dairy

prices eased the burden to some extent.
2.3.2 New Zealand Apple and Pear Board
The fluctuation of the NZ dollar in 1997 also atkst the New Zealand Apple and

Pear Board. The following discussion of this casbadsed on Bowden (2005b). The
New Zealand Apple and Pear Board was another stgtunonopoly producer

cooperative. In a similar strategy to that of trearip Board, the Apple and Pear Board
took a heavy position in the forward market in ke 1990s, in order to mitigate the
future currency exposure arising from a furtheingsNew Zealand dollar. When the
domestic currency depreciated subsequently, thejilhgdosses occurred in the
derivative market, especially from some long-datemwards. These losses
significantly impaired the corporate’s profits. tmder to reduce these opportunity

2 The data of monthly exchange rates and CPI indenes from Global Financial Data and spans from
Feb 1986 to Mar 2006.
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costs, the Board entered into a deal with Citibemkdopt a straddle put call options
strategy. It sold NZD puts at a lower strike prim& bought NZD calls at a higher
strike price than the current spot rate. When tteh@nge rate depreciated again, the
Apple and Pear Board suffered a large loss relatdige short put options.

After the huge losses in the derivative market,offitial enquiry found the
losses derived from the Board taking a net expgsmgition in foreign exchange
derivative market. This was not allowed within tlegulations governing the Board.
In this case, the total amount of put options axidual forwards held by the Apple
and Pear Board exceeded the natural exposuressugébra portfolio, some of the
opportunity losses occurring to financial instrunsecould not be off-set by gains at
spot market. The situation was worsened by the dviydit prices simultaneously
experiencing a downward trend. As the dairy farnied experienced in the previous
case, the apple and pear growers, who are supphershareholders of the Apple and
Pear Board, suffered from the unfavourable currei@dging outcome and

additionally low product prices.
2.3.3 Solid Energy New Zealand Limited

Another company that failed to hedge optimally v&asid Energy New Zealand
Limited, a state owned entity that sells a largeam of coal to the foreign market.
The following study is based on the New Zealandic®ffof the Auditor-General
Report (1999), which describes how state-owned renses manage foreign
exchange risk.

In 1998, the total revenue of Solid Energy New Zedl Limited was $187
million, of which $94 million were foreign currencincome. Given the high
proportion of overseas revenue, Solid Energy padtian explicit currency risk
management policy that guided the firm’s hedgingisien, in terms of the hedging
ratio and maturity period. The firm's hedging stigyt was relatively passive as a
regular revision on the items of policy was abs8imice the company was established
in 1987, Solid Energy had reviewed the hedginggyadinly twice, in 1995 and 1997.
The following table 2.1 illustrates the policy iB97.
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Table 2.1 Solid Energy Limited policy for foreign ecchange cover: 1997

Export Sales Exposure Forvxg;(rj]tlrE;(CctQange Option Cover
min % max % min % max %
Forecast receipts up to 3 months 35 90 Ni 15
Forecast receipts 4 to 12 months 35 90 Ni 2(
Forecast receipts 13 to 24 months 35 80 Nil Nil
Forecast receipts 25 to 36 months 30 65 Nil Nil
Forecast receipts 37 to 60 months 30 65 Nil Nil

The policy reviewed in 1997 extended the maximunglterm exposure cover period
from three years to five years. Long term hedgimag favoured because the firm felt
comfortable with the available exchange rate. Tineency value, the product price
and the sale volume at that time, were expecteesudt in a satisfactory return for the
company. Therefore, corporate managers were irttlineforgo the potential gains

arising from the future depreciation of currencyuea for the purpose of ensuring a
long term return. However, they did not take intwa@unt the possible changes of
price and volume of the exported coal, which deteech the expected return along
with the currency value.

Solid Energy Limited decided the amount of hedgimsjruments on the basis of
the forecasted export sales as well as contracbss.sFrom 1997 to 1998, Solid
Energy raised its foreign exchange cover substantighe total cover held at 30 June
1998 was recorded as $468 million while there waly 8165.2 million at the same
period in 1997. Of the new contracts, 87% were bougetween September and
December 1997, when the New Zealand dollar wasigsily high. The rise in
foreign exchange cover was mainly because of thyaeniforecasted sales, which
were described in a five-year business plan. In718% plan included two projects,
namely the Mount Davy Mine and the West Coast J&tyen the expectation that
the completion of the two projects would boostekport sales, Solid Energy decided
to go long more forward contracts to cover the eguagnt higher foreign exchange
risk. However, the projects had not even been agporovhen the hedging contracts
were bought. At that time period, it was still urteaéh when the projects would be

completed and how much additional revenue coulgdrerated.
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In addition, to be consistent with the policy tretcouraged the long term
currency hedging, more than half of the new curyenoward contracts purchased in
1997 and 1998 were for 37 to 60 months. Option®Kony periods 1 year to 5 years
ranged from $10 million to $40 million, althougretpolicy in table 2.1 prescribed the
maturity of options could not exceed 12 months.d8ise there were no contracted
sales beyond 3 years at 30 June 1998, long termirfgedhstruments were entered
into mainly on the basis of the forecast sales.S@aning the high uncertainty in sale
volume and sale price over a long time period, bedging policy implied a large
amount of quantity risk.

Such a hedging profile exposed Solid Energy toisagmt risk with respect to
the depreciation of the domestic currency. Unfaataty, the New Zealand dollar
moved against the company’s hedging position af@98. In the subsequent five
years, the New Zealand dollar had depreciated lrg ti@n 40%, down to a historical
low. As a result, Solid Energy had $3.6 million lised losses on the derivative
contracts in 1998, relative to nil in 1997. In adi, the unrealised losses rose from
$8.2 million to $138.1 million from 1997 to 1998hdse amounts of losses are
significant relative to the $187 million total sal@and $94 million international
revenues in 1998. In the face of huge losses, thedBof Solid Energy considered
closing out some forward contracts in February 18@8such steps were not taken.
When the exchange rate dropped further in 1992800, the losses arising from the
derivatives were exaggerated further.

To aggravate the situation, the price and the dpyamit the export sales shrank
dramatically due to the downturn of the Asian ecores in 1997 and 1998. The
reduced demand for coal meant that customers rptconld not meet the company’s
predicted sales, on which a large proportion ofeifym exchange cover was
determined, but also had difficulty to fulfil thegxisting contracts. In fact, the
international sales decreased from $115.6 milliothe year ending 30 June 1997 to
$94.8 million in the year ending 30 June 1998. @heline in sales together with the
rise in forward covers implied a serious issue wérbedging. The derivative net
losses regarding the overhedging position detdadriurther the company’s financial
situation, which had been poor as a consequentteealiminished sales volume and
price. A new Board was appointed by the governntenimitigate the foreign

exchange risk. The new Board reviewed the polioigh the assistance of a newly
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appointed adviser and instituted a new strategydoage only the currency risk over

the next 12 months, which excluded hedging for ésrtban one year.
2.3.4 Pasminco Limited

The following discussion is largely based on Broamd Ma (2006) and Pasminco
Annual Report (2000). The Australian company, PasmiLimited, was formed in
1988 and soon became the world’s largest integrateziand lead producer. On 30
June 2001, however, the company was placed undentaoy administration, which
meant an administrator was appointed to arrangegegement between creditors and
the firm. According to the regulations, the compavguld move into liquidation if
the arrangement was unsuccessful. The issues tagdéiasminco included lower
commodity prices and high debt burden. The debio r&tad increased as a
consequence of fast expansion, such as Pasmincgissdion of Century Mine in
1997 and takeover of Savage Resources Ltd in 189@ddition, the company’s
currency hedging policies exacerbated the lossdseaantually led the company to
collapse.

As an Australian metal exporting company, Pasminoated was exposed to
the fluctuations in zinc and lead prices, and ergearates. The latter mainly
involved the AUD/USD, as the exporting prices weaegely denominated and
determined in USD. To cover its currency expostine, company bought a large
amount of AUD/USD forward contracts in the late Q99A$684.6 million in 1998
and A$679.6 million in 1999). The subsequent ddptien of the Australian dollar
resulted in significant losses on the firm’'s hedgiposition. As shown in the
Pasminco Annual Report (2000), the forward hedgiogfolio was restructured into
options from 1999 to 2000. The losses on the fadveantracts were then covered by
income from writing call options on USD. Howevdretoption portfolio of long USD
put options and short USD call options exposed Ragnto the risk of strong USD.
The following table reflects the company’s foreigarrency position as stated in
2000.
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Table 2.2 Currency financial instrument positions

Maturity 30/6/2001| 30/6/2002| 30/6/2003| 30/6/2004 and Total
date —»| A$m ASm ASm beyond A$m ASmM
Long USD

put option 698.2 646.6 769.9 1155.7 3270.4
(AUD/USD)

Average rate| 0.6593 0.6551 0.686Y 0.7051

Short USD

call option 773.8 697.5 799.7 1200.1 3471.1
(AUD/USD)

Average rate| 0.5949 0.6073 0.6611 0.6858

In addition, as Brown and Ma (2006) argued, Paso¥ncurrency option
position was extremely high relative to other firnide ratio of nominal value of the
short call options to the total asset value wagine&% for Pasminco, while the
survey done by Hentschel and Kothari (2001) shothedaverage ratio of derivative
to asset value was only 12% for a sample of 394fmamcial firms. This outstanding
option position exposed the company to signifigastential net loss when exchange
rates moved against it, as did happen later. O8eliember 2001, the spot exchange
rate dropped down to 0.4939. The put options pwethdy Pasminco were out-of-
the-money but the short call options were signiftgadeep in-the-money. Realized
and unrealised losses during 2001 were of $A609iomjl which damaged the
company'’s financial situation.

Along with low metal prices and high debt costse @hdverse impact of a
weakening Australian dollar on the firm’s currerfigdging position led Pasminco to
be placed under voluntary administration in 2001.2D04, Zinifex Limited was
established by acquiring certain key assets froemiteco. According to the financial
report (ABN 2005, 2006), Zinifex remained unhedgedoreign exchange risk and
hedged only a small proportion of commodity riskpumd 5% at the end of June
2006. The subsequent rise in zinc prices and thedtlar benefited the company,
generating profits of A$238 million and A$955 nulfi in the financial years 2005
and 2006 respectively.

2.3.5 Bonlac Foods

In a competitive environment, more problems mageifrom a hedging decision.

When the consequent competitive disadvantage ikigg by rivals, the company
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might be forced out of business. A typical exam@eBonlac Foods, one of
Australia’s major dairy exporters which, in 2008|l funder the control of Fonterra.
Fonterra is the successor of the New Zealand DBagrd, a company which had
once experienced the disastrous effects of itsihgdgpsition.

Bonlac was established in 1986 and had a long riyisbd hedging export
revenues. Before 1996, its hedging policy workedl.wa 1996, Phil Scanlan, a
former Coca-Cola Amatil managing director was emptbto expand the business
aggressively. It acquired Spring Valley Fruit Jsiclaunched Spring Valley Bottled
Water and obtained the rights to Gatorablee(Sydney Morning Heragl&eptember 1,
2003). The fund requirement for the rapidly growimgsiness led Bonlac to face a
high debt ratio in the company’s capital structurbe bank covenants required the
company to adopt a high hedging ratio, one whicghtnbe incompatible with the
currency market situation at the time of decision.

Table 2.3 depicts the position and fair value oiviards and options existing for
Bonlac in 2001.

Table 2.3 Forward and options

Face Value ($A Million) Net Fai”r“\éﬁ;ue ($A
Forward USD sales
Delivery within 12 Months 250 -15
Delivery 12 to 24 Months 29 0
Delivery 24 to 36 Months 29 0
Bought AUD call options
Expiry within 12 Months 105 0
Sold AUD put options
Delivery within 12 Months 105 -20

(Source: Bonlac Foods Annual Report 2001)
In addition to utilising standard forward and opti@ontracts as hedging

instruments, Bonlac also employed a large amounbnfingent collars whictrigger
only when the specified event occurs. The collaes@mposed of long AUD call
options and short AUD put options. Table 2.4 shdwesfirm’s contingent collars in
2001.
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Table 2.4 Contingent collars

) Face Value | Net Fair Value )
Contingent collar ($A Million) ($A Million) Relevant contingency
Expiry 96 18 AUD below 0.6000 on single
within 12 months date in December 2001
Expiry 193 37 AUD below 0.6000 on single
12 to 24 months date in December 2002
Expiry 103 36 AUD below 0.6000 on single
24 to 36 months date in December 2003
Expiry 103 36 AUD below 0.6000 on single
36 to 48 months date in December 2004
Expiry 96 18 AUD below 0.6000 on single
48 to 54 months date in December 2005

(Source: Bonlac Foods Annual Report 2001)

The Australian dollar reached a historical low le early 2000s, as shown in
figure 2.3. Hence, Bonlac experienced negative fagt value of those financial
instruments and had to pay the opportunity costtheim hedging position. However,
the hedging loss did not lead directly to the qudkof the company. Bonlac failed to
survive in the market mainly because opportunitgtegegarding the hedging were
significantly exaggerated by the rival’'s actioonlac’s main competitor, Murray
Goulburn co-operative, exploited the relative adaga arising from a non-hedging
position. In the face of a depreciated Australiaflagd in the late 1990s and early
2000s, Murray Goulburn raised the milk price itdoto the suppliers, who are usually
also the shareholders of dairy companies in Auataatd New ZealandTfhe Sydney
Morning Herald September 1, 2003). Murray Goulburn could affrdlo this as it
did not lock its income at a previously high exaparrate, as would happen with

hedging.

3 Contingent collars will come into existence onlythie spot AUD/USD exchange rate is below the
specified exchange rate (the contingency). If tleatiogency never arises, the relevant options
comprising the collar will never exist. (Bonlac 20Bnnual Report)
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Figure 2.3 Historical exchange rates of AUD/USD

Subsequently, the Tasmanian dairy farmers who ggppBonlac became
irritated because they were receiving less thain Yhetorian counterparts, who were
suppliers  for Murray Goulburn. According to the oep from

www.infarmation.com.au(Tasman dairy anger at Bonla2003), the difference

between the milk price paid by the two companied Teasmanian farmers to
averagely earn $10,000 fewer a year than Victofemmers. As a consequence,
farmers began to leave Bonlac. As reported on Sdme 1, 2003 bifhe AgeBonlac
suppliers had fallen from 3800 farmers in 1992&@35.in 2002. As a result, its share
of Victorian milk production had declined from albalD per cent in 1992 to 16 per
cent in 2002. Bonlac’s total sales decreased fré&vti287 million in 2000 to $A700
million in 2003.

The diminishing market share worsened the compdiméscial situation, as a
number of fixed costs were still incurred despite tdramatic drop in revenue.
Standard & Poor’s Rating Services downgraded B&mliang-term corporate credit
to reflect the company’s weak financial performariggh debt levels, weak liquidity,
and narrow focus. In order to survive in its cutremm, Bonlac had to sell off part of
its business. With an agreed takeover, Fonterraltoa 25% stake in Bonlac. In
addition to the 25% stake it already owned, Foatehen held 50% of Bonlac’s
shares till 2003The Sydney Morning Hergl&eptember 1, 2003). Bonlac Foods Ltd

* The data of monthly exchange rates and CPI indesees from Global Financial Data and spans
from Jan 1986 to Mar 2007.
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eventually became a wholly-owned subsidiary of Ewoat through the votes on
September 2005.

2.3.6 Other cases

The depreciation of the Australian dollar after tAsian financial crisis also hit
Savage River Mines, which was owned by Ivanhoe Blih&l. According toThe
Sydney Morning Heral@Robins, April 8, 2002), the market value of tleenpany fell
from $US 125.3 million to US$36 million within twgears. In addition to the poor
operational performance due to the global slowdawthe steel industry, the deep
out-of-the-money currency hedging position conti@ousignificantly to the collapse
of the company. Although the currency dropped touad US50c in 2002, the
company fixed its exchange rate at US68c for eadcistralian dollar through a
delivery agreement with UBS Australia.

Cases regarding currency hedging are not exclugivdNew Zealand and
Australia. A similar example is offered by JaparrliAes, which lost ¥45 billion
(US$450 million) on foreign currency hedging ofuté revenues in 1992. It is ironic
that the company suffered at a later date from medging. From October to
December 2005, Japan Airlines was caught by a st bf up to ¥11.1 billion
(US$136.8 million) in three months. The main cawses that Japan Airlines had not
hedged its costs against the soaring jet fuel pri€e relieve the impact of high fuel
costs, Japan Airlines was forced to raise fares, labour costs and eliminate
unprofitable flights. At the same time, its compmti All Nippon, Japan’s second-
largest airline, protected itself from increasinglfprices by taking a hedging position
in the derivative market. As a result, All Nipponj@yed a comfortable period as it
won over customers from Japan Airlind$€ New Zealand Heraldeb 7, 2006).

Another Japanese giant, Sony Corporation of Jaan,experienced significant
losses on its hedging position in the early 20@dsce 75% of its products were sold
overseas, the company was exposed to a great @fteatrency risk. To protect the
firm from depreciation in the USD or Euro, the twin foreign currencies the firm
received for exports, Sony hedged roughly 80% fUED receipts and 90% of its
Euro receipts through a combination of forwards aptions in the late 1990s. The
subsequent strength of the USD and Euro resulted hedging loss of USD140

million, which accounted for 14% of the earningdha same period. In response to
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the appreciation of domestic currency, the compadyced its hedging ratio to 15%
for USD exposures and 30% for Euro (Bowden, 2005b).

Although exchange-traded derivative contracts imegs credit risk, they may
exaggerate disastrous effects through additionAdatibns of cash outflow before
maturity, due to the exchange’s ‘mark to marketjuieement. An example is South
African Airways (SAA), which was once consideredeonf the most enduring
symbols of South Africa. AFP (Johannesburg, 208gbrted that SAA encountered a
hedge loss of US$1 billion. The company’'s hedgirgicy was based on the
assumption that the domestic currency, the Rand]dwepreciate significantly over
the long term. To protect the company from the wieakl currency, some derivative
contracts were entered into for as long as 10 yeatls a strike price of 10.85 Rand
per US dollar, despite the current spot exchante o 6.5. When the subsequent
exchange rates actually moved upwards, the consefjnancial obligations created
such difficulties that the Government had to previ credit guarantee (Clarson,
2005).

There are many other examples of this type of mgdtpss, such as the well-
known case of Metallgesellschaft that suffered ftbm scarcity of cash flows arising
from margin calls on future contracts for hedgiktpwever, discussion in the later
chapters will mainly focus on the use of over-tbewtter (OTC) derivatives as the
cash flow problem regarding the exchange tradetvateres is beyond the focus of

the current discussion.
2.4 Lessons from cases

Most corporations discussed above bought derivativaracts in order to reduce
foreign currency risks. However, the consequencgioh a strategy was the financial
distress. Some companies failed because of thelanep hedging policy, such as
New Zealand Apple and Pear Board, Solid Energy Rasininco. These companies
had over-hedged the spot risk and thus had netsexg® in the financial derivative

market. Other corporations, such as the New Zedba/ Board, Bonlac Foods and
Japan Airlines, which did not have the problem akptacing derivatives, also

encountered financial difficulties regarding hedpiffthese companies were criticised
for having employed a passive hedging strategy hichvthe current exchange rate
risk profile and the corporate exposures had bgeored.
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Take the New Zealand Dairy Board case as an examydediscussed by
Bowden (2005b), the risk and market assessments989Y indicated significant
downside potential in the New Zealand dollar. Fastance, the current account
deficit reached a historical high level and hadrbeethat region for some time. In
addition, the housing market started to declinenfrt®97. This eased inflation and
relieved pressure for the Reserve Bank to contiigie money policy. The quiet New
Zealand housing market also diminished demand Yarseas capital, formerly an
important source for funding mortgages. Furthermibrean be observed from figure
2.2 that both the nominal and real NZ dollar waa historical peak in the mid-1990s.
If a mean reverting process exists in the real angh rate, as suggested by Sadlis
al (2002), Kapetaniost al (2003), Liewet al (2004), Cerrato and Sarantis (2006), one
might expect the NZ dollar to come down in the lengin. A forward hedging policy
with some contracts long up to three years lockthg exchange rate at an
unfavourable level for a long time could result significant opportunity costs,
especially for shareholders considering the spte &s the benchmark. In this
circumstance, some short term forwards or deepoftite money options may
perform better than long term derivative contraatssuggested by Bowden (2005b).

The New Zealand Dairy Board designed such a hedgolgy mainly for
minimising farmers’ bankruptcy risk and costs axgsfrom further appreciation in the
New Zealand dollar. The Board, however, overlootkedifact that farmers had started
to experience distress in the face of the curreradye at that time. Locking the
exchange rate at such a value could not free tineefs from distress costs, although
hedging could still be helpful to decrease the pholity of bankruptcy. Furthermore,
the Board utilised relatively long term forwardsstead of options or short term
forwards for hedging purposes. The use of long tlemwards by the Board had the
effect of extending the length of distress periéat, which farmers experienced
significant financial distress costs.

The experience of Bonlac Foods and Japan Airliressduditionally raised the
issue of how to incorporate the effects of competiton corporate exposures and
hedging costs into the hedging decision. Bonlatedaat the time when its core
operation was still working well. Its failure wasual to its hedging position that
created huge disadvantages for the firm’s produetrket. Japan Airlines had

experienced significant losses when it remainecedgld but its competitors hedged
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against high petrol costs. Japan Airlines lostritagket share to its hedged competitor
which could afford to keep prices unchanged infdoe of the significantly inflated
spot petrol market. The Bonlac Foods and Japannaglexamples show that, in a
competitive market, advantage or disadvantage daligea financial hedging policy
can be quickly transferred to the product marksta&esult, any losses resulting from
a hedging or unhedged position may be exaggeratethe extent that a firm’s
survival is under threat. To ensure a corporateistioued existence in the face of
competitors, superior understanding of corporatposures and relevant financial

markets play an important role in deriving its rmlanagement policy.
2.5 Research questions motivated

These examples reveal the difficulties as well hees complexity of establishing an
optimal hedging strategy. Such difficulties promaptumber of questions on hedging
in general, and currency hedging in particular.

(a) Generally, what is the primary purpose of nsknagement? Associated with
this question are other issues, such as shoulirthéedge; and if so, how should the
hedging function be defined? The traditional viemhich is still very popular in
practice and literature, is that hedging shouldleégigned to reduce volatility. In this
respect, forwards and options could be efficiemdiey instruments as they lock the
price at a certain rate or within a band. Howewasrshown within the New Zealand
Dairy Board and Bonlac examples, hedging could Istihg the firm to the brink of
bankruptcy even though it does contribute to stabd the cash flows.

Volatility reduction is not necessarily consisterith a firm’s primary objective.
A more basic concern of a corporate manager is hned firm’s operation can
continue or not. From this perspective, firms sbodésign hedging policies with a
focus on bankruptcy risk, or more generally, tts& 0f financial distress, rather than
risks from both up and down side. On the other haxdlusive concern with the
downside risk should not ignore benefits to be gaifrom good outcome which in
many cases account for the core business of fiAmshore embracing formulation
would allow for both, namely the expected payofthe good zone and the expected
damage in the bad zone.

(b) How can the natural exposure faced by corpsratedefined? A corporate’s
exposure is not always restricted to one singlanfonal risk. For some companies, a

relatively complete description of the natural esyp@ could include a series of
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components, some which are hedgable while otheraatr For instance, an exporting
or importing company’s profits depend not only e turrency variation but also on
product prices. These natural exposure componentd iteract with each other and
eventually affect hedging outcomes. The Solid Endmited example showed the
impact of hedging losses due to exchange rates gelBarwas amplified by

unfavourable commodity price fluctuations. On thbkeo hand, in the case of New
Zealand Dairy Board, high dairy product price attyueelieved dairy farmers’ losses
on expensive forward rates.

Both examples suggest that currency exposures etered by a corporate can
be affected by fluctuations in other financial adfes. A further question thus arises
as to how natural exposures can be defined to @ghe main risk facing the
company and how the variation in all the exposwramonents will interact with each
other. These understandings would facilitate caf@omanagers in developing a
structured risk management framework to minimisertatural exposures of firms.

(c) The role of information is also important. Skiba company take a view as
to future values of exchange rates and other emviemtal variables? If a decision to
hedge is made, should the hedging be active oreasd if active, how could it be
implemented? Hedging with a view of future assetgsr cannot perform better than a
passive hedging in an efficient market where spatep reflect all the available
information and no individuals can successfullyoset guess the market. However,
there remains a controversy regarding market eficy. The mean-reversion element
is a popular topic in the real exchange rate litega If a correction for significant
appreciation in real home currency value is exmkcexporting companies’ value
could be harmed by a heavy hedging policy. If therket is inefficient, corporate
managers with superior information and knowledgeexpected to increase the firm
value through more effective hedging decisions. réloee, the first task for
determining the active risk management stratedgy examine the market efficiency.
If there is indeed inefficiency in the market, adabof forecasting exchange rates
could be designed with an aim to improve the heglgutcomes.

Active hedging is particularly important in a markéhere opportunity costs of
hedging are high. One example is a market wherédoéimehmark for assessing the
hedging outcome is the natural (unprotected) exgossuch as that experienced by

the New Zealand Dairy Board. The Board was criédisor implementing a passive
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hedging policy and thus undergoing significant hegdglosses relative to spot
position. Another example is the competitive marketwhich hedging losses would
be exaggerated by the rival’'s actions and passdgihg could not always protect the
firm from financial distress, as shown in the Banégxample.

(d) The duration of potential exposures is anotissue that requires some
investigation. Is the corporate more vulnerableshort term or long term exposure?
What is the difference between short run and lamg nsk management? Currency
risk management literature has a focus on a relgtshort term exposures hedging. It
is rational from two perspectives. One is thatas bbeen widely accepted that parity
conditions tend to hold over a long term periody.(&aylor, 1995; Froot & Rogoff,
1995). If this is true, the risk tends to be marenpinent over a short period. Quantity
risk is also relevant. Uncertainty in the quantfyexposures in a far future gives
hedgers incentives to avoid long term hedging. Asu$sed earlier, Solid Energy
Limited took a large position in the long term famat hedging, resulting in disastrous
results due to the rising quantity risk.

However, for some organisations, such as superéonuand managers who
focus on long term fund investment, short term e@ucy exposures are not
particularly relevant and their main concerns stidag on the fluctuation of currency
value over a long time period. The long term expesmay exhibit its unique
characteristics. The ways to control it may diffesm those used to manage short
period exposures. The longer run variation in tladue of financial variables is
usually affected by the macroeconomic or structurllences. For these strategic
funds, different association with these macroecdonarauses may lead to various
dependence structures of fund values over timeal Eistribution of final value may
be related to a variety of conditional dependertogcires over time. A series of
measurement techniques have been developed to ricému such conditional
distribution over a long period. The problem remgrmore exploration is how to
develop measurement techniques that are also usefportfolio construction. Such
measurements should be well adapted to the longemovements associated with
business cycles or economic growth and they shalgld be useful in constructing

portfolios that can exploit longer run sourcesmfastment value.
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2.6 New Zealand context

Although the theoretical and methodological develept in this thesis is intended to
be general, the empirical application in the curreantext is selected for New
Zealand exporting companies and fund managers. rirgocompanies play an
important role in the New Zealand economy. Accagdim Statistics NZ (2003), New
Zealand Gross Domestic Product (GDP) relies heavilyhe exporting sectors of the
economy, with the exports of goods and serviceswating for 33% of GDP in 2003.
In addition, New Zealand, as a small country, iPpré&ce taker’ rather than ‘price
maker’ in the world market. New Zealand’s exporte asually priced in foreign
currencies, such as the US dollar. The volatilitythe exchange rate between NZD
and USD or other foreign currencies can therefaecty influence overseas revenue
and indirectly influence the market share of exgdproducts.

Currency exposure is also extremely high in Newlaw®hinvestment portfolios.
A survey undertaken by Statistics NZ (2003) shoWwat tNew Zealand’s total
investment abroad is NZ$77.53 billion at the endviairch 2003, while overall GDP
for the country is NZ$126.26 billion at the sameigd As a small country, New
Zealand does not have a massive capital marketiviersify the portfolio risk and
pursue superior return, NZ financial institutiors waell as individual investors are
inclined to allocate a large proportion of theirrgmios to foreign securities
investments. Since the fluctuations in currencygalhave big impacts on the total
return of an international investment portfolio,whdo manage the consequent
currency risk also becomes a crucial issue for Mewland financial investors.

In addition, the extremely high volatility in theeW Zealand dollar implies that
New Zealand trading companies and internationaésttvs are exposed to highly
fluctuating cash flows. The NZ dollar has been tbtm be one of the most unstable
currencies in the world on the basis of a studyth&f value history of thirteen
currencies (for details see Chapter 5). Take tlehange rate between New Zealand
and US as an example. In the last ten years, theskoNZ dollar was worth only 0.39
USD in November 2000 while the highest NZD was W@182 USD in August 2007.
The total appreciation was 110% in five years aslited in a yearly return of 16%.
The high volatility exhibited in the New Zealandri@ncy ensures the importance of
the currently proposed issue — exchange rate rigkagement in a New Zealand

context.
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2.7 Conclusions

The reforms of currency regimes and the globabsatif financial markets have been
accompanied by a changed notion of currency riskigawith the corresponding risk
management for exporters, importers, financial itusbdns and even nations.
Exchange rate exposures have become frequent grédictable under a floating
rate regime. At the same time, the developmentir@ntial derivative products is
enabling corporations to manage foreign exchangle with financial market-based
instruments. Arguments in favour of financial hedghave gained wide acceptance
among academics and practitioners. The descriptadna series of cases in this
chapter, however, have shown how companies’ firrsiiuations can be damaged
by using financial hedging instruments.

In some cases, hedging leads to bad outcomes leettaltas been incorrectly
applied. In other circumstances, a hedging stratibgy has been initiated on a
seemingly correct basis also brings the firm inbaricial distress, partly because of
the ignorance or misinterpretation of market infation. This research has been
motivated to develop a structural and effective dmegl framework, which is
particularly important in these days when the grgvcomplexity of exposure and
contemporary financial environment increases tlfigcdity of currency hedging. In
the face of a comprehensive financial market, tremsporates that have a thorough
understanding of their exposure profiles and haygesise in establishing superior
hedging strategy, have greater prospects of surviva

The aim of this thesis is to explore solutionsgedfied research questions as to
whether a firm’s wealth can be enhanced by the makagement strategy and if so
how. Issues to be addressed include the choice afppropriate objective function,
the impact of managerial private information, anldeo basic features of a structured
hedging framework. The next chapter will concerti@at building the welfare criteria
function of a risk management system. The spetificaof a hedging objective
function will be built upon the analysis of a GVaRterion. The proposed approach
forms a connection between the currency hedgingr@admising the market value of

a firm.
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Part Il Risk Management Decision Theory

Chapter 3 Generalised Value at Risk (GVaR) — An Olgctive
Welfare Criterion for Corporate Risk Management

There is an extensive literature describing deoisieeories under risk; for example
mean variance analysis, expected utility theonyspect theory, regret theory, value at
risk theory and many others. The choice of an gpyate risk management criterion
for a corporate, which will be discussed in thisuier, depends on the extent to
which the criterion can be related back to the camy{s primary objective for
corporate hedging, namely maximising firm value. ¢xig the decision theories
mentioned above, the closest correspondence isG\R, which includes the value
at risk and related theory. The general idea isdsautility caused by imposing GVaR
constraints is consistent with the negative payofthe form of financial distress
costs. Such financial distress costs diminish time ¥alue that is otherwise available
to stockholders and debtholders. A widely accepiesv is that hedging enhances
firm value by reducing the financial distress r{gkg. Smith & Stulz, 1985; Rawls &
Smithson, 1990). In the present chapter, questi@gsrding whether and how
hedging increases firm value are raised and thHisb@iexamined under the proposed
GVaR decision criterion.

There might be conflicts between firm value optitisn and equity value
maximisation as shareholders are not necessamigsavo bankruptcy costs given the
fact that they can walk away when the firm goeskbaotcy. The present chapter will
discuss some specific circumstances where shamisoldterests tend to differ from
those of the firm’s other stakeholders.

Some theoretical results are explored regardingusieeof this proposed GVaR
approach in the context of corporate hedging. Qatpomanagers might derive
different hedging strategies according to the rmatur circumstances regarding the
financial market, product market and exposure caijpn. Some qualifications
about the proposed welfare function will be expipréen particular relating to
concerns of the potential opportunity costs of leglg

The chapter is organized as follows: Section 3.4cdees the GVaR theotry.

Section 3.2 develops the primary objective welfaraction for a structured risk

® Section 3.1 is based on Bowden and Zhu (2006b).
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management decision. The function is inherent ® @VaR theory. Section 3.3
rationalises the generalised objective functionmfrthe perspective of corporate
finance. Section 3.4 explores some theoreticalltsesf the corporate hedging in
different markets. Section 3.5 provides some qaalibns related to the hedging
opportunity costs. Section 3.6 discusses the catpohedging in a competitive

market. Section 3.7 concludes.

3.1 GVaR theory

Value at risk (VaR) measures the minimum loss fgiven probability that a firm or
individual may expect over a specific time periodler normal market conditions. It
originated as a portfolio diagnostic tool when @teairman of JPMorgan, Sir Dennis
Weatherstone required a daily report regardingdkad risk of his firm. A VaR of $1
million at a confidence level of 95% implies thhetoverall loss at a probability of
5% will be at least $1 million for a given time fmet (Jorion 1996, 1997; JPMorgan
Risk Metrics, 1995, 1996, 1997; Linsmeier & Pears@896, 1997). Since its
initiation, this risk measurement tool has beenelyicmployed in risk disclosure and
reporting. The Basle Committee requires banks tofopma regulatory capital
calculations with VaR. Another advocate of usindRMa US Securities and Exchange
Commission which authorized VaR as one of threengpadgive risk disclosing
methods for the listed firms to report the risksagsated with market sensitive assets,
such as derivative products (Linsmeier & Pears88611997). In addition to the use
in risk reporting or disclosure, the VaR has alserbwidely used in firm-level risk
management, including deriving hedging decisionsnstructing portfolios and
managing overall cash flows. An advantage of Vafha& it emphasizes downside
risk only. Due to this feature, most managers amekestors prefer it to some
traditional risk indicators such as variance thanbglises both upside and downside
movements.

Despite the popularity of VaR measurement, it hesnbwidely criticised for
ignoring the losses beyond the critical point. Agesult, minimising VaR may
increase rather than decrease the tail risk (Laeseal 2002; Gaivoronski & Pflug,
2000; Artzneret al, 1997, 1999, 2002). To overcome the deficiencyaR, Urysaev
(2000), Palmquistet al (2001), Rockafellar and Uryasev (2002), Alexanded
Baptista (2004) develop and stimulate the use othammn percentile risk measure,

conditional value at risk (CVaR), also describedexpected shortfall’, a term used
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widely in the insurance industry. The CVaR is definas the weighted average of
VaR and losses exceeding VaR (Rockafellar & Urya8000). The CVaR approach
is concerned with the expected tail length in thenf of the truncated or censored
expectation. The motivation comes from the long keind tail possibility, one that

may cause considerable damage to managerial wéltarerould not be captured by
the VaR limit (Basak & Shapiro, 2001). The VaR esisdly refers to lump sum type

penalties if the outcome return or value falls bebln acceptable benchmark; while
CVaR, refers to the disutility to be attached te kft hand tail as a whole. Bowden
(20064a) defines either or both VaR and CVaR aségdised value at risk’.

Some equivalent option structures have been notetie GVaR theory (e.g.
Artzner et al 1999; Basak & Shapiro, 2001; Bowden, 2006b). tkirsVaR
incorporates, at its most basic level, a simplatyjiroption as a loss measure. Ret
represent an exposure outcome, e.g. portfolio vatueturn, and® a VaR point, so

that F;(P) < a, where F;(P) denotes the distribution function of the variaBjeand
a stands for the pre-set confidence level. (Commanlghe range of 5-20%.) Then
the cumulative distribution function involved in Racan alternatively be written as
Fr(P) = ER[SF(P-R), (3.2)

where SF(x) is the elementary step function such thHaE(x) =1if x >0, = 0
otherwise. Thus the given VaR conditidfy (P) < a is equivalent to placing an
allowable bound on the expected value of the patgot binary put option that has
value 1 wheneveR < P and zero otherwise.

The option interpretation is also apparent with V&VaR-based decision
rules seek to place a limit on the expected logsrgihat a designated VaR critical
pointP is exceeded. In other words,

E[RR<P]=c, (3.2)

for some user-assigned tolerance constaNbw
E[(R-P)-]

E[RR<P] = (P P, (3.3)
where(R—P)_:{g_P Eiz}

Hence if F;(P) = a in the VaR restriction, then the CVaR constraart be written:

EL[(R-P)_]zv,v=a(c-P). (3.4)
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The left hand side of the equation is the expeutdde of the payoff to a put option
with strike price afP. Imposing CVaR is equivalent to requiring that fhe option
value with strike aR=P is not too large. In this particular context theion is valued
just as the expected value of the future payoff.

3.2 Primary objective welfare function — Generalisd value at risk

Decision problems involving GVaR can be formulatediarious ways (for a review
see Bowden, 2006a). One version seeks to minies& &R for a given significance
level (critical probability), subject to a specdieminimal performance on other
metrics such as the expected value. Other versieinat the outset a given valado
be the VaR critical point and seek to maximisedkpected portfolio value outcome,
subject to the requirement that the probabilityatiing short ofP is less than or equal
to the chosen significance value (such as 5% or)1b?effect, VaR provides the risk
aversion. The latter versions amount to assertiag the firm’s core business is to
maximise the expected portfolio value, but that\la& critical pointP now provides
the tolerance level for adverse outcomes. In amditiCVaR imposes a further
requirement that the expected shortfall is to s llhan some given constrawnt
(Urysaev, 2000; Palmquist al, 2001).

A convenient way to capture the essence of the &aRCVaR approach is to
specify at the outset a utility function of therfor

U(RP)=R-P+b(R-P)_, (3.5)

whereR stands for an exposure outcome: value, cash thowpme other dimension
of corporate or managerial exposures. In the engdirapplication discussion in
Chapter 8, this is taken specifically as the nefipmargin, but in the current context
can be quite general. When taking the expecteitiyytil

E[U(R P)] = E[R] - P+bE/(R-P)_]

= E[R] - P +bFr(P)x E[R-P[R< P], (3.6)

where Fg (P) is the distribution function oR evaluated aR = P and it represents the
concerns on the VaR. The terg[R- P|Rs P] incorporates the CVaR. The

parameteb is set as a risk penalty to the GVaR componeativel to the overall or

unconditional expectatioB[R].
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U(R) A

Figure 3.1: Objective function

Figure 3.1 above illustrates the objective funcfimm which it can be seen that
the underlying utility function has a segmentecaa@moothed segmented form. The
managers’ risk averse attitude is asymmetric ardbadeference poirR. Above the
critical pointP, utility increases linearly with the return or valoutcome. Below the
critical pointP, the slope increases from unityliéb, indicating a higher disutility as
the value sinks below the critical point. The effe€ figure 3.1 is as though an
otherwise risk-neutral manager with a linear wtifitnction has been compelled to
write b put options with strike price & The contingent cost of doing so increases as
P increases and also as the nunibercreases.

This asymmetric utility can also have the bad Zpowered up’ if necessary as:

URP)=R-P-b|R-PJV SF(P-R) (3.7)

where the constant>1. This can cover cases such as those pointed oviaimai and
Yoshiba (2002), where the expected shortfall fenleliminate the tail risk beyond a
specific threshold (such as very long tail effec@®f) course, it could also be the case
that marginal disutility is increasing with largdesses. In terms of option equivalence,
the effect would be as though the manager had emrigtower options on the
downside. Note that the special cas€ andP=E[R] would correspond to using the
semivariance as a downside risk metric. Ferreich@oncalves (2004) also employ a
powering up metric, though they use the conditioythl order tail moment. The
conditionality implied in their methods is similém omitting the factorFg(P) in
equation (3.6).
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3.3 Rationalising GVaR from a corporate finance pespective

As discussed earlier, there is a common rationate/den the theory and practice of

GVaR and the corporate finance literature, nameyaivoidance of bankruptcy costs.
3.3.1 Aversion to bankruptcy costs

Firms are facing the threat of bankruptcy when they unable to make required
payments to their debt holders or other credit@scause the debtors hold fixed
claims on the firm which are regardless of the frmperformance, the rise in the
leverage increases the possibility of bankruptcy. al equity firm, however, may
still go bankrupt as the firm’s non-financial sthké&lers, such as employees and
suppliers, have the similar claims on the firm’sitlows as debt holders. In the face
of bankruptcy, the firm’s assets would be trangf@rfrom equity holders to other
stakeholders. The transformation would be cosile8®re were no additional costs
arising from the event of bankruptcy. As traditibpaebated in the corporate finance
literature, the possibility of bankruptcy is irreémt to a firm’s capital structure or
other financial decision, as long as there arextiaeash outflows due to the event of
bankruptcy. The aversion to bankruptcy arises ftbencost of bankruptcy as these
costs are paid to third parties rather than the’'sistakeholders.

White (1983) and Altman (1984) classify bankruptogts into two categories —
ex postdirect orex anteindirect bankruptcy costs. Direct costs include tash
outflow relating to administrating the bankruptsych as accountants’ and lawyers’
fees. Indirect costs on the other hand, can inctbhdse associated with the threat of
bankruptcy prior to liquidation. Implicit indirectankruptcy costs can occur from the
impaired ability to conduct business, including
(@) lost sales from declining demand as customers ltaneerns about ongoing

support services for the product they buy;

(b) increasing input expenses from suppliers due taliffieulty of obtaining credit
in distress;
(c) inputs of management time and effort;
(d) growing debt costs as rational bondholders willuregya higher rate of return
when the firm is close to bankruptcy.
Both direct bankruptcy costs and indirect finandtress costs should be taken into
account in reaching the risk management decisigmif£ant distress expenses could

worsen a firm’s financial position and eventualhgriease the probability of a firm’s
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collapse. This was illustrated in the New Zealandir{p Board example where
policies designed for hedging against the compatgskruptcy risk had been
criticised for exaggerating its financial distressts.

The objective welfare function shown above incogpes concerns regarding
bankruptcy costs in the form of VaR and CVaR. ThR\accounts for the probability
of financial distress, as shown in the earlier éigna(3.1). Therefore, an aversion to
the VaR results in the reduction of possibility &ory losses beyond the critical level.
Since direct bankruptcy costs that occur at insatyeare generally fixed, no matter
what causes the event, imposing a VaR constrairduate to decreasing direct
bankruptcy costs. However, in some circumstantescosts may vary in accordance
with the firm’s financial position, for example,fam involving a larger number of
stakeholders and facing serious insolvency problemght have more complicated
and thus more costly liquidation processes.

The indirect bankruptcy costs, along with somealad direct bankruptcy costs,
have been represented in the form of CVaR. Therantlibankruptcy costs are
negatively correlated with the firm’'s expected cdkiw. The worse the firm’s
financial position, the higher the indirect bankiypcosts could be. For instance,
given the same default probability, debt holdera caceive less in the event of
default if a more considerable loss occurs. In tiaise, debtholders tend to request a
higher return for compensating the risk involvedheir investments in a firm more
likely to have financial problems. More expensiwbdtcould be taken to signal higher
indirect bankruptcy costs for equity holders. ThaRV penalises the bankruptcy
possibility but takes no account of the magnitufiéosses caused by the threat of
bankruptcy. As indicated earlier, the CVaR overcerttee limitation regarding the
VaR by penalising all the exposures exceeding thiga point. In this respect, the
expected welfare function expressed by equatidd) (Bcorporate firm’s aversion to
the indirect bankruptcy costs by imposing the C\¢aRstraints.

The criteria function can be further connected ititm value. Suppose that the
first factor of equation (3.5) is the payoff toiarf in the world without bankruptcy
costs. The second factor of the equation would thennterpreted as the costs of
bankruptcy, as discussed earlier. The hedging idacterived from maximising the
expected objective welfare, as expressed by equédié), amounts to optimising the
firm’s expected payoff in a world with bankruptcgsts. Firm value can be derived

by discounting the firm’s expected payoff with thppropriate discount rate. The
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discount rate should reflect the risk involved mwoge cash flows. Another approach
for valuing a firm or a project is to convert thisky cash flows to certainty
equivalents and then discount the certain cashsfloythe risk-free rate (Ros$ al,
2002). In the equation (3.6), the risk regarding gayoffs can be absorbed by the
choice ofb (detailed discussions see Chapter 8). In this, taeeconsequent decisions
derived from optimising the expected GVaR criteriaa expressed in equation (3.6),
is in effect consistent with the purpose of maxingdirm value.

Such a connection between the GVaR and the compdnaance assists in
specifying the GVaR constraint. According to thdimdgon of the VaR and the
CVaR, the choice of a confidence level is cructadetermine the value of GVaR.
When used for the portfolio diagnostic, the confick level is usually arbitrarily set
in the range of 5-20%. In the current context, haavethe confidence level can be

derived from the point where companies start taeeepce the financial stress.
3.3.2 Impacts of capital structure

A firm’s managerial concerns on the GVaR can bec#d by its capital structure. In
a leveraged firm, the maximisation of firm valuenist necessarily consistent with
shareholder value. When the firm objective is dpegtias optimising firm value, the
corporate managers are assumed to maximise retiiral stakeholders, including
both stockholders and bondholders. However, sisoseh and Meckling (1976) have
formalised the agency problems between differeatedtolders, it is well known that
the interests of shareholders may differ from bahdiérs’. In the face of bankruptcy,
shareholders have the option to exit from the liiéds that they could not afford.
Shareholders that can exercise the liability egtian are not necessarily averse to a
potential volatile position. In fact, they may hawe tendency to stay unhedged in a
difficult time as the uncertainty encompassed ie timancial variable brings
shareholders the opportunity of relief from strebs.this respect, shareholders
increase their own value at the cost of debt hsldéfithin the corporate finance, this
is the ‘asset substitution’ effect.

However, the shareholders may only exercise theirgption in some limited
circumstances. According to corporate finance the@Ross et al, 2002), the
shareholder exit option will not be in the moneyless all four of the following
conditions are satisfied.
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(1) The firm has been close to bankruptcy pointhat time financial decisions are

determined,;

(2) The firm has a high financial leverage;

(3) Information is asymmetric between shareholderd debtholders and thus the
former can take advantage of the latter;

(4) There are no conflicts between corporate masagyed shareholders regarding the
view of bankruptcy. It implies that managers wiltt afrom the perspective of

shareholders by choosing the risky projects regasdlof the consequent rising
bankruptcy risk.

It is easy to understand why the first conditias lto hold. In good states, the
value of the shareholder liability put option, acanmely direct bankruptcy cost, is
almost zero as the firm rarely goes to collapsdhise situations. The potential
financial distress costs, which are expected todrg low in such circumstances, are
mainly composed of indirect bankruptcy costs. Ascdssed earlier, shareholders are
not free of indirect bankruptcy costs. Therefor@ximising firm value is consistent
with equity value optimisation when the firm is faom bankruptcy.

In terms of the condition (2) above, the value loé tiability exit put option
owned by a shareholder is positively correlatedhlite leverage ratio. Shareholders
in a firm of greater financial leverage have mareentives to exercise the option.
However, such incentives could also be conditiomadn the time of the firm’s
leverage decisions being made. As Leland (1998)emigmanagers could posses
various incentives for deriving hedging decisiorepehding on whether these are
determined prior to or after the debt being in pla&/hen the hedging choice is made
ex ante any costs arising from the agency issues coulttdresferred from rational
debt holders to shareholders in a form of highest @ debt. In this circumstance,
shareholders can hardly take any advantage of lagldiers and maximising firm
value is generally consistent with equity valueimgation. Leland (1998) concludes
that hedging usually leads to a higher debt r&io.the other hand, when hedging is
determined after debt holders have delegated theatoof money to stockholders,
the equity holders have the opportunity to exploé debt holders.

In additon, as described by the above conditioni{3 hard for shareholders to
take advantage of debt holders when a market esnrdtionally efficient. Since the
United States introduced the Statement of Finaaabunt Standard (SFAS) 133 in
1998, which was followed by the release of Inteéoratl Accounting Standards (IAS)
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32 and 39, presenting and disclosing financialrimsents and hedging activity
became mandated for firms. These standards amdedeto increase the information
transparency and consequently reduce the agenty loeisveen a firm’s debtholders
and shareholders, although empirical evidence deyarthe impacts of the above
accounting standards on information transparenstilisnixed?

Furthermore, to reduce the expected indirect bamkyucosts related with the
agency cost of debt, firms may be inclined to atbemd covenants restricting their
risk management choices. In a survey of hedgingviaes, Geczy, Minton and
Schrand (1997) find that some of their sample fimwese constrained by the debt
covenants or credit arrangements to hedge someomodf their interest rate
exposures. Evidence can also be found with Bontexx Eimited. Given the financial
situation of Bonlac following the exchange rate aminmodity price crises, debt
holders specified in the debt covenants that the finust hedge their currency
exposuresThe Sydney Morning Heral&eptember 1, 2003).

Another constraint for shareholders to exercisé trability exit option lies in
the potential managerial distortion, as betweepa@te managers and shareholders.
Apart from the agency issues among shareholders detdholders, Jensen and
Meckling (1976) also articulate the agency probleéetween shareholders and
corporate managers. Though managers are suppoaetido behalf of firm’s owners,
they have their own interests which may deviatenfrthose of stockholders. For
instance, in the theory of corporate finance, dh@ders are inclined to hold a
diversified portfolio and be indifferent to the gaoe risk regarding the specific firm,
such as the bankruptcy risk. However, corporate agers, who are the primary
individuals to approve the risk management poligyally lock their human capital
with the company and which is not diversifiable.

The managerial personal costs arising from the togodgy may be extremely
high for those managers operating in large mulonal companies, who are
particularly keen to preserve their reputationha market. Gilson (1989) investigates
the exchange listed firms and finds that senioragars who lose the job due to the
financial distress of companies have no chanceeiogbre-employed by another
exchange listed firm for at least three years. €Hart al (1995) also find evidence

for significant managerial personal costs relatmghe bankruptcy of banks. Other

® Bhamornsiri and Schroeder (2004) and Wang, AlachMaka (2005) find no evidence while
Supanvanij and Strauss (2006) show there is evaehincreasing information transparency.
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literature focusing on the impacts of managersspeal bankruptcy costs and risk
aversion upon the optimal financial decisions ideliZwielbel (1996), Novaes &

Zingales (1995), Subramanian (2002), Morellec (260 Berk, Stanton & Zechner
(2007), among many others. Asset substitution ragisirom conflicts between

shareholders and debt holders could be alleviatedhk particular interests of
managers.

Given the discussion on the difficulty of exercgishareholders’ liability exit
options, the empirical application in later chaptesll employ the equation (3.6) in
deriving the corporate hedging decision. In equat{8.6), the risk aversion is
restricted within the GVaR framework so that thare no concerns about the liability
exit option or concerns about adverse put optiatweigh liability exit options.

However, it does not exclude the possibility thaporate managers might take
into account the corresponding impacts of the liigbexit option on corporate
hedging when the exit option value is extremelhhhighe effects of such exit options
on corporate decisions, such as the optimal leeeratip and cash holdings have been
largely explored in the literature (see Jensengl@@&land, 1998; Dittmar & Mabhrt-
Smith, 2007; Pinkowitzt al, 2006; Bowden, 2006b). Leland (1998) and Bowden
(2006b) extend these discussions to the risk managiedecision. Bowden (2006b)
incorporates the concerns of this agency problerapegifying an objective function
in the form of payoffs from two styles of optioms¢luding the liability exit option as
well as the adverse financial distress put optBased on this specification, the utility
function in the form of equation (3.5) could be riied to:

U(R; P):(R—B)++b(R—P)_, (3.8)

whereB is the bankruptcy point arfélis the financial distress level aB&P. The first
part of equation (3.8) represents the payoff ofahility exit call option, while the
second part stands for the payoffloddversity put options. The hedging decision is
therefore the consequence of balancing values @fatliversity and exit options.
Bowden (2006b) goes further to suggest that althobhgdging adds value to
shareholders in most cases, there is a ‘no hedyg aere firm value gets very low

and the shareholders’ liability exit option valgehigh.
3.4 Corporate hedging and market efficiency
The issue of market efficiency plays an importaié in deciding whether to hedge or

not. In the following illustrative example, hedgimgth a market-based forward is
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used to describe some of the essential choicdseafdrporate hedging in an efficient
or an inefficient financial market. The forwardffld the hedging purpose by simply
eliminating uncertainty. This usually entails adeeoff between risk protection and
opportunity cost. The fixing will take the form biiying or selling a forward with the
same maturity as the natural exposure and holdingaturity. Futures, on the other
hand, do not automatically fix the exposure duehi® requirement of marking to
market. Using options is a third choice which coenpénts the value framework. This
will be discussed in later chapters.

Let Sdenote the value (as a price or rate) of an enmental exposure that can
be hedged with a forward of current prieelf h is the chosen hedge ratio, then the
hedged exposure is

S"=hF +(1-h)S (3.9)
This will be referred to as the ‘conversion raté’contains one component known at
the start of the period=§ and one component that is not known at that ({8eThe
key issue is then to choose the optimal hedge ratitat maximises the expected
utility, as expressed in equation (3.6). Issuesndigg the derivation of hedge ratio
will be discussed in Chapter 8, in an environmenempirical application. In the
current context, the two extreme scenarios — faigged or nothing hedged will be
compared to explore the value added by hedgingadByming there is no interaction
among the market participants’ hedging strategtes exposure indicatd® is simply
represented aS'. When the corporate chooses to hedge nothingedhation (3.6)
can then be written as
E[U(S;P)] = E[S-P] +bE(S-P)_], (3.10)
while the expected utility for a firm fully coverday the forward is:
E[U(F;P)]=F -P+Db(F -P)_. (3.11)
The value added by hedging can be expressed awdliare difference between
hedged and unhedged corporates:
AEU =F -E[S]+b(F -P)_-bHE(S-P)_]. (3.12)
A positive AEU implies that the hedging does add value to the fwmd thus the
forward hedging is preferred to the unhedged pmsitThe exact reverse situation

applies in the case of a negatik&U .
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Let u, =F —E[S] represents the effects of hedging on the mean gait
Uy =b(F —P)_—-bE[(S-P)_] stands for the value added by hedging through

decreasing the GVaR.

The hedging decision is then determined by balanttie value ofy, andu;,.
Given the forward rate, the value pf relies on the expectation of spot exposure.
The second part in the expressionugf corresponds to the payoff of the adversity put

option, which is positively correlated with the \airce of spot exposure. As a result,

the value ofyy is in addition dependent on the volatility &f In this respect, given

the expected value & the hedging adds more value to the firm if thealde is very
volatile. Empirical hedging problems are often solun a framework of conditional
mean variance analysis. In the current contextptitenal hedging strategy can also
be derived from the trade off between the meant@dariance o8 but the aversion
to the volatileS arises instead from the adversity option effect.

The value added by hedging differs for the follogvthree scenarios:
1. If F=E[Y, 4, =0, v, > 07,
2. If F=>E[Y, 4, >0, v, >0,
3. If F<E[Y, 4, <0, v, can be either positive or negative, depending bether

the value of is belowP:

b(F - E[S]) +bE[(S-P),] if F<P

! . (3.13)
bE(P-S),] if F>p

Uy =b(F - P)_ ~bE[(S-P)_] ={

In the third casey, is equal to the expected payoff of a put optiorewR>P and

thus always positive. Under adverse market conttioghe forward rate, commonly
determined by the covered interest parity, mightdweer than the critical poirf. In

these circumstances, the value igfbecomes negative when the expected spot rate

exceeds the forward rate by more than implied evgolepayoff of the call options.
Consequently, the firm might encounter less finaindistress costs by remaining
unhedged.

Some simple conclusions regarding whether the catpshould be protected

fully or be exposed to the financial risk, at leasttially, can be drawn from the

"If F<P, uy =b(F - P) -bE[S-P - (S-P),]=b(F - E[S]) +bE[(S-P),];
If F>P, v, =-bE[(S-P)_]=bE[(P-S),].
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above specifications. Firstly, as the above disonsr the first scenario indicates, a
complete hedging is the best option in a world whiére forward is the unbiased
predictor for the future spot rate. However, ad b explored largely in Chapter 5,
such a lack of bias on the forward rate has beemuanly rejected by the empirical
research.

Secondly, as shown in the above third scenario evheE[], the value of
hedging diminishes when corporate managers haverisugnformation about the
probability of a significant rise in the future $pate. By remaining exposed, the
appreciated spot price not only improves the firmésalth through increasing normal
operational cash flows but could also reduce thanitial distress costs, especially
when the forward raté has been very low. Based on what the New ZealaaidyD
Board experienced, the farmers started to suftenfthe unfavorable exchange rates
in 1997. It implies that the value Bfat that period was close or even lower than the
distress pointP. In such circumstances, hedging does not alwagkicee the
corporate’s financial distress costs and thus is nexessarily a value improving
approach.

It can be seen that firm value enhanced by theihgdigecision largely depends
on the expectation of the future spot rate. Theegfa better forecasting of the
exchange rate plays an important role in the ceyreisk management, in particular
when the exchange rate market is not efficientthia circumstance, firms owning
private information or having better access to thee distribution of the future
currency value are more likely to derive the optilmedging policy which adds value
to the firm.

Corporate managers who decide the hedging polighemasis of their view of
future markets are regarded as employing an abidging strategy. Managers tend
to choose an active stance at certain times whey féel that they know more than
the market (Hakkaraineet al, 1997; Jilling, 1977). This confidence could arise
because the firm has a dominant position in theketaand thereby has private
information about the impact on the financial markem its own operation
decisions. Such confidence could also arise whepocate managers have access to
superior forecasting techniques or advanced carstytservices.

The above discussions regarding hedging are camatedton hedging against
only one risk exposure, e.g. exchange rate riskowe byS. In reality, however, the

corporate is very likely to face more than one.rlstr instance, commodity exporters

-45 -



Part Il Risk Management Decision Theory
Chapter 3 GVaR — An Objective Welfare Criterion@arporate Risk Management

may be exposed to the currency risk, commodityepvimatility as well as input price
fluctuation. In addition, since the current marlsefar from complete, some market
risk can not be directly hedged with the finanamstruments. In these circumstances,
the risk management decision can deviate from theseed in the single exposure
case, especially when the exposure componenta@ifisim various market risks are
interacted with each other. In this case, the augon between the two risk factors
has impacts on the value added by hedging. Thendepee among multi-risks facing
the corporate can play an important role in thegivegl decision. For instance, the
negative interaction of output and input price\gsi a natural hedge to the firm. In
this case, the corporate may be harmed by hedgiog ssing the forward cover can
destroy the buffering effects and increase the dadenrisk. Strategy for managing
the multiple exposures should start from analyzing origin and construction of
exposures. A detailed discussion about hedgingnagaomposite exposures is

provided in Chapter 7.
3.5 Some qualifications: aversion to the opportunyt losses

The segmented welfare function penalises the dalensixtreme losses through
setting a higher marginal disutility for the wealtielow the critical pointP, as
depicted in the figure 3.1. Under this form of mgesaal utility function, a hedging
that reduces the downside adversity exposure bggtong the upside gains is
regarded as favourable. However, managers may oasmn have different risk
attitudes toward the opportunity costs of hedgfngexample, they may have higher
risk aversion on the upside gain than appeareldrigure 3.1. Such concerns could
increase the corporate’s marginal utility for whadbove the poin® and thus reduce
the managerial incentives for a heavy hedging datis

Aversion to hedging opportunity costs may arisenfn@gret theory. According
to Bell (1982, 1983) and Loomes and Sugden (19883} ‘regret’ is a feeling
derived from the fact that wrong choices have bmade and better decisions could
have been taken in the past, given the realisegaboutcomes. Individuals, who
make decisions according to regret theory, compah possible outcome arising
from the choice they made with what they would haxperienced under the same
state of the world but assuming they made diffedeisions.

Solnik and Michenaud (2005) present a regret-thimoag@proach for managing

currency risk. The approach accounts for both ti@ual risk and regret. Traditional
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risk is represented by a monotonically increasing aoncave utility function. A
concave regret functiors based on the difference of outcomes derived fthen
adopted action and results caused by the bestbhp®ssirrency hedging decision
given theex postoutcome. Suppose a decision is made between lgedgith non-
hedging. Foreign investors may experience regritely have hedged but their home
currency depreciates later. On the other hand,stove who have not hedged may
also be regretful if their home currencies appteci&olnik and Michenaud (2005)
conclude that a fully hedged decision is the besliging policy from the perspective
of managing the traditional risk but a regret agarsestor always hedges less than
100%. The optimal hedging ratio will be 50% if iist@rs have infinite risk aversion.

Furthermore, experimental evidence of regret-imfaileg decision making
under uncertainty (Gilovich & Medvec, 1995; Zeelerthbet al 2000; Bell, 1983;
Becharaet al, 2000; Camilleet al, 2004) shows that regret is usually more intense
when people take actions and later find that nmaatould have led to a better result
than when people fail to take some beneficial astidf this statement is true, the
regret on the losses arising from the hedging @gtoan be higher than the regret on
the losses caused by a non-hedging decision ansgl dscouraging corporate
managers from employing a high hedging ratio.

Aversion to the opportunity losses can also arisenthe future spot exposure
is regarded as a benchmark to examine whether girtgedolicy is optimal or not in
corporate currency risk management. Shareholdepscexoetter outcomes from a
hedging policy than those that can be achieved frothedged exposures. The
example of the New Zealand Dairy Board in 1997diasussed in Chapter 2, showed
how a hedging policy can be criticised when evadatgainst the unhedged
exposures. One reason, among others, was due ttarers’ assessment of the
hedged outcome against what they might have hdwutithedging contracts in place.
Bearing the potential criticism from shareholdersmind, company managers could
be more concerned about the opportunity lossesngrisom hedging than those
appearing in the above utility function.

Similar considerations can be made with fund marsagespecially when they
allocate funds to international equity investmenthe traditional benchmark for
global investment is absolute asset return in thesponding currency, such as
S&P500 or MSCI US index for US stock investmentan \Eyk (2001) and Dunstan

(2001) find that fund managers view currency heddor international equities as

-47 -



Part Il Risk Management Decision Theory
Chapter 3 GVaR — An Objective Welfare Criterion@arporate Risk Management

creating an additional risk because of the potemt&viations from the unhedged
benchmark. Thorp (2005) also found that Australsernational equity managers
allocating assets to overseas markets was genasfigssed again the unhedged
return. As a consequence, they may be penalisechddging global investment
against depreciation in home currency, but needoaatriticised for failing to hedge
an appreciated domestic currency. This form ofsssent could intimidate the fund

managers towards utilising financial instrumentshfedging purposes.
3.6 Corporate hedging and market competition

Corporate hedging may have a more significant iola competitive market. Some
researchers show that financial decisions can aaotewith the firm’s production
decisions when the market is competitive (BranderL&wis, 1986; Bolton &
Scharfstein, 1990; Brown, 2001; Nain, 2005; MelloR&ckes, 2005). One firm’s
advantages arising from a superior financial denistould very possibly be
transformed to the product market to defeat italsivin such an environment, the
opportunity costs of hedging include not only tléegmtial upside gain in the financial
market but also the possible losses in the prodharket, such as the decline in the
market share. Especially in an oligopoly competitmarket, where there are only a
few players that have the power to influence mapkete. The competition is highly
intense and rivals are always prepared to take ddilantage of any profitable
opportunities. A hedging policy that is efficiemt reducing fluctuations in the
financial price or rate changes might expose tha to a significant disadvantage
over competitors in the product market.

As discussed in Chapter 2, in the case of Bonlamd&othe heavy hedging
policy locked the corporate’s profitability at axdid level. The competitor, Murray
Goulburn, initiated predatory pricing to expandriarket share when the Australian
dollar reached a historically low level. Bonlac wbumot sustain the equal payment
without making losses and thus lost the market eshiar Murray Goulburn. The
predatory pricing strategy could also be employgdhbdgers when the financial
market moved in the direction favourable to thempacurred in the case of Japan
Airlines. However, in an intensely competitive mattkthe marginal profit is low and
the predating would more likely occur when the sparket is unexpectedly good. In
this respect, the value arising from the predagpoiging strategy might be asymmetric

by exaggerating the opportunity cost of hedging g favouring a decision of less
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hedging. This might in part explain why Briggs (200find in a New Zealand
currency hedging survey that firms in a competitivdustry, such as meat producers
tend to hedge less and shorter than those companies less competitive
environment.

Some research papers discuss and explore how atgpananage financial risk
in a competitive market. Nain (2005) demonstratest & firm’s hedging decision
relative to the hedging pattern of the industreeiff its competitive position in the
product market. A firm may encounter higher expesiirit employs a hedging
strategy different from others in the same induddnpwn (2001) provided evidence
of firms benefiting from investigating and respamglito competitors’ hedging
choices. With the introduction of restricted fineenstrument disclosure accounting
standards (e.g. IAS 32 and SFAS 107), informatiegarding a listed company’s
hedging with financial instruments becomes pubtienables other companies, such
as competitors to have access to the firms’ exjstinancial hedging positions by
investigating the financial statements, althoughremcy risk management with
operational strategies still remain as inside im@tion to firms’ managers.

In addition, Adam, Dasgupta and Titman (2007) esgplbe structured solution
for a corporate to derive an optimal hedging deaish a competitive environment.
They derive the hedging ratio along with the optipr@duction decision under Nash
equilibrium (e.g. Nash, 1950; Fudenberg & Tirol€91). Adam, Dasgupta and
Titman (2007) derive the optimal hedging decisioiem a Cournot-Nash
equilibrium, in which firms maximise their profiggven the output decisions. In this
research, hedging is valuable because hedging droegtainty to investment in
machines and other fixed assets, which consequessgiylt in certain raw material
inputs. Given a convext marginal production cosiction, this certainty implies
lower expected costs. However, unhedged firm, gaeat by Adam, Dasgupta and
Titman (2007), have production flexibility. In a dwstage Cournot game, the firm
determines whether to hedge at stage one and havh touproduce at stage two.
Unhedged firms could therefore adjust the productiecision at a later stage to
respond to the realised costs, such as the dedwiocrease the production in a good
state. The authors conclude that firms’ hedgingag®ocould vary according to the
number of market participants, the degree of nyademand elasticity and convexity

of production costs in the industry.
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The impacts of interactions between market plagersorporate hedging will
not be considered in the later empirical invesitgatThis is because the empirical
application mainly relates to the New Zealand damgustry in which there is no
intense competition currently. Fonterra, the biggksry company in New Zealand,
dominates the dairy market.

However, even if there were intense competitionnfache New Zealand dairy
industry, such as that seen in the Australian daidystry, the pattern of interaction
between the production market and the currencymakagement decision would be
different from the case described by Adam, Dasgapth Titman (2007). In the NZ
dairy market, a large proportion of production vii# exported to foreign countries.
Since the current global demand for dairy produrctgohigh while the total amount of
supply is limited by the land and weather condgiotompetition in the New Zealand
dairy industry is mainly on domestic supply sidbeTmarket share of one dairy firm
largely depends on its payout price to dairy fasneelative to what the firm’s
domestic competitors can afford.

In addition, the New Zealand dairy industry heaviglies on a co-operative
ownership structure so that the firm’s supplieesits shareholders as well. Given the
determined cost composition, the amount that thiy deompany will pay its
suppliers, who are also shareholders, is largghedeent on how much it can sell its
products for in the global dairy market. The intronal dairy prices and exchange
rates are generally exogenous and, therefore thee ga all New Zealand dairy
companies. The distinctions among the selling prfoe various firms may arise from
the exchange conversion rates for the foreign vabés, which vary due to firms’
different foreign exchange hedging policies. Themfiwith the higherex post
exchange conversion rate can afford to pay a mtiractve payout price to win
suppliers over its competitors. In this respectpooates with superior information or
a better understanding of the future exchange madeements have more survival
chances in the market. Even in a market whichfisieft in a long term context but
not in a short time period, companies that knowearaiyout the financial market than
their rivals can take advantage of their tempostrgnger position against others. As
a result, a more active hedging is advocated fanpamies in a competitive

environment.
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3.7 Conclusions

This chapter extended the VaR and related thetoiestablish the primary welfare
function for corporate hedging. The consequent imgdgbjective is directly related
to the corporate value function as both of themilekla trade-off between upside
gains and downside extreme losses. However, thmrkl de conflicts between the
maximisation of firm value and that of shareholdefalue, as the shareholder has the
option of exiting from the liability when bankruptds triggered. These agency
conflicts have impacts on the choice for optimaddieg policy, mainly leading to a
preference for staying unhedged. Nevertheless, exiing options owned by
shareholders can only be realised if some conditaoe satisfied. Given the common
ground of maximising firm value and the sharehdfdgalue, the rest of the thesis
concentrates mainly on the perspective of firm gahaximisation.

By applying the proposed GVaR approach to corpdratlying, the chapter has
examined some theoretical results under a variétgirgumstances. A complete
hedging against one single exposure is suggestdw dest policy in a market where
the forward is an unbiased predictor of the futspet rate. In other circumstances,
corporate managers may choose a partial hedgingleedged decision according to
their risk averse attitudes and their informaticadvantage. The empirical application
for corporate hedging will be given in Chapter 8thma focus on hedging against
composite exposures.

The next chapter will extend the discussions ok nsanagement objective
welfare to other aspects. The GVaR criterion tlzet hheen proposed in this chapter is
related to the expected value of upside gain anvdndmle loss at a future point in
time. The consequent utility function is time sgjie and has no consideration on
what is happening along the path. It may not mattbether a time separable
objective function is assumed when the path deperaes not apparent over a short
time interval. However, when the risk managementusgoshifts to a long period, the
inter-temporal nature of exposures could have tigaicts on managerial preferences
for optimal risk management structure. The two patith identical expected gain or
loss could well have various serial correlationtgrats and thus exhibit different path
exposures. To account for the considerations oh path risk, a modified objective

function based on the dynamic VaR will thereforeeRplored in the next chapter.
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Chapter 4 Long Term GVaR: Path Risk and Fund
Management

When the hedging period is exceptionally long, aucitired hedging framework
further needs to be considered in the light of bthanagerial concerns. The objective
welfare function established in previous discussitirat derive the hedging decisions
by balancing the expected upside gains and dowihssdes at one time point usually
has a time independent utility function. Based basé discussions, the expected
utility for one period is assumed not to be reléwananything that happened prior to
that period. One drawback of decision methods isftilpe is that it does not take into
account the conditional dependence structure obsxes that occur during the time
period. This issue is minor when the hedging peisoshort as the market transients
arising from random market noises generally doneirthie short interval returns.
However, the problem can be significant if the ®ad risk management is shifted to
a long time period, in particular for strategic disnthat are exposed to macro-scale
variations corresponding with economic environmierfgetors. In this respect,
investment outcomes should be compared in terntheofvalue paths rather than a
more narrow focus on short run or longer run regumisolation. The notion of path
risk is motivated by the application of GVaR to ienttime paths, rather than a
particular point in time. Given the potential cootien with the VaR indicator, the
path risk can also be described as a dynamic veddivyaR, or namely VaR duration.
The portfolio dominated by long scale variation alguexhibits higher VaR duration,
as the value of such a portfolio would remain gasky zone for a long period when a
recession is experienced.

To account for such long term dynamics of exposwalsie rather than return is
chosen as the indicator for measuring portfoliofggarance. Although return and
value should convey the same information, curréatissical tools are sometimes not
sensitive to long scale variations displaying itune measurements. Short period
return could be typically dominated by market trants which might obscure more
fundamentally based signals that are strong inldhg run but weak over the short
term. Therefore, path exposures associated withraeecnomic influences are
statistically more apparent with value indicatd@$ven the non-stationarity exhibited
in the value measurement, a wavelet based framewibirbe chosen in the current

context. This is because wavelet analysis can dposenportfolio variations along
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both time and scale dimensions and requires nct stssumption for data generation
processes. The path pattern of a portfolio valuetiban be expressed in terms of their
wavelet multi-scale variation distribution.

The chapter is organized as follows: Section 4.ieflgr discusses the
rationalities for the choice of dependent variablsction 4.2 defines the path risk
and specifies the corresponding objective welfaraction. Section 4.3 further

illustrates the path risk as the dynamic VaR. $acdfi.4 conclude.
4.1 Choice of dependent variables: Values versustoens

Before defining the risk and designing the portdaiisk management rules in a long
term horizon, some discussions on the choice oémggnt variables are useful. The
exploration will be mainly about whether value eturn should be used to measure
portfolio performance. To facilitate subsequentdssion, assume the discrete time
interval is small so that returns can be treatesyasnymous with changes in the log
of value. Portfolio analysis has traditionally bdemmulated and conducted in terms
of security returns. It is understandable why thi®uld be the case: one period
returns are stationary or nearly so, and hencevalieadapted for standard statistical
measures of reward and variation, which in turnloamasily incorporated into mean-
variance portfolios. Extensions such as GARCH (gdised autoregressive
conditional heteroskedasticty) or similar volagilinodelling can be used to derive
hedges that vary over time, along with conditiqoralperties of asset returns.

Recent developments in stochastic modelling, howéhave raised an issue as
to whether security modelling and portfolio desighould utilise alternative
constructs. As an example, suppose security vatwesgenerated in terms of a
fractionally integrated time series of orderd, whered is the fractional component
0<d<1. Such representations have been used as a waptoiring long memory time

series (Candelon & Gil-Alana, 2004). A more suigal#turn concept in such a case
might be based onr =(@1- L)l+OI logV; rather than the conventional
r = (1-L)logV;, wherelL is the backward lag operator. Alternatively, onegh

choose some specific return definitions and worthatoutset in terms dbgV; itself

8 This chapter is largely based on Bowden and ZB0gP
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or some scaling transformation such ﬁ&/tlogvt, which can be useful where

geometric Ito processes are supposed to genetate da

Logically, there is no difference in using returmslog values; they contain
exactly the same information. However, inferenceeldaexclusively on returns can
suffer from a swamping with shorter run market aoighis fact makes it harder for
the return indicator to capture those statisticallynificant macroeconomic effects
that work slowly but are important over years, eatthan weeks or months. Short-
interval rates of return are typically dominated rogrket transients, including not
only one-period white noise, but also transienthsas local bubbles or market over-
shooting in response to news or sentiment. Trahg#eacts of this kind have been
described by authors such as Barredttal (1989), Lux (1995), Kojima (2000),
Scheinkman and Xiong (2003). Market transients gamerate episodic short term
serial correlation that will magnify the variancé short term returns, but become
smoothed out over longer horizon. This fact allawslerlying fundamentally based
signals to become manifest over a long intervadirAilar effect has been noted in the
literature on efficiency losses or gains from thee wf overlapping observations,
where the implicit smoothing enables better dedectf longer run movements (e.g.
Fama & French, 1988; Campbell & Shiller, 1988; Boukh & Richardson, 1993).
The situation is analogous to business cycle itdisawhich are often presented in
two forms, the value version and the growth or vgto cycle’ version, the latter
referring to percentage rates of change. Locatyaes and their turning points is
easy with the first, but quite difficult with thesond (Bowden, 2005b).

4.2 Path risk and the underlying welfare criteria

Based on the value indicator, the primary welfargea for long term risk
management might be cast in terms of a termindliloligion of unit value. However,
the system dynamics can entail a sequence of comalit distributions for one

distribution of the terminal value. In this casetlprisk arises as a consequence of

o Suppose that returns are generated by the consntioe geometric process8V, =puV; +oV;dB
whereB; is a standard Brownian motion process.\fs(B) = t, it follows that v1/t logV; can be

decomposed into a trend element of orgérand a zero mean detadB; /At , which has constant
variance (energy, in the wavelet context). Thusiadeation that the log value series is behavikg |

the classic geometric accumulation process isdhe¢ normalised bﬁ the details should show no
obvious expansion in amplitude over time.

-54 -



Part Il Risk Management Decision Theory
Chapter 4 Long Term GVaR: Path Risk and Fund Mamesyg

path dependence. The inter-temporal structure geefrom the interim dynamics of
a path can entail secondary welfare effects, whach reflected in the time
inseparability of objective functions. The need tiwo welfare effects could arise for
a variety of reasons. Taking the fund investmentaasexample, it might be a
consequence of dual responsibility, as in the miisbn between investors and
management, each with specific objectives in aoldito those shared. Alternatively,
the distribution functions of the primary objectineght be easier to estimate, mainly
because they are asymptotic in nature. Howevepgaifeed primary objective value
could be consistent with a variety of different madations for the sequential
conditional distributions, which may be difficuld tspecify and estimate with any
exactness. The following remarks intend to elalsoost the general idea, particularly
on defining the metrics that could be used for casimy possible adverse effects
from alternative path histories.

For any given path histony, let the vectox; (w) represents the portfolio choice

at time pointt. Denote byX; ={X;;7 <t }the history of portfolio settings up to time

pointt. A static or passive portfolio policy is a speaake in whichg is determined

at the outset and is constant thereafter. The psdge= f (X,,t,w)will be called the

‘unit value history’, as it represents the accurtinta portfolio value per dollar of
initial capital invested. For simplicity, all prosdgs are assumed continually
reinvested, such as no external dividends untihiteal time T. Finally, there is a
utility function U defined on the alternative path histories, whiah cemain general
at this point.

Time inseparability in the utility function is taketo mean that at any
intermediate time0O<t<T, conditionally expected utility from that point as a
function not only ofV; , but also of the entire history of unit valuesthiat point. In
other words, fund managers take into consideratenevolutionary pattern of unit
values. For instance, the managerial utility fumeticould reflect the number of
investors in the fund. Withdrawing funds by investas a consequence of poor unit
value performance will impact adversely on managéncome or even employment.
This would require explicit modelling of investogsponses to unit value histories,
which is not something that the typical fund mamageuld want to attempt. A less
formal approach is to recognise that some typgsatf history are going to be more

exposed to investor unhappiness and exit (in tkésngple). Such paths — essentially
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portfolio choicesx; — might then attract a penalty, and their reward eleimmust
correspondingly be compensated. As with any fornrisk analysis, there are two
aspects, first to recognise the path exposuressatahd to provide a metric that will
penalise paths that are more exposed.

There is a great development in the measuremetiitecfemporal nature of the
financial variables. However, the reconciliation ag exposures measurement,
portfolio design methodology and the underlying faed objectives is not extensive
in the literature (Dunn & Singleton, 1986; Eicheaiva & Hansen, 1990;
Constantinides, 1990; Detemple & Zapatero, 1991yd\es, 1990; Heaton, 1993).
Most of these existing studies incorporate timeethelence into the utility function by
specifying the objective variable as a linear fiorctof current and past observation.
An alternative to this specification is the spdctrality function, which has been
developed by Bowden (1977) and Otrok (2001) to awnodate time dependent
aspects of managers’ preferences. With a speditiy function, economic agents’
preferences in terms of the conditional charadiesisof a variable over time are
constrained to its overall auto-covariance valuljctv can be summarized as the
spectrum of frequencies. Spectral analysis provédesssible framework of this kind,
while interpreted broadly in the current contexttwer Fourier analysis and wavelet
decompositions. As Fourier analysis only transfomhasa in frequency dimension
while wavelets decompose data in both time andugreqy domain, the latter has a
wider application than the traditional spectraliyti

Furthermore, the techniques to be developed cosaldelgarded as dynamic

analogues of mean variance analysis. In a long tem@an-variance framework,

expected terminal utility could be written &s(y,,07);U, >0,U, < , Where 4,

and ¢? are the mean and variance of terminal unit vakspectively. Now time
domain path variability is expressible in terms thie Cramer representation
(stationary Fourier analysis) or the scaling detlcompositions in the case of
wavelet analysis. Correspondingly, [Etstands for a spectral density for Fourier
analysis, or detail energy for wavelet decompasgiadSuppose thds is the set of
available energy measures for the application indh&he required path variance

analogue would then be a positive definite funcigorG - [, . In addition to overall

energy, the functiorp is chosen to assign penalty weightings to theukeqy or

detail elements. The weightings are designed inordemce with managerial
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perceptions of secondary exposures or some otperdl path exposure. In the case
of wavelet decompositions, the mean element canabslated into the highest order
approximation, which remains once most of the thethave been removed (see
Chapter 5). Portfolio efficiency in this extendedrmework requires maximising the
expected reward element, subject to acceptablesalithe path risk metrig.

In what follows, path risk will be defined operatally as a weighted sum of

spectral power energy, of the form

6= WEx; w20, wy =1. (4.1)
k k

As discussed earlier, the weightai] can be set by the user in accordance with
perceptions of path exposures.

The following discussion illustrates some of thesgible considerations in
choosing whether to penalise at the longer or shoun end of the power spectrum;

specific implementation is contained in Chapter 9.
4.3 VaR duration and the empirics of investment vale

Path preferences could be set in something as simpla general preference for
smoothness. Paths that soar can also plunge, wiatfare benefits and costs might
not compensate: investors are more apt to anxiatyextended downturns than
happiness on upturns. As to the choice of weightimgtion, much would evidently
depend on the advertised stance of the fund. High term energy (variation) would
more likely be a danger to a fund that advertigedlfiin terms of stable balanced
growth.

A more structured approach to manage path welfasesanight run in terms of
a dynamic version of VaR, or in this context, Vai&ation. The idea is that paths
should not spend too long below a comparator orchark path that could be
interpreted as a moving VaR critical value, incaogtimg investor regret. Figure 4.1a
depicts path histories generated by two alternasitagic portfolios, both valued in

terms of US dollars.
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Figure 4.1a: Path risk from benchmark violations

Portfolio A is an accumulation total return index New Zealand stocks, while B is
made up of an Australian equity total return ingextfolio and a US treasury bond
index in equal proportions. The stock indexes atected from the MSCI while the

treasury bond index is from Federal Reserve Bankddition, path C is a benchmark
portfolio representing investment in US treasuncktheld to maturity, using the 10
year yield at inception time (6.01% at May 1993)gsroxy for the entire period 14
year rate. All unit value series are measured gs,Idience the straight line for the
benchmark.

The two subject paths A and B are not widely ddferas to the variation of
monthly returns. Note, however, that path B is amifly above the benchmark C, but
path A spent almost three years below (see thelddubaded exposure duration
arrow). Unit holders might tolerate a short permfddiscomfort, but not long term
losses. Even though path A is a little superioa@rimary welfare objective taken as
terminal unit value, its adverse performance onpgéealty element would likely see
managers prefer path B. In termsesf anteportfolio selection, portfolios such as A,
viewed as more subject to long swings, would cHreyburden of higher path risk. To
attract risk averse investors, additional compenmsatould be required in the trade-
off with the primary welfare objective of this patkoreover, a point such @& has

different welfare consequences for path A versu$ [ In a dynamic portfolio
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problem, different portfolio choices could be dedvrom then on, as a manifestation
of utility inseparability.

The role of the weighting function (4.1) is illusted more explicitly in figure
4.1b, which reallocates the total detail energypath A towards the finer of the 7th

detail levels (wavelet conventions and methodol@gg exposited in Chapter 5

below).
2
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Figure 4.1b: Energy structure and benchmark exposug duration
Total detail energy of path A is 11.984, of whitte tfour bands spanning two years
and longer contribute 11.574 for the original seri®eries B is a reconstruction of A
that redistributes the total detail energy so thalty 4.830 remains at the longer
fluctuations. The result is evident in the formgoéater short run variation. Therefore,
the duration of the adverse exposures of path B\bpath C) are transitory, never
lasting longer than two to three months at a ti@Geen the implied preference as to
reward and path risk, B could be regarded as pagfeiped to A. It might not be so
for an alternative choice of the weighting functiarequation (4.1) for path risk. For
instance, short run fluctuations might well be wewas less attractive for some
particular class of fund. The portfolio investmedécision may vary by the
managerial choice for paths. In the empirical aggion part (Chapter 9), it will be
shown how the weighting function approach can bt mto a portfolio selection

procedure.
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4.4 Conclusions

This chapter has developed the objective welfanetfan for managers with concerns
on long term risk management. Over a long internvaliyes of financial variables are
generally exposed to both low and high frequenayatian. These variables might
display different multi-scale behaviour correspogdito various value paths.
Although the measurement of path exposures has|aegzly developed, the related
decision theories are limited. With the strategiod management as a particular
example, the present chapter proposes a multi-ssggeoach to enable a better
reconciliation between portfolio measurement metihagly and underlying welfare
objectives. The methods that result comprise a aynobjective of the long period
expected value and a secondary welfare effect ¢i pagk. The comparison of
investment outcomes is based on the value patlerrahan the return at one
particular point. Risk regarding the value paths paints of contact with a dynamic
version of VaR, specifically the duration of VaR.this respect, the present chapter
extends the application of the VaR theory to theglterm risk management.

The path exposures are measured in the form ofctifuin of wavelet energies
at different scales. Application of this proposeshd term fund management
methodology is provided in Chapter 9. With the @fidvavelet analysis, the approach
is implemented in the form of band pass portfollwhkjch enable fund managers to
choose the variation at designated scales. Theeqoest approach are well adapted
to asset accumulation in an economic environmeattdreates longer run, or macro-
scale, variation along with which is superimposkeadrter run fluctuation arising from
market noise and similar disturbances.

Econometric implementation of wavelet analysis le particular context of
currency variation and market efficiency will besclissed in the following chapter.
The exchange rate market efficiency is controverssmd such a problem is
exceptionally important in currency risk managemesthe value of hedging largely
depends on the degree of market efficiency. To @xanthe currency market
efficiency, the time series will be decomposed iwavelet framework along both
time and frequency. Such decompositions enables igedentify variation patterns of
the time series on a scale by scale basis. In etbets, the wavelet provides a multi-

dimensional view of the data. The wavelet multilsadecomposition on exchange
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rate variations further indicates the patternswfency value, which are valuable in

deriving the exchange rate forecasting model.
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Part IIl Econometric Methods and Models

Chapter 5 Exchange Rate Econometrics I: Currency
Variation and Analytical Tools

Understanding whether the market is efficient aod lthe currency fluctuates with
time is essential for developing an optimal curgerisk management framework. In
an efficient market, the market price of financadsets reflect all the available
information and thus corporate managers cannoperdtrm the market by actively
estimating and managing the exchange rate risgx&mining currency variation and
exchange rate market efficiency, a first issueoistudy the forward unbiasedness
hypothesis in the exchange rate market. When thwafo rate is an unbiased
predictor of the future spot rate, the currencykatirs efficient and the optimal risk
management under a GVaR welfare function is singplgomplete hedging with
forwards, as was shown in Chapter 3.

A linear regression is generally employed to tdst tinbiased hypothesis.
However, it should also be recognised that theasda hypothesis is a sufficient but
not a necessary precondition for an efficient ergearate market. The degree of bias
of forwards can be explained by reasons other theanket inefficiency. The
following discussion further examines the currenayiation with wavelet analysis.
The wavelet decomposition of the exchange rate @ginformation on the nature of
the variation pattern in the currency market. Sfictiings may provide evidence for
market inefficiency and motivate development of #wechange rate forecasting
model.

In addition to investigations on the nominal twoywaxchange rates, the
econometric examination of the currency variabilityll also be based on a
constructed absolute exchange rate. Since the djeatdhange rate corresponds to the
value of two countries’ respective currencies, \tegation in one exchange rate pair
may be caused by fluctuations in either currency.miltinational company
encounters the currency risk when it converts fprencome, expenses or other cash
flows back to home currency at a volatile exchamge. If the exchange rate
fluctuation originates mainly from the foreign canyn the currency exposure could
be diversified by trading in different countriesn @Ghe other hand, if the home

currency is volatile in its own right, then the @ncy risk for a trading company is
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systematic and could not be geographically diviexdif The comparison of the
systematic exchange rate exposure in different tc@snassists the choice of the
application of the financial hedging framework deyped.

The chapter is organized as follows: Section 5studises the market efficiency
and the corresponding regression tests on the egeheate market. Section 5.2
introduces the analytical tool — wavelet analysid ds use in measuring the variation
in the currency value. Section 5.3 presents thetoaction of currency reference rates
and discusses the variation patterns in a variétgoointries’ different reference
rates:’ Section 5.4 concludes.

5.1 Currency market efficiency

5.1.1 Market efficiency conditions

Since Fama (1965, 1970) initiated the concept ®ftificient market, there has been a
long-standing debate about the market efficiency. efficient market is usually
defined as the market where the current securitgprshould reflect all the available
information. In such a market, the present pricauldddbe a good estimate of the
future value and no speculators can expect consigt@fits based on the current
information. In these circumstances, the deviatbthe spot value from the current
estimate will only arise from unexpected news. Amtre existing empirical work on
testing the efficient market hypothesis, a varietypproaches have been developed
for investigating the market efficiency. One commmuethod is to test whether the
asset prices follow random walks over time in aficieint market (e.g. Samuelson,
1965). Alternatively, one can perform the technexalysis to examine whether there
is pattern in historical price and whether tradin@es relying on these patterns will
lead to excess returns (e.g. Neely & Dittmar, 19@9ther methods for testing the
market efficiency include event studies, which f&&esi on the test of whether new
information is rapidly incorporated into asset pa¢e.g. Famat al, 1969).
Furthermore, when the discussions focus on theamgehrate changes, impacts
of interest rate differential on the currency valimave to be taken into account. The
return on one foreign investment is dependent mdy on the currency changes
during the investment period, but also on the alisdinterest returns in the target

country. Investors’ required rate of return on lddone currency will therefore be

19 3ection 5.3 is based on Bowden and Zhu (2007b).
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affected by the interest rate in the correspondmgntry. Given relations between the
exchange rate and the interest rate, the test &oken efficiency can be fulfilled by
investigating the Uncovered Interest Parity (UWfjch suggests that the interest rate
differential should simply reflect anticipated cemcy movements. It is consistent
with exchange rate market efficiency literaturestart the test with the UIP (e.qg.
Hansen & Hodrick, 1980; Goodhart, 1988; Frankel Bir®, 1991).

The UIP can be written as:

Sa—S =i i (5.1)
where wherei; and i, represent the interest rate in term currency awdncodity
currency country respectively. The symbgl=1logS and S denotes the spot
exchange rate at time(1 unit of commodity currency S units of term currency).
The symbons’, stands for the rational expectation of the fulogespot rate at time
t+1, given information available at timieAs market expectations of future exchange
rates s, are not easily observed, it is difficult to teetuncovered interest parity
directly. Therefore, the uncovered parity has Ugubéen tested jointly with the
rational expectation hypothesis, which implies

S = St t € (5.2)
where the error tern¥,,, has zero mean and is serially uncorrelated. Camdpin
equation (5.1) and (5.2), the relation between spmhange rate and interest rate
differential can be expressed as follows:

S =S Hi —l T 6 (5.3)
Given the above equation, the exchange rate canilido follow a random walk with
drift model (Taylor, 1995), the drift being provili®y interest rate differential. While
a more complicated auto-regressive model will bevigied in later chapters, the
current discussions start with a conventional apgnp namely a simple linear

equation as follows
Sa~S = :30 +ﬁ1(it* _it) t & - (5.4)
If the exchange rate does follow the random walkhwdrift model, the regression

estimates of 5,, 5, should not deviate from (0, 1).

The test on the exchange rate market efficiencyatsm be associated with the

covered interest rate parity. In a currency market, covered interest rate parity
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theory states that the difference between the méokeard rate and the current spot
rate should reflect the interest rate differentmatwo corresponding countries. This
parity suggests that a higher interest rate inhbme country should relate to a
forward discount in the domestic currency. Becausestors can construct a
synthetic forward by borrowing money in one curfeaad lending money in another
currency, the parity has to be generally true asethwill otherwise be arbitrage
opportunities between the forward and spot markatording to the Covered

Interest Parity (CIP), the forward exchange rate lmawritten as:

S @+i;)

1+i,

t

, (5.5)

where F, is the forward exchange rate determined at tirmad f, =logF,. Since
i, =log(l+i;) andi, =log(l+i,)wheni and i are small, equation (5.5) can be
written as:

f.—s =i, —i,. (5.6)
The equation is exactly true for continuously coonmting variables and
approximately right in the discrete case, provideat the interest rates are not too
large. The currency market efficiency test can theidased directly on the unbiased

hypothesis of the forward rate with respect toftitare spot rate. It leads to another

version of the regression equation that can beemrgs:
S =S =a,ta(fi—8) e (5.7)
The efficiency of the currency market can be assksby testing whether
(@p,a,) = (0D).
A finding of (a,,a,) = (0 or (B,,5,) = 01 will imply that the market is
efficient. However, findings such aga,,a,)# Ol)or (B5,,5,)# (01 do not
necessarily lead to the conclusion that the maskieiefficient. The deviations may be

explained by the risk premium regarding the holdofgone currency relative to

another currency, as explained later.
5.1.2 Regression test results on UIP

The market efficiency has been tested using orditeast squares with Eview 5
software package. The application relates to mgrekthange rates of NZD/USD as
provided by MSCI. The interest rate time seriestams the US 1-month CD
(Certificate Deposit) rate from the Federal Res@&@apk and NZ 30 day bank bill rate
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from the New Zealand Reserve Bank. The data spangdriod from June 1985 to
August 2007.

The regression test on this data could be baskdrean equation (5.4) or (5.7).
Some tests are employed to detect whether thexaurst root in both the dependent
and independent variables. Table 5.1a shows thtit Aagmented Dickey-Fuller
(ADF) tests (Dickey & Fuller, 1979) and Phillips+Ren (PP) tests (Phillips & Perron,
1988) reject the unit root hypothesis for the exgearate return at a 99% significance
level.

Table 5.1a Unit root test outcomes

Exchange Exchange Interest Interest
rate rate rate rate
return return differential | differential

t-Statistic Prob. t-Statistic Prob.

Augmented Dickey-Fuller
test statistic -15.482p 0 -3.2727| 0.0172
1% level | -3.4548
Test critical 5% level | -2.8722
values: 10% level | -2.5725
Phillips-Perron test statistic  -15.4891 0| -2.6394|0.0864
1% level | -3.4548
Test critical 5% level | -2.8722
values: 10% level | -2.5725

On the other hand, ADF and PP tests for interdst dédferential exhibit different

evidence for the unit root. The ADF test rejects tinll unit root hypothesis while the
PP test shows that the hypothesis could not betegjeat a 95% confidence level.
Under rational expectations, if the spot rate cleasgtationary while the interest rate
differential is not stationary, the efficient markeypothesis must be rejected. The

reason lies in the fact that,, in equation (5.3) must be a white noise under the
rational expectations, which implies that tee, —s, must have the same order of

integration ad, —i. In other words, it shows some variations thatom®urring in the

interest rate differential have not been refleatedhe currency changes. However,
Baillie, Bollerslev and Mikkelsen (1996) and En@l®96) claim that such variations
could be attributed to the risk premium. In thispect, the market efficiency might

still hold even whes,,, —s, is stationary whild; —iis non-stationary.
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Since an ADF test rejects the unit root hypothgsishe interest rate differential
at a 95% confidence level, the linear regressiatiiisused and the result is provided
in table 5.1b below.

Table 5.1b UIP test outcomes

Variable Coefficient| t-Statistic Prob.
Po 0.0039 1.3922 0.1650
b1 -1.5390 -2.8441 0.0048
Durbin-Watson statistic 1.9513
F-statistic 0.0048
adjusted R 0.026

Table 5.1b provides an estimate of the parameteya/s in equation (5.4) and the
tests on equation (5.7) present similar resulte d$timated values of the Parameters
show that the hypothesis of market efficiency stiobé rejected, as the interest
differential coefficienip, is negative as well as significant. A chow typd s®ws no
significant evidence for any structural changesirgurthe mid-1990s. The result
implies that under market conditions of high ingtnetes, currency tends to move up
rather than come down. This is contrary to UIP tiieo

The Q-statistic tests on the standardized residaats residuals squared are
shown in Appendix F, table F.1b. The Q-tests regaatificant serial correlation on
the squared residual for the above linear regres3ibis suggests that there could be
heteroskedasity components in the error term. Hhation between exchange rate
changes and interest rate differential can thusxaenined in the context of GARCH.
Detailed discussions on a GARCH model will be pded in the following exchange
rate forecasting chapter, which will also show thaise in the domestic interest rate
is generally followed by an appreciation in thatiey’s currency. Such a situation is
consistent with the empirical research done by k&d¢1987), Froot and Thaler
(1990), Lewis (1995), Engel (1996), Meredith andnm@h(1998), Wang and Jones
(2002), and Bhaet al (2001).

Many researchers have attempted to explain thele@ubat empirical tests
commonly reject the unbiased hypothesis for thevdéiod exchange rate. Lewis (1995)
and Evans (1995) attribute the reason for the faitvpaizzle to the learning and peso
problem, which implies that market players deteemihe price on the basis of an
expectation of some improbable event. Frankel anseR1994) argue that irrational

expectations and speculative bubbles could causk daviations of forward rate
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from the expected future spot rate. Fama (1984)Niedwlandet al (2000), among
many others, align the anomalous empirical findimgh the market efficiency by
describing the forward bias as the risk premiumer€fore, the phenomenon that the
high interest rate in New Zealand is accompaniethbyappreciation in New Zealand
currency may indicate that global market investarquire a higher return from
holding NZ dollars compared with holding US dollars
Assumei” stands for the US interest rate dan@presents the NZ interest rate.

The exchange rate is expressed in terms of USrdetlahat the NZ dollar is the
commodity currency. The expected return of invesime NZ for a US investor is
the sum of NZ interest rate and the expected cayréactuations. It can be written as

vz =l +(85a —s) -
At the same time, the home investment return f&dSainvestor isr,, =i; . Risk
averse US investors tend to require a return otNthavestment as follows:

Mz = Tus + 7o,
where 77, represents the risk premium. The equation leatisetoesult

i, +(s%, —s) =i, +71,.
By rearranging the equation, the expected excheatgecan be expressed as
SS, =S +i —i +7T,.

In a covered interest arbitrage free world, theagign can be reduced to

Sy = f, +71,.
A constant7z, may be used to explain why the constant paran{gtgrs different
from zero but it can not explain why the coeffidiéfy) between spot exchange rate
changes and interest rate differential in NZ andigJSgnificantly negative (see table
5.1b). However, the risk premiurm, may vary over time and may be positive or
negative. The characteristics of currency risk puamand impacts of risk premium
on the currency value changes will be further itgased in Chapter 6 where a
GARCH exchange rate forecasting model is explotadthe proposed GARCH
model, the risk premium is expressed under thenagson of rational expectation as
the spot forward basissf, — f,). The GARCH forecasting model, with which the UIP
can be examined, will further facilitate corporatanagers in detecting any potential

inefficiency exhibited in the exchange rate market.
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5.2 Wavelet Analysis

Currency variation and market efficiency can alsarvestigated with the aid of the
wavelet analysis. Although firstly used many yesge (as ‘wave packets’ in quantum
physics), empirical wavelet analysis developeddigdollowing a burst of activity in
the early 1990s directed at new representations cantputational techniques by
authors such as Mallat (1989), Daubechies (19880,19992), Coifmaret al (1990),
Cohenet al (1992). Wavelet analysis has also been appliechsixtely in the fields of
mathematics, quantum physics, electrical engingerand seismic geology since
1980s. Further applications of wavelets in econaamnid finance issues can be seen in
recent literature. For useful reviews of the usevatelet analysis in economics, see
Ramsay (1999), Schleicher (2002), or Crowley (2008avelets have also been
applied to finance, e.g. Capobianco (2004), Le®42@nd Fernandez (2004).

5.2.1 An introduction to wavelet analysis methods

This introduction to wavelet analysis starts witldiacussion on spectral analysis.
More technical description of wavelets are providedppendix A. Spectral analysis
techniques are used to decompose a given sereethmsum of sinusoids of different
frequencies (a process called ‘complex demodulatiowhen comparing the
amplitudes or power of these sinusoids, the faet thne frequency has more
associated power than others, suggests that mutie efariance in a given series can
be explained in terms of a well defined cycle as tbr an equivalent frequency.
However, these elementary sinusoids themselvesotlchange over time, either in
their frequency or their amplitude. This is onetlué limitations of spectral analysis,
although from time to time suggestions have beetienas to developing time varying
spectra (e.g. Priestley, 1965). However, even @t #épproach, the changes had to be
very slow over an extended period of time.

Limitations of this kind were effectively removeg the recent development in
wavelet theory and practice. Wavelets analysis deaomposes data into different
components along both time and scale (or frequensyvavelet is rather like a
sinusoid localised at a particular point in time,tkat its power drops off rapidly on
either side of that time point (see Appendix A). Walats come with a variety of
scales. Thus one might have a scale representéig2amonth fluctuation (loosely,
one cycle), another for a 1-2 year fluctuationhmdt for 3-5 year fluctuation and

others. Moving through time, one fits a successibwavelets for each scale. Each
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time point contains contributions from waveletsltg same ‘scale’ (qQuasi-frequency)
but centred at neighbouring points. This featurabées one to model cycles that do
not remain constant in amplitude, so that, in tegpect, wavelet analysis overcomes
the limitations of ordinary spectral analysis.

Discrete wavelet transform

The wavelet transform can be either continuousisurete. Figure 5.1 is a schematic
description of a discrete wavelet transform (DWTljoome. Level 1 is the smallest
scale or highest quasi-frequency, so D1 repredéstsycle at this highest level of
detail. The given series is then split into D1 #&id where Al is the series once the
highest frequency fluctuations have been removedvels 2, 3.... contain
successively less high frequency complexity. Wheoremfluctuations have been
extracted, the residual series becomes broaderftanee approximations, which
reveal longer run cycles and ultimately the trefd.‘average period’ constructed for
a given level of detail D can be derived by findthg sinusoid where the period most
closely matches that of the wavelet fitted at aoypin time, suitably adjusted for its

scale (see Appendix A).

Al D1
v .
A2 D2
+ \
A3 D3
v .
A4 D4
v .
A5 D5
+ \
A6 D6
v .
A7 D7

Figure 5.1 Decomposition into successive details@approximations
The overall effect can be viewed as an operatiggeleralisation of the
schematic time series decomposition that is fammghin economic literature:

Series = irregular + seasonal + cycle + trend
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The successive details in the above wouldriggular = D1, seasonal = D2, cycle =
D3, while the trend would correspond to the subsegoemaining low frequency
variations, namely approximations. However, theodggosition can be more refined
than this. There are further levels of cyclicaladletand the approximation itself can
take the form of a sum. The highest approximatidmsexample, A7 in figure 5.1,
can be considered the trend, as it shows no rdsiyehcal character. The wavelet
decomposition is a dyadic data analysis process thnd the scale of sample
determines how many levels of decomposition cambde. For a data set with 128
(=2") observations, the wavelet decomposition can hiewed up to level 7.

The technique has become popular because the noétlggdrelies on few
assumptions yet is powerful in its ability to arsypatterns in data. In applications of
wavelet analysis, exposures can be linear or nati stationary or non-stationary.
Those assumptions usually required for a normatigelel are not necessary for
utilising wavelet analysis. Short and long term @syres are decomposed and
examined at different scales. The overall effecatber like adjusting more and more
exactly the focus of a microscope. One of the numiebrated images in wavelet
exposition is that of Madame Daubechies’ eye aweftefrom successively closer up.
At long range one sees only the general featurédewhe rest as blurred. These
appear like D6 or D7 plus the A7, although in tbése two dimensional. Moving
closer, one sees higher level details of the ulSmately up to D1. Instead of a
limited one dimension, wavelets allow users to exammulti-dimensions of data.
Wavelet functions
A large number of wavelet functions have been dmed for the wavelet transform.
Collectively across different scales, the existivayelet functions are flexible enough
to allow for asymmetric local cycles of rather &y form, no longer requiring
regular sinusoidal patterns. Although all are choBem the same generic family,
wavelets are normalised to refer either to theas/¢Imother wavelets’) or long term
trend or quasi trends (‘father wavelets’). The neotivavelets integrate to zero while
father wavelets are normalised to integrate tohk results of fitting mother (cyclical)
wavelets of different scales are the details (D2, D.) and they are additive in their
effect. The progressive sums, by adding more detaie the approximations (Al, A2,

...). A more detailed discussion on the wavelet fiomcis given in Appendix A,
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which also depicts the wavelet family used in tihespnt study, namely the ‘coif5’
wavelets.

Wavelet variation metrics

By decomposing the time series into orthogonal camepts, the variance of
components at different scales can be derived wgawglet methods. Though this is a
local concept that differs over periods, one cammate the average variance over the

given time horizon. For time serigs, t=1, 2, ...... N, the decomposed wavelet details

at scalg are indicated a@ff), which should have a mean of zero as the integjral
mother wavelet is 0. The wavelet variance at spaln then be calculated with the

following equations:
. 1
Vary (J) =WZ(D§§’)2
t .

With a discrete wavelet transform up to levethe total volatility of the variable can
be expressed as the sum of all the detail volasliand the remaining volatility at
level J approximation.

The variance decomposition enables users to qyamiifv time series differ in
terms of multi-scale variation behaviour. For tisexies with a range of persistence
characteristics, the wavelet variance analysis miaglose the main contributors to
the overall volatility (Percival & Walden, 2000)ofFinstance, a random walk process
should exhibit the concentration of variance atrtlghest approximations and details.
On the other hand, the variance of a white noises&ould mainly come from the
smallest level detail, such as D1. For a long m@mumocess that has longer
persistence of shocks than ARMA (autoregressive ingoaverage) class of time
series but shorter than a random walk, PercivalMgattien (2000) show that a plot of
log of wavelet variance versus log of scale exbiapgproximately linear variation.

In addition to the wavelet variance, the waveletraation can also be
constructed on a scale basis. For example, if tiggnal signalSis composed oX, Y,
the covariance and correlation indicators at a iipescale can be expressed as

follows:
) 1
Covy (j) :W;Dﬁf’DfP

Covyy (i)
WVar, (j)\Var, (j)

Corrx,v(j) =
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This decomposed correlation can be particularlyfuisa economics and finance as
the component of the exposures might have diffecentelations for low frequency

and high frequency variations. For instance, thmmanents might move in different

ways over a short term period, as the high frequeaciations usually reflect market

transients that are hard to predict and vary froanket to market. However, as most
of financial variables are affected by macroecomsnfundamentals, they may still
show a close relationship with each other in thmgloun.

The above wavelet variance and related indicatoes mainly constructed
through the discrete wavelet transform. Howevee thavelet variance can be
estimated more effectively with the maximal-overldiscrete wavelet transform
(MODWT) (Percival, 1995; Gencay, Selcuk & Whitch@q02). Unlike DWT, the
MODWT is not orthonormal and not subsampling tHeerfed output (details see
Appendix A). The MODWT is invariant to circularlyiting the original time series.
The size of sample that the MODWT can handle is thot limited to a multiple of2
The MODWT extends the sample by assigning the obbdz values to those unseen
as if it were periodic, e.g. the unobserved samglesX., ..., Xy are assumed the
same as the observed valogs Xn-1, ..., X1.

As Percival and Walden (2000) argue, the waveletamae, covariance and
correlation in terms of MODWT coefficients resuit better statistical interpretations
than DWT. However, the MODWT can be biased astrootuces artificial circularity
into the sample data. The coefficients involving tieginning and end data thus need
to be excluded from the above formula to get thkiased variance. In the current
context, excluding the boundary coefficients, sashvariation over a five year to ten
year frequency will rule out the outcomes of ingtreTherefore, the following
empirical section focuses on the DWT based variaimcevhich the variance over
different scales is the sum of squared details. biased MODWT type wavelet

variance will be constructed only for verifying thesults.
5.2.2 Wavelet decomposition results

Figure 5.2 is wavelet decomposition for the (logNZD exchange rate. The scale
of the vertical axis of each individual graph iguie 5.2 can be taken as a rough
indication of the energy at each band. A more pee@nswer can be obtained by

reading off the energy decomposition in table 5.2.
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Calculations are based on monthly data from Jaré 188eb 2007. Exchange
rate data are end-month mid rates collected frowb&@l Trade Information Service
via Thomson Financial Datastream, and expresséagsr The maximum number of
scales is limited by the available data. The maxinseale recognizable is of ordét 2
thus scale 7 would require 128 months but scaleo8ldvneed 256 months. In this
case with 254 monthly observations, the highesiessachosen as 7. As showen in
table 5.2, one can then recognise cycles up totatl®years. The wavelet function
used for the decomposition is ‘coif5’. However, firedings were checked using the
symmlet and Daubechies wavelet functions (‘'symI@ alb6’) with similar results,

in particular as to the existence of long termiscgbehaviour.

Approximations at level7
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Figure 5.2 Details and approximations for log(USD/KD)
Table 5.2 Energy decomposition for log(USD/NZD)

Period centred Energies Detail energy

(years) as % all detail energy
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A7 Long-term 0.2645

D7 15.5 0.6156 14.18
D6 7.7 2.9673 68.33
D5 3.9 0.4278 9.85
D4 1.9 0.1690 3.89
D3 1.0 0.0683 1.57
D2 0.5 0.0590 1.36
D1 0.2 0.0357 0.82

It can be seen from figures 5.2 and table 5.2 ttiatexchange rate USD/NZD
has highest energy for details at level 6, whictelated to a 7.7 years cycle. Cyclical
behaviour at a 4-year interval is also apparenthadevel 5 detail energy is higher
than the details at level 1 to 4. It implies thla¢ tvariation persistence may more
probably be captured over a long period, e.g. 4&g. The variation is not apparent
for high frequency data.

The interior peak in the detail energy shows flattins at the 7.7-year
frequency is the main contributor to the currenajue movement. Since the wavelet
decomposition of interest rate differential betwdle®m US and NZ reveals no interior
peak at level 6, this implies that uncovered irgeparity cannot be used to explain
the cyclical behaviour of the exchange rate. Thsailte do suggest that the cyclical
pattern found in the USD/NZD might have a relatwith business cycles. There is
some support among New Zealand economists foriadssscycle of about 7-8 years,
partly as a result of the commodity/exchange rgtdec(e.g. Kimet al, 1995; Hall &
McDermott, 2006). The potential relation betweenremcy movement and the
business cycles indicates some possible structoahections between currency
changes and economic fundamental variations. Suctgres will be further

examined in the subsequent chapter.
5.3 Measuring variation in the currency reference ate

The measurement of the exchange rate variabilifgriegoing discussions is based on
a quoted exchange rate USD/NZD, which is inherebtlgteral. However, currency
movements in this sense may be the result of n&avmation from either of the two
corresponding countries. At one point, the homeenay may appreciate against one
foreign currency but depreciate against anothaeogy. Given the bilateral exchange
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rate USD/NZD, it is hard to answer questions sushwhether the NZ dollar is
inherently more variable than the US dollar or th€ pound. A more partner-neutral
reference rate can be developed for a set of halatates. Empirically, the partner is
now based upon the entire set of bilateral exchaatge so that this becomes a more
‘absolute’ exchange rate.

Such a measurement helps corporate managers tsarthé currency exposure
and the corresponding exchange rate risk managefenexample, if the volatility
in the exchange rate between home currency andyfoceirrency arises mainly from
the fluctuations in foreign countries, an exportamgnpany with business partners in a
range of countries is less exposed to the curresky as long as currency variations
in these countries are not closely correlatedhis tespect, the currency risk could be
hedged by diversifying the exporting geographicalfiyt was practical. On the other
hand, if the volatility in the bilateral exchangde arises mainly from the variation in
the home currency, the currency risk is considereystematic risk to the company
and thus difficult to be hedged by diversifying #weporting counterparties. Shifting
the production or even the headquarters overseas atmainate this sort of risk
effectively but it could be restricted by the asaility of natural resources, especially
for commodity producers. In such circumstancess worthwhile for the corporate to
attribute more resources to the treasury departfioertteveloping effective financial
risk management strategy, in which the exchange mak is hedged by financial
instruments.

A comparison of the variation in the absolute vabievarious currencies is
helpful in choosing which country the empirical aission should be applied to.
Companies located in a country with highly volatderrency generally face more
significant systematic exchange rate exposures. tAictsired financial risk
management approach developed in the current domexld be more valuable to

such an economy than the one with relatively stabteency.
5.3.1 Construction of currency reference rate

Any exchange rate always has to be a relative pitheeprice of one thing in terms of
another. To extract an absolute rate for the NZadathe US dollar or the UK pound
from the bilateral exchange rates between them possibly other currencies, the
respective trade weighted index (TWI) is commordgdi but this leads to two general

difficulties. The first is that TWI refers only tone aspect of foreign exchange rate
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transactions, generally those based on the cua@unt of the balance of payments.
But for many countries, the bulk of foreign exchargading is done on the capital
account side, and it is increasingly apparent tiagital flow has an important effect
on the economy, as well as trade flow. Capital fleeightings by country partners do
not use identical trade weights as current accour.second difficulty is that TWI's
cannot be reconstructed into bilateral exchangesratt least without arbitrage being
possible, since different countries may have vaiowrading partners and
corresponding trading weights. The TW/I's are thehtransactionally consistent with
one another. This can mean that variations in casmare not comparable. To avoid
this, one could set the required absolute coumtigsrjust as the bilateral rates against
the US dollar leaving the absolute rate for the dé8ar as unity and constant over
time. The US dollar would then become the modaedtability but this is far from true
in practice given the volatility of the US currency

No-arbitrage absolute rates, in the desired ser@e,be constructed against a
reference basket of world currencies. Each bilatesachange rate can then be
measured relative to this bask&all no-arbitrage reference rates can be constducte
in this way. There is considerable freedom in theice of reference bases, indeed the
weights may be negative as well as positive, amettare useful analogies with
portfolio analysis. The reference base constructi@eds to be resolved in an
economically meaningful way, depending on the cared use.

A little structure is useful at this point but moegplicit proofs are given in

Appendix B. Let §; be a bilateral exchange ratgth currencyi as commodity
currency and countriyas terms currency, so that 1 unit of coumtcurrency is worth
S;j units of countryj currency. Writes;; =logS; and letS=((s;j));i, j =1..n be

the matrix of bilateral log exchange rates. Igngrmd-ask spreads, no-arbitrage will

ensure the existence of a set of country-specificep {Ai}, or currency reference

rates, such thag; :%;ﬁj =3a; —aj, where thea’s are the logs. FON currencies
j

there are onlyN-1) independent reference rafeso there is one degree of freedom in

' Hovanov, Kolari and Sokolov (2004) also provideuarency value index that is independent of base
currency choice. However, the index they develoedtill originated in the goods market while
ignoring other factors, such as capital flows.

2|n terms of the development that follows, suppmse,, a; are a set of reference rates in a three-
country world. The no-arbitrage matrix of bilaterates will be of the form
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choosing them.

A simple way of constructing a set of mutually dstent currency reference
rates (CRR’s) is to take the bilateral rates withpect to a chosen reference currency,
typically the US dollar. This is how the market mgarbitrages in practice. If US is
the countryn, then’'th column of S would be taken as the vector of CRR’s, namely
a=sp. This type of choice has the advantage that addnugher country to the set
will not disturb the existing CRR’s for existing watries. As already described,
however, this process has the disadvantage oftigguh a constant absolute rate for
the US dollar.

Alternatively, the currency reference rates couéd dhosen as any weighted
combination of the columns &in the form of:

n
aW:Zstj;ZWj =1. (58)
j=1 j

Choosing currencyn (e.g. the US dollar) as base would amount to ggttin
a=sp, which in turn is equivalent to setting = e, the nth column of the identity
matrix. A more general choice is

W =W +Wpep +...+ Wpep, ;. (5.9)

One is now replacing a single currency as the eefe variable by a basket of

world currencies with weights given by the veatorThis could be called a ‘reference
basket’ or ‘reference basis’ for the system. TheRCH' for countryi is the bilateral

rate for that currency with respect to the refeeshasket, viewed as though it was a
currency in its own right.

In fact, all no-arbitrage CRR vectors can be cacséd in this way, i.e. as some
weighted average of the bilateral rates as in égu#5b.8). There is no particular need
to have all weightsv, semi-positive — it is quite possible to think ofederence basis

that is short in some currencies and long in othather like a portfolio, with which

0 y—ap a4 —a3

S= 0 ay, —ag |, with the elements below the diagonal filled iarfrS' = - S But this
0
0 b c
matrix contains the same informationjlas O Cc—b| with only two independent elements b,c.
0
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it has some features in comnmbrThe matrixS of log bilateral rates has to be skew-
symmetricw'Swv =0, from which it follows thatz a‘j’ij =0. This looks rather like

j
a balance of payments scenario where the commsedi#eng bought or sold in
quantitiesw; are the currencies at their respective priegsin fact, the only

requirement is that the bilateral rate of the rafiee base against itself has to be zero.
5.3.2 Centred rate

The problem then boils down to the best choicehef reference basket to fit the
particular circumstances. A simple choice is to W(?tZ% for all j. The reference

basket is a simple average of the world currengeghat no one country is singled
out for special weight. The resulting CRR vectogiien by

a0 :%51, (5.10)

wherel denotes the unit vector (all elements =1). Thithes simple average of the
bilateral rates. The intuition is that taking arually weighted basket creates a stable
portfolio of currencies, so one might as well meadie variation of the individual
currencies relative to a stable base. One cantleallresulting CRR’s the ‘centred

rates’. Ifais any other CRR vector, then
a =al +a, (5.11)
which means that any alternative CRR can alwayspeesented as the centred CRR
plus a common factor that adjusts for the mean.
The centred rates can be computed in a very simale Start with the bilateral

rates against any numeraire such as the US ddlad, then correct them by

subtracting the average:
al =s, -5, (5.12)

Note that the absolute log exchange rate of theltlfar reference isaﬂ = -5, which

3 For instance, one could choose the elementsasf proportional to the current account
balances, collectively, of the respective countries, measured in their owrencies. In an
entire world it should be true thatx = 0; countries that run a positive current account
finance those with a negative one. But this is #lgocondition for a reference basket price
against itself. For such a choicevafthe USD would be short in the reference portfolio
basket, and the JPY long.
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is no longer always zero.

In addition to a simple average of world currenBgwden and Zhu (2007b)
suggest several alternative choices for the reberelpasket, each with its own
meaning. The reference exchange rate can be cotestrirom the point of view of a
particular country, biasing the reference basketuib a country of primary interest.
Furthermore, the currency reference rate can biéy egeneralised to forward rate or

real exchange rate.
5.3.3 Wavelet decomposition: comparative results

The wavelet is again employed as the analytical toaneasure the variation in a
variety of absolute exchange rates. Table 5.3tifiss the wavelet decomposition
results for 13 centred log exchange rates. Theaete basket is equally weighted in
all currencies included. The choice of currencastifie present study was influenced
by the following considerations:

(a) A reasonably free exchange rate between Jan 1986-@lm 2007. Over this
period many central banks did try to smooth theirencies in some way.
Japan is an example of a fairly tightly managedtflavhile New Zealand was
perhaps the world’s most free float, at least up2@®5. Smoothing was
allowed provided the motive was judged to be simgibbilisation and not
currency fixing.

(b) Absence of any major structural shift that mighvdaffected the currency,
especially conversion during the sample period ffixed to floating. The one
exception to this was Germany. It was desirablen¢tude a post 1999 Euro
zone currency, and the largest European economy whesen,
notwithstanding a potential impact from German rgcation in the earlier
part of the period.

(c) A reasonable geographical coverage. Chile is iredduals the most structurally
stable South American currency, in spite of dotftabout whether the Chilean
peso is a truly floating currency. South Africaclmakes the list. Countries
from Scandinavia are limited to just Sweden andwsdgr, the latter being an
oil currency and therefore different.

14 The Chilean central bank has been using a refereate against a basket of currencies but this is
adjusted from time to time and the band limitsrat ime are also fairly generous.
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In the following table, the exchange rate usech&slbg of the end-month mid rate.
The data is from Global Trade Information Servicea vihomson Financial
Datastream.

Table 5.3: Energy table for nominal centred referene currency rate

A7 D7 D6 D5 D4 D3 D2 D1
Average
period 15.4700| 15.4667| 7.7333| 3.8667| 1.9333| 0.9667| 0.4833| 0.2417
(Years)
New Zealand 1.3509| 0.0766| 0.8275| 0.1118| 0.1151| 0.0354| 0.0372| 0.0236
Canada 0.5497| 0.1227| 0.4309| 0.1316| 0.0814| 0.0385| 0.0203| 0.0146
Chile 22.2248| 2.0604| 0.2727| 0.4093| 0.1383| 0.1077| 0.0334| 0.0289
Germany 1.8846| 0.2849| 0.0657| 0.2121| 0.0966| 0.0313| 0.0139| 0.0106
Japan 6.3069| 0.2009| 1.0678| 0.3736| 0.1311| 0.1181| 0.0300| 0.0317
Australia 0.2914| 0.0368| 0.1480| 0.1918| 0.1106| 0.0422| 0.0398| 0.0188
South Africa | 39.0692| 0.1480| 0.4729| 0.6553| 0.1947| 0.1392| 0.0843| 0.0526
Sweden 0.2929| 0.0257| 0.2922| 0.2162| 0.1221| 0.0405| 0.0193| 0.0131
Switzerland | 2.9432| 0.0623| 0.1643| 0.2675| 0.1459| 0.0480| 0.0230| 0.0167
UK 1.4976| 0.1943| 0.4730| 0.0702| 0.0692| 0.0341| 0.0165| 0.0147
Singapore 5.1380| 0.1224| 0.2200| 0.1720| 0.0205| 0.0232| 0.0161| 0.0066
Norway 0.4001| 0.0563| 0.0542| 0.1391| 0.0645| 0.0250| 0.0165| 0.0142
us 0.8801| 0.7652| 0.5993| 0.2773| 0.0534| 0.0413| 0.0261| 0.0114

For many countries, the bulk of the power (eneingygontained in the quasi trend
approximation A7, simply because log exchange ratesion-stationary, or otherwise
may be related to problematic inflation ratesslho surprise to find economies with
hyper-inflation like Chile and South Africa haviegrrencies with a significant trend.
On the other hand it is notable that Japan alsevshe clearly visible albeit less
pronounced trend in the tabulated results.

Although cyclical variation generally has lower pawcycles (in the sense of
generalised wavelets) are fairly substantial fomsocurrencies. Two outstanding
countries are Japan and New Zealand both having gieaks at the D6 level that is
the 7-8 year band. The UK and the US are also Mariavhile South Africa has a lot
of variation in the shorter D5-D3 bands between ears.

Table 5.4 below summarises in terms of the sumhefdetail energy over all
cyclical bands. Based on total cyclical variatiddhile was the most unstable
currency, followed by Japan. The most stable caresnwere Singapore and Norway.
Despite the fact that over this period some Auistnalcorporations have been
experiencing major issues related to the currersky the Australian dollar stands out

as a comparatively stable currency in terms of lmyttlical and total energy. It has
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much lower energy than does its trans-Tasman neighNew Zealand in the long
cycles and only moderate variation in the shorterds as well. This result came as a
surprise, given that the Australian dollar is usuglewed as a commodity currency.
The Canadian dollar is appreciably more stable itsaclose neighbour the US dollar,
though the US dollar does have a stable band atlideh is two years or so.

Table 5.4: Total detail energies

Nominal centred
CRR

Currency Total energy Rank
New Zealand 1.3121 5
Canada 0.7224 10
Chile 2.8490 1
Germany 0.7914 9
Japan 1.8508 2
Australia 0.6759 11
South Africa 1.8114 3
Sweden 0.8622 7
Switzerland 0.7942 8
United Kingdom 0.8670 6
Singapore 0.4421 12
Norway 0.4052 13
United States 1.3880 4

Among explanations offered for such high volatilitythe NZ exchange rate,
Bowden (2006c) points out that a narrowly based etemy policy employed recently
by the Reserve Bank of New Zealand (RBNZ), in titeel part of the period studied,
contributed significantly to the current variatioho obtain a stable financial and
monetary system, monetary policy in New Zealandnprily aimed to keep the
inflation rate in a target band, currently betwdéa and 3%. Since 1999, instead of a
money supply based policy, the Official Cash R&€E€R) has been adopted by the
RBNZ as the principal instrument for implementitg tmonetary policy. The use of
OCR adjustments to conduct monetary policy givesnttarket and investors a signal
for future market interest rate as well as curresbgnges. As Bowden (2006c)
explains, exchange rate movement is one channel rtiemetary policy works
through. In a country with a freely floating curcgm such as New Zealand, where
international capital is able to flow into or outtbe country without barriers, higher

interest rate induces a more expensive home cwrémc¢he face of a high consumer
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price index, the Reserve Bank could be expecteddtpt a tight monetary policy
indicating a rise in interest rates.

Global hot money or international hedge funds fla® New Zealand in pursuit
for higher interest rates when a rising inflatiater threatens to break the target, as
indicated earlier. The funds are waiting for a deukin in both the short term interest
rate market and the currency market. The largetaaipiflow consequently drives up
the exchange rate. On the other hand, when a loasetary policy is expected by
the market, hedge funds might dump the New Zeatiwithrs. The corresponding
effect on the currency could be a significant dejat®n in the New Zealand dollar.

The frequent international flows amplify the voligi of the New Zealand currency.
5.4 Conclusions

A statistical inspection of the market efficiencgncprovide some indications about
whether managers could enhance a firm’s wealth doprporating into hedging
decisions their private information about the expes. In a market where the
unbiased forward hypothesis holds, some simpleihgdwles, such as those always
employed in a complete hedging, could out-perfony @ther sophisticated strategies.
This chapter has examined the efficiency in theharge rate movements with a
linear regression as well as wavelet analysis. Bests suggest rejection of an
efficiency hypothesis.

With a multi-dimensional decomposition of curren@xposures, wavelet
analysis additionally allows corporate managergistinguish the risk with respect to
short interval cyclical movements from that caudsdlong term business cycle
related fluctuations. In other words, wavelet as@lassists in the decomposition of
global as well as localised aspects of the undaglyime series. Wavelet analysis has
been applied to both nominal quotable exchangesrated synthetic absolute
exchange rates. The absolute exchange rate enthil@esompany to compare the
currency fluctuation in one country with anotherustry. The finding that New
Zealand has one of the most volatile currencigténworld implies that corporate as
well as financial investors in New Zealand arerigcsignificant exchange rate risk. It
motivates the later application to concentrate omency risk management for New
Zealand trading companies and strategic fund masagbe econometric method that
was introduced in this chapter, and in particutar tise of wavelet analysis, will be
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broadly employed as a tool in Chapter 7 for meagudorporate exposures and in
Chapter 9 for designing an optimal long term inestt portfolio.

The wavelet decomposition of the NZ dollar agathst US dollar also exhibits
apparent intermediate cyclical pattern, which manply the potential impacts of
economic fundamental variables on the currency maves. These findings motivate
the development of exchange rate forecasting moddéle subsequent chapter will
accordingly focus on developing a directional exgerate forecasting model over a
one-year term and a mean-GARCH model for much shamterval prediction. The
proposed directional forecasting model differs frartraditional categorical model by
accounting for the non-linearity of the relatioshias well as the incompleteness of
the market information. Such models are constructeén aim to improve the

hedging effectiveness with superior knowledge alblo@itfuture currency movements.
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Chapter 6 Exchange Rate Econometrics Il: Exchange &e
Forecasting

In a market where the information has not beeryftdflected in the current price,
corporate managers may improve the hedging perfocenaof the corporate by
actively using such information to estimate theufatmovements of the applicable
variables. However, when available information imited and incomplete, as is
commonly found in practice, managers are unlikelyhaive any precise structural
prediction model. In such circumstances, assigdinggctions rather than actual values
is a natural response. For instance, business cgaenentators are usually willing to
call only the basic direction of movement in theedaof insufficient information.
Directional forecasting is concerned with callg@svhether a given series will move
up, stay the same, or move down. This sort of fstog is preferably by means of
assigning numerical probabilities to each possiblieome.

The conventional categorical model, such as Pabitobit models may not be
suitable in a market where information is impre@séncomplete. Variables observed
from such a market could sometimes incorporatelioting information, with some
variables indicating up while others signifying dostate. In addition, the choice for
explanatory variables in determining dependentaideis can change from one period
to another, especially when there is a structurablk in the variable movements.
Some upward movement indicators may not exhibiniBgant information for
downward changes. A successful directional foréegshodel should allow for some
filtering process to convert these coarse indicator meaningful information for
predicting purposes. To account for such imperdecin the market, this research
develops a non-homogeneous multinomial directiéor@casting model that includes
neural nets and fuzzy membership function.

The proposed categorical directional forecastingleh@xplores the potential
causal relationship between the exchange rate dher dundamental economic
indicators. However, the macroeconomic variableglg take time to have an effect
and their power of prediction could be lower overslzorter period, as will be
discussed later. In other words, the determin#&tiecture of financial variables could
vary according to the estimation period. As a reshle model for a short period
prediction could differ from that for estimationava longer period. Moreover, lots of
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empirical evidence shows volatility clustering &g intervals. Monthly exchange
rate forecasting will thus rely on the traditionddlGARCH model.

The chapter is organized as follows: Section 6tfoduces the motivation for
developing this directional exchange rate foreogsthodel. Section 6.2 explores the
methods of defining the categorical outcome. Sacta3 defines the probability
regarding the directional output. Section 6.4 edserthe model to account for
dynamic persistence. Section 6.5 looks at operatiossues including regime
delineation, model identification and estimatiorogedures. Section 6.6 describes
some forecasting results. Section 6.7 turns to @teh term context, exploring
forecast methods based upon GARCH model. Sect®éncludes:

6.1 Motivation: Limited information and directional forecasting

As outlined above, directional forecasting is oféeresponse to limited but still useful
information. One problem with limited informatios ithat it may be partial. For
instance, economic variables used for forecastargbe classified as up indicators or
down indicators, with the up indicator applicablaem the economy appears to be
emerging from a recession, and the down indicafiplyeng when the economy
appears to be slowing down. Although the up indicatan have some limited
relevance in detecting a slow-down, the focus tdrditon has shifted. In fact, under
these conditions they are only partial indicatdreey can conflict, so that an ‘up’
signal could potentially appear at the same timeaddown’ indicator. Decision
theorists would say that such signals lack 100%digl The observer has to choose
which seems the most probable based on judgensrs,as the relative strengths of
the signals, or by some simple randomisation devite lack of a unique functional
relationship mapping between the signal space bhadttcome space over a longer
time period is what makes the information incomgpléfhe word ‘incomplete’ can
also be used with respect to missing data in thmagon phase (see below).

Given limited information, directional calls areterfi more successful than
precise value prediction over a relatively longemt. As Engel (1994) found the
regime switching model does not outperform the oamdvalk model but it is superior
in forecasting the direction of exchange rate moyetsy Other researchers such as
Levich (2001), Christofferson and Diebold (2004¢s&ran and Timmermann (2004),

15 This chapter is largely based on Bowden, Zhu amal 2007).
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Leung, Daouk and Chen (2000) also find evidenceswoécess in directional

forecasting, irrespective of whether that valuebasting is inefficient.
6.2 Defining the output zones

The initial objective in directional forecasting camisk management is to attach
probabilities to categorical outcomes. The outc@pace can be either two or three
dimensional. In the former, the categories are Binfymp’ or ‘down’. In practice,
however, it is useful to have a middle categoryjciwitan be described as ‘stable’,
‘no change’, or ‘same’. Given that most economicfinancial times series exhibit
noise or normal volatility, one would be reluctantaccept smaller movements as a
truely up or down trend. Technical analysis of negskuses a similar idea in the form
of a ‘break out’ zone. Both two and three dimenalautcome spaces are considered
below.

Forecasting is based on a series of economic sigmmal particular attention is
usually focused on signals that might indicate gnificant up or down movement.
There are several reasons for this. One is that masmagers are more likely to focus
on ‘ground breaking’ information, or real news. Almer is that economic models tend
to be more convincing in describing significant mpes in state. Most commentators
would accept that an unexpected announcement @@d current account deficit is
likely to lead to a down movement in the home erdearate. Another instance is that
a bullish housing market in a small economy isliike lead to an up movement as
capital is transferred in from abroad to fund mages. In general, the informational
content of economic signals is greatest in desggihip or down movements. This
suggests that the natural way to proceed is totaadpo dimensional signal space
and a two or three dimensional output space. Theats can be taken as sufficient
statistics for a larger number of more elementaignemic indicator variables, in a
manner to be described. However, the signals theessean be observed only with
noise, so they are latent variables.

It is helpful to begin by imagining that there awo signals 4 and }, each
observable. One can be called the up signal andttie the down signal. However,
these are only indicative signals. There is sigmglhoise involved so that it is quite
possible for an up signal to be followed by a downcome. The two categories of

signals can also sometimes indicate conflictingontes, with a significant up signal
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accompanied with a notably down signal. These pdasgs should be taken into
account to ensure the signals have validity inafiomal forecasting.

The signals each have two states, namely ‘on’ affd In figure 6.1 these are
marked with (+) and (0) signs. Technically this Wbmean that in general there are
four possible signal configurations which can bepe into either a three outcomes
model or a two outcome model. Consider first thee¢houtcome model. With two
signals there are four possible combinations. énse clear enough that if the up
signal is on and the down signal is off, the outeashould be an up state, and vice
versa. If both signals are off, then one would lbafident in assigning the ‘no
change’ outcome. Suppose however, that both thendpdown signals are on. There
iS no automatic or obvious way to resolve the donf{marked with crossed cavalry
swords). In principle, the outcome could be any ohthe three possible outcomigs
as marked, though this is not to say that the gtreof the linkages need to be the
same. In this sense, the model is incomplete. Aghofigure 6.1 has similar
appearance as the trinomial mean-reverting profms#lustrating the evolution of
rates or prices (e.g. Hull & White, 1994), it is thie nature of a logic diagram. It
could be reworked as a neuronal net: the obsernataomic variablesZ(s) feed
forward to the combinations, with ongoing links rfe® of zero strength) to tH&s,

and hence to the outcomes.

74 | 3-outcome

C

[Or regimes]

2-outcome

A

Figure 6.1 Three and Two Outcome Incomplete Models
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In terms of the two outcome model, one does notmesthe ‘no change’ state.
For instance, with continuous observations one mmigigue that ‘no change’
represents an outcome of precisely zero changethardfore has zero probability.
However, it is useful to keep the three originalcomes, but to squash them down to
two. The original three could now be referred tor@gimes, and in the absence of
direct observation, they are latent. Denote thenRagup), R, (down) andR; (no
change). Collectively they form a hidden feed fomvdayer, in the language of
neuronal nets. Their incompleteness arises fromfdbe that givenRs, there is no
automatic way to assign the final up or down outeom

Figures 6.2a, b show by way of contrast how conepfebdels would look in
each case. The two-outcome model would be compieteif the two signals were
mutually exclusive, so that an up state in oneraataally means a down state in the

other.

3-outcome

A

Figure 6.2a Complete Three Outcome Model
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2-outcome

Figure 6.2b Complete Two Outcome Model

Whether it is best to specify a two or three outeanodel is a matter of context
and purpose. Economic variables, especially firrmmnes, are intrinsically noisy or
volatile, so that one might be unwilling to idegtémaller movements with up or
down changes. Instead there would be a range $athftthe movement exceeded
this, it would be labelled as either an up or a dalhange. One could think of it in
terms of accepting or rejecting the null hypothesisno change and the regime
boundaries as the critical points. This would iatkc a three regime model, and
require either using the data to determine thécafipoints or defining the regimes in
terms of fuzzy membership functions. Operationalcpdures are considered further

below.
6.3 Introducing probabilities

The resulting model can be regarded as a sequémasalitnomial trials (3 outcomes)
or binomial (2 outcomes), one trial for each timeripd. At each time period the
probabilities of outcomes change in accordance wibnomic conditions, so that
these are non-homogeneous multinomial models. Tdiapilities themselves have to
be derived by mapping the indicators into probgabtiensities. This can be done by
using standard distribution models such as thestmgor normal probit, supplemented
with rule-based judgment calls where the signals canflict. There are useful
commonalities with the neuronal (neural) netwot&rature, which involves a similar
compression process (e.g. McCulloch & Pitts, 198senblatt, 1957, 195&r the
reviews by Kuan & White, 1991; Turban, 1995; Tka&zHu, 1999). Most of the

models can be cast as neuronal nets, with sewratd. The three outcomes become
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collectively a hidden feed forward layer if the rpary objective is a two outcome
model, so the parallel with neuronal nets beconves eloser. However, a greater
degree of prior structure is imposed than wouldnbemal with the neuronal net
models, with the purpose of contributing data ecoyowithin a macroeconomic
context.

In this respect, the basic task is to determine rtkerginal or conditional
probabilities attached to the three regimes. Ewantlie two outcome model, the
hidden layer regime membership variabiRgi = 1, 2, 3 are regarded as sufficient
statistics, so that for any observable exogenodisator variableZ, and outcomes
(up) ord (down), P[ulR;, Z] = P[ulR] P[R[Z], similarly for d. Hence, the essential task
in either model is to make probability statement®wua the regime membership
variablesR.

To assist in this task it is assumed that two s¥tobservable economic
variables are available, denotBgandZy, sometimes collectively a& The two sets
are oriented respectively towards up and down ooés) e.g. a higher value ofza
variable would suggest a higher likelihood of a domovement. They can have
elements in common, provided that model consisteamagentification is preserved.
For example, a given economic series could appetr &s an up indicator variable
and with a negative sign, as a down indicator \deia

Where directional movements are concerned, as stegyearlier, it is common
to focus on variables that are adapted towardsfsignt movement, rather than those
that might specifically indicate a stable or no rg@a outcome. The latter is more
naturally thought of as being associated with thgeace of indications as to strong
upward or downward pressures. Hence, one problémeagplain how just two sets of
observable indicator variables can explain threiemues in a natural manner. Note
also that the orientation of any indicator varialdeoy no means perfect. It implies
wrong indicator signals can be given on occasi@n.nrany purposes, it is convenient

to think in terms of linear combinationg,Z, and B,Z, of these variables as

producing a closer link to the respective regimeshbservable outcomes.
There are just two index functions, denotedndl, for the indicator signals.
These will depend upon their respective indicataablesZ, andZy but these will

often be suppressed for simplicity. Each has twermahtive symbolic values and

|°; the 4 indicating that the signal is switched on, and t@' indicating that it is
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switched off. The first task is to determine thelabilitiesP[R|Z] to be attached to

the three regimes.

Probit-style switching models provide a useful sthation. Lete, and &, be
two random variables with mean zero and unit vaearand further leW;(Z2) and
Wy(2) be P[I, =1, |Z]Jand P[I, = |5 | Z ] respectively. If it is assumed tha} and
£ywere independently normaii(Z2) andWx(Z) might be specified as:

W (Z) = Pley < BuZu 1 2] = P(BLZy);
W(2) = Pleg < ByZq 121 = P(BaZa)

where ®(«) denotes the standard normal distribution functidareafter,W,(Z) and

(6.1)

W, (Z) is abbreviated ag/ andW, for simplicity.
Probabilities such a8/, and W, will sometimes be denoted the ‘raw scores’ in

what follows. Alternatively the logistic distribwth might have been chosen, used in
many studies of categorical model. A user who psetfieis option could 1eiV; be
1
1+expt4,2,)

Similarly for W,. Under the assumption that and &£, are uncorrelated, there are

(6.2)

four possible combinations of signals:

(If, I 3) unequivocally indicating up, with probability/, (1-W,);

(Ilo, I 2*) unequivocally indicating down, with probability, (1-W,);

(17,12) conflict zone both indicating up and down, witlolpability W, W,; (6.3)
(Ilo, I 2) agree on ‘no change’ outcome, with probabilitL{(1-W,).

More generally, ife, and &, are correlated,

0 'z
PIOTIDIZI= [, [725 n(ey ea)dede,

wheren(¢,, &, )Xenotes the joint density with the required cotrefg p say. Similar
expressions hold for the other three combinations.

Three regime probabilities

The four probabilities associated with combinatidrave to be compressed to the

three regime probabilitieB[R|Z], i = 1, 2, 3. It will be apparent from figure 6.1 tha
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for instanceP[Ry[Z] is at leastw, (1-W,), but it could be more, as mass from point C
still has to be distributed. Thus it could be verittas:
PIR [Z] =W, @-W,) + f,(W,,W,)WW,,
where f,(W,W,) is a value between zero and unity indicating tteetion of the
unresolved probability masg/W, to be redirected towards regime 1. There are
corresponding statements fBfR,|Z] and P[Rs|Z]. The redistributive semi-positive
fractions fi have to add up to unity and should be symmetri@. i
f,(W,,W,) = f,(W,,W,) .
A conditional probability framework is a useful waf/generating redistribution
fractions with the required properties. Suppose tthiel combination in condition
(6.3) holds, i.e. conflict. The fractiond,(W,,W,) could be interpreted as the
conditional probability P[R | (I, ,1,),Z]of R, given signal conflict. A convenient
specification is
fL (WL W) = PIR [ (11,12), Z] =W, /(1+ W)
f,(W, ,W,) =P[R, [(I,,1,),Z] =W, /(1+W,) (6.4)
f, (W, W,) = P[R, | (1;,15),Z] =1-W, /A+W,) =W, /(1+W,).

It is easy to show that< f; \W,W,) < and Zi f = 1If the raw scor&\, for the up

indicators is greater than that for the down intlicg it is more likely that any
conflict would be resolved in favour of up. If boith andW, tend to unity, the first
two conditional probabilities (6.4) tend to 1/2dicating that one or other of the
strong opinions must be correct\Vif andW, are both 1/2, then the three conditional
probabilities have value of 1/3 each, so the magsisa conflict zone is spread equally.

Expressions in the equation (6.4) are not the qualysible way to divide the
conflict mass for instance, it could have been chosen that
PR |(1,,1,),Z] =W, /(1+2WW,) and still achieved conditional probabilities all
lying between zero and unity. The latter would Hagt whenW,; and W, are both
equal to unity, then the mass is distributed 1&hescross the three regimes.

The conditional probability framework captures t@mmon sense of credible
judgments: if signals conflict, one or both of thenust be wrong and one has to
weigh up which, in the light of all available evite®. However, it does introduce a

non-Markovian element to the logic, for the indarawariablesZ can now reach
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forward to influence signal credibility as well signal probabilities. Combining (6.3)
and (6.4) it can be obtained that:
PR, | Z] =W, [1+W, (W, -W,)]/(1+W,)
PIR, | Z] = W, [1+W, (W, ~W,)] /(1 +W,) (6.5)
PIR; [Z] =1-P[R | Z] =P[R, | Z].
Squashes like equation (6.5) obey the elementanmstry axiom if the raw scores
W, andW; are equal, then the up and down probabilitiedikesvise equal. As noted
earlier, this is by no means the only way of getiegathe multinomial probabilities
required. However it is a simple way to do so, aad readily be adapted for other
distributions thus the logistic specification coudgblace the Probit specification in the
above.
It may be remarked that the role of the econonécetor variableZ, andZy is
to assist in discriminating between up/down/statlilections. One might think of
extending their informational role into values asllwas directions, in a manner
parallel to Tobit models, with a statement like
E[Y 2] =(B,2,)PIR | 2]+ (ByZ4)PIR, | Z],
assigning the value zero to the expected valuengigeThere are two problems with
this. First, the coverage @f, andZy may not extend as far as forecasting actual values
since they are simply direction indicators. Secotitk probability structure is
incomplete, so that the above expectation expresisioks a sound foundation in
probability theory. Expressions such as thesematlbe used in what follows.
Two Outcomes probabilities
A further squashing to a two outcome model, if dEhi can again use conditional
probabilities. The ‘stable’ outcome can be dividet half each to the up and down
outcomesP[u|R,] = P[d |R;] =5 . Also setP[u|R ] =1, and P[d | R ] =0, similarly
for theR; conditionals. Then
Plu|Z] =
Pld[Z] =

PIR | Z] =P[R, | Z])
PIR, 1Z]-P[R |Z])

One could allow for the mapping between regimes @amdomes to be less precise,

+
N (6.6)

(
(

Nl Nl
Nl Nl

for example by writing:

s PU1Z] = Plu| R xP[Ry | Z]+ Plu| Rp] x P[R, | Z]+ Plu| Rs] x PR3 | Z]
=1xP[R |Z]+ 0x P[R, | Z] + 5% (L~ P[Ry | Z] - P[R, | Z])

:%+%(P[R1|Z] _P[RZ |Z])
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PlulR]=7Plu|R]=1-7Plu|R] =3;

Pld|R]=1-mPd|R,]=mPd|R]=5.
The first expression in (6.6) is replaced by

PlulZ] =1+ (7-3)(PI[R | Z]- PR, | Z]) ,
with a similar second expression. The effect mk1lis to allow the connections
between regimes and outputs to be noisy.

Condensing from the three outcomes to the two espihat more or less stable

and minor fluctuations are in effect treated thmeas significant movement. In a
two outcome model, a lot of market noise has talleated in one way or the other
to the influence of the up or down economic indest diluting the credibility of the
latter. However, there may be other contexts whkee economics would always
indicate either a clear up or a clear down outcoanel, in this case the two outcome
model may be useful. The empirics reported in til®ding section covers only the

three outcome model.
6.4 Dynamic persistence models

Dynamic elements can appear in the above modeltagged values of dependent
variables. If the objective is a directional forecaf exchange rates over the coming
period, the last period’s actual value could ap@@aong the explanatory variablés
Alternatively the dynamics can be more intrinsicthhe model, and govern the
way that regimes themselves evolve. Recalling ttege regimes describe directional
changes, it could be that changes are persistemt éme period to the next. Thus if
the current direction is up, it is more likely thegxt period it will also be up. In such

a persistence model, signal-output conditionalfst.scP[u | R |and P[d | R ] remain
constant, but the regimes themselves obey trangptiobabilities, of the form

PIR, IR 1. Z]=PR =R |R, =R;,Z], 6.7)
where the symboR; is used to describe a regime-valued random prodédss state

probabilities evolve according to

PR, 1297:= 3 PR, IR, 1. ZJPIR 1, | Z0], (6.8)

=1

starting from P[R , | Z,] as initial marginal distributions, where= 1, 2, 3 t = 1,

2,...; and Z" represent the history of tfeprocess up to time In some applications
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the transition probabilities might depend upon sises’ in theZ;, i.e. the part that
could not have been predicted fratd™ .

Equation (6.7) defines a Markov process, or a mddarkov process (Baum &
Petrie, 1966) where the regimes are obscuredelkettonomy is now in a given state
R, then it should most likely just stay there unlasseconomic event occurs. But if
the exchange rate (for example) is currently irtadle ‘no change’ state and a very
bad current account figure is announced, it shalldnge to a down state with a
greater probability. Thus the transition probaigithave to be made functions of the
economic indicatorsZ, the latter now being reinterpreted as influentest will
produce changes in state. The resulting Markovegs®es become non-homogeneous.

At first sight, estimation of the equation (6.7)epents a formidable task, as
there are now 9 transitional probability densities specify and estimate. Note,
however, that there are only 6 independent proiigsil as the columns of the
transition matrix must sum to one. Further, the laries are ‘turning points’

(PR, IR, 4,Z,],PIR,; IR,4,Z,]) and perhaps also ‘breakout points’
(PR, IR;1,Z],PIR,, | Ry 4,Z,]). This suggests that it might be possible to get

away with just 2-4 non-homogeneous probability dess leaving the others
constant, just as they are for standard homogendadsov models.

Alternatively, the regimes above could be reintetgd as referring to levels
rather than rates of change. Suppose the objeo¢ tiorecasted was known to stay
within a stable band over time. One could distisguihree levels: high, middle, and

low. A transition probability such asP[R,|R;,,,Z](i # j), would now be

interpreted as the probability of a transition frawelj to leveli.
6.5 Operational matters

This section looks at some issues of regime ddimeamodel identification, and

estimation procedures. In what follows, the foréiogsobjective concerns the change
Y in an economic state variable of interest. PakiegaofY can be observed but not
precisely modelled. Instead the task is to estimatategorical model governing the

categorical regimes of changento which the values of fall.
6.5.1 Regime delineation

A connection between the expectation-maximisati@M) algorithm and the
literature on fuzzy membership functions (Zadel§3)9s useful to define the regime.
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As indicated earlier, there is often value in adgpthree outcomes, not just two, with
a middle zone reserved for the lack of any sigariicup or down tendencies.
However, for continuous variables, absent preciggjo outcomes (as with most
continuous variants), the operational problem eénthow to define the ‘no change’ or
‘stable’ outcome. The boundaries may be treatezlther known or unknown, and the
data densities that arise shall be considered ¢h ease. In the unknown case, the
boundaries separating categories can be regardkaas and the parameters of the
membership function estimated from the historicthd A probabilistic interpretation
can be given in terms of the regime boundariesiddeh variables. One replaces the
unobservable regime membership functions with tlexpected value, given the
available information, in a fashion similar to tliM algorithm (Hartley, 1958;
Dempster, Laird & Rubin, 1977). This establishebnk between the use of fuzzy
regimes and likelihood methodology with incompldtga, potentially useful in other
forms of categorical data analysis.
Known boundaries
This approach assumes that the investigator hablested preassigned boundaries
based on such considerations as a normal leveablafity, or what would constitute
a breakout zone. With no real loss of generality,& known numbed, the regimes
are manifested by:

Regime 1Y > o

Regime 2Y < -0

Regime 3-0<Y <0.

The index functions associated with these sets belldenoted ag,(Y,d .)For
example,r,(Y,0) =1=Y >9; = Q otherwise. In the above, the observa¥lplays

the role of an observable signalling variable, pssit does in Probit analysis.
The likelihood element associated with an obseowa¥ is a straightforward
generalisation to three regimes of the standarthiproodel. It can be expressed in

compact form as:
Ir(Y,Z2,0;5) =Zri (Y.0)P(R |Z,5). (6.9)

Although it containsr as an observable argument, the likelihood equd6@®) refers
to regime-valued events, emphasized by means oubscriptR. The effect is to

single out the regim& that is actually observed. Thus if regime 1 is observed
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then r (Y,0) =1, while r,(Y,9d) =r;(Y,d) = 0. The probability P(R, | Z,5) can be
ended up with the data density element that apfptieshis particular period. The
classic Probit likelihood function is preciselytbfs form. It has just two regimes with
probabilities p(R |Z,8) and p(R,|Z,B8)=1-p(R |Z,5) and the likelihood
function overt = 1, 2, ..T is divided into those periods where regime 1 agime 2
apply. In both models, equation (6.9) could be dbed as a likelihood element
generator function.

Unknown boundaries

Another approach is to model the regime boundaies membership functions as
fuzzy in nature. The original idea (Zadeh, 1965J&ta& Bellman, 1970) was that the
investigator might have some idea of where the Hatias might be, but less so as
any more precise placement. One can assign vakit®gebén zero and unity to the
degree of membership of each regime, so that angiservatior is not allocated
absolutely to just one or the other.

An alternative interpretation in the present contan be constructed from more
classical probability ideas. Here the boundary reexkn any given period are sharp,
but they can vary across different time periodspty because some periods are
naturally more volatile than others. The boundafggsany single period cannot be
observed, but it may be possible to model and eséirtheir probability distribution.
The latter then effectively defines the fuzzy mersh@ functions. Put this way, it
becomes clear that the regime boundaries are imdlére of hidden variables, or
incomplete data. The EM method potentially applesthe subsequent maximum
likelihood solution for the model as a whole. Wf@lows describes this approach.

To link with the known boundary case, suppose thatfirm boundary marker

parameterd is replaced with a random variablg, and it can be assumed that

&~N(Jd,0%). It is also assumed that is statistically independent of andZ; the
boundary markers are simply noise parameters. €geme index functions now
become the fornt, (Y,£ ,)where the parameters, o are suppressed for brevity. For
instance,
nY,§)=1«Y>¢,
SOR = Ry in this case and reginieapplies. Also,
E([n(Y,&)] = [".N(&J,07)d¢ = B(Y,5,02), (6.10)
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where n(&;9,0° Xenotes the normal density function and(Y,d,0° the)
corresponding distribution function.

Similarly, take expectations of the other two inderctions E,[r,(Y,¢)] and

E [r;(Y,€)], and letg, (Y;J,0 Xenote the respective results. This can result in

$,(Y;3,0) = (Y;3,07)
$,(Y;0,0) =1-d(Y;-9,07) (6.11)
95(Y;0,0) =1-¢,(Y;9,0) - $,(Y;9,0).
Figure 6.3 below plots these functions, which canchlled the fuzzy membership
functions. They are mutually symmetric, centredexb, though other forms could be
devised that are not necessarily symmetric, e.cause the upper and lower boundary
3
markers are not symmetric about zero. Note thatfioy, ¢,(Y)=0, and z;bi =1.
i=1
There is a width or location paramet@rand a sharpness parameter which could

potentially be estimated along with the substamnaslel parameterg .
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Figure 6.3 Fuzzy Membership Functions, Normal Analgues

The boundary markers §5 &) cannot be observed, so that observatidrannot be

allocated with certainty into one or other of thegimesR. However, a fuzzy
likelihood element can be obtained by replacing #xact membership function
r; (Y,d) in equation (6.9) by the membership functighéY;d,0 to pbtain:

le(Y,Z;5,0,0) :i(ﬁi (Y;0,0)P(R | Z,5). (6.12)
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Comparing with equation (6.9) for the known boundzase, it is easy to demonstrate
that 1;(Y,Z;3,9,0) = E/[I;(Y,Z,§,B)]. The effect of equation (6.12) is to give
probability mass to all regimes rather than jusé,oid a degree depending on the
strength of membership of observatignn the respective regimes. It can be viewed
as the marginal probability of regime-observatiommbinations, once the
unobservable boundary uncertainy has been integrated out. Operationally, the
device of replacing the unobservable index vargbléY, &) by their expected values
¢.(Y;9,0) corresponds to the EM methodology, wherein hiddem@omplete data
are replaced by their expectations, conditionalnuwbat data is available. The quasi-
likelihood equation (6.12) will apply no matter wther the boundary parametedso
have been specified in advance.

Regime Differentiation

It may be of interest to test whether the regimesdifferentiated in terms of their
connections, causal or otherwise, with the diffeesonomic indicators. Suppose, for
instance, that there was really no need to diffean between the regimes, e.g.
because a simple linear model was operative between variables and the output
variable to be forecasted. Within the frameworknoddel (6.1) above, this would

correspond to a nesting whef® = -4, and a correlation betwees), and &, of -1.
The model becomes automatically complete and thexenly two regimes possible,
up or down. Alternatively, setting3, = -/, but continuing to assume, and &,
uncorrelated would drive an uncertainty wedge betwéwo basically identical
regimes, allowing for a stable or no-change banideitween, a ‘threshold for change’
type of effect. At a minimum, parameter commonaldgn be tested by first
consolidating theZ’'s to a common set and then testigyy = -£3,, or equivalently
settingZq= —Zy and testingB, = B, . Likelihood ratio tests can be used on all or some
of the parameter pairs.

6.5.2 Estimation procedures

The estimation procedures described in this searerbased on maximum likelihood
(ML). As previously noted, if the boundary markenr® not precisely known, it has
more of the character of the EM variant of ML. biddion, it may be necessary to use
overlapping data, especially for macroeconomic wdektensions such as quasi
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maximum likelihood (QML) can be encompassed and ment below on
implications.

For the static model, the quasi-likelihood functismrsimply the product of the
one period elements as given by equation (6.12):

L:((Y,2)";B,8,0) = ﬁ 1.(Y,,Z,;8,0,0), (6.13)

where (Y, Z)" denotes the history of observations from 1, 2,...T. Equation (6.13)
refers to the more general case where neither efbttundary parameteid, o are

known otherwise these parameters can be suppressed.

In this work, the regime ‘smearing’ parameter will be preset as a known
number, sayo , while the position parametérwill be estimated along with thg
parameters. The probability elemerRER|Z;;B] will be specified by the normal
distribution function as in equation (6.1) and §6.5he parameter estimates are
collectively given by:

~ T p—
6, = argmax; {1 Ini (Y,,Z,; 8,5,0)}, (6.14)
t=1

where éT stands for(/?{ ,5T)',. For brevity in what follows, the equation (6.14ndae
. — T © — T —
written asT )" _Inl.(Y,,Z;;8,3,0) = L, (6,0).

As earlier mentioned, the quasi-likelihood functio® not necessarily the
likelihood function corresponding to the true urg@g data generation process.
First, the conditional regime likelihood functiogiven Z;, can be different from

I.(Y,,Z,;3,0,0) . If so, the information matrix inequality does riald. Secondly,

the given QML function ignores any dynamic persistgs and possibly leads to
inefficient QML estimator (QMLE) and an incorrecformation matrix or efficiency
bounds. On the other hand, it can be valid inéspect if all serial correlation can be
captured among the pre-determined explanatoryasgZ;. Thirdly, the fuzziness in
regime boundaries implies an EM type formulation.

Nevertheless, the given likelihood function is fl#g in the sense that it is
specified by focusing on available economic infotiora and some of the technical

difficulties arising from model incompleteness che resolved. Under suitable
conditions, it can be claimed thé]; as given by equation (6.14) has the almost sure

limit 8" = argmax, E[L, (8;0)] (see assumption I, Appendix C). In such a
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formulation, the quasi-likelihood function and cengence limitd”do not necessarily
conform with exactly how the data is generated. T 8 can be defined as the
parameter explaining how closely the data wouldgeaerated according to the
hypothesized model in terms of likelihood.

Specifying a quasi-likelihood function gives rise & different asymptotic
distribution from standard maximum likelihood estitors. It can still be claimed that
the QMLE obeys asymptotic normality. Under Assumoipsi | and 1l in the Appendix
C, it follows that:

-~ * A * * *
JT(6, -6)~N(O,(-A ) B (-A) ™, (6.15)
where A" = E[02L, (6";7)], B :=avar(TL, (6 ;7)) and ‘avar stands for the
asymptotic variance of the given argument. Noteé {RaA’) is not necessarily the

same asB’ , which should hold if the likelihood function i®rrectly specified. The

metrics A° can be estimated by applying the strong uniforw & large numbers to
T‘lthzl[Df,ln(l Ri (67T ))]and the convergence in probability éf to & . Estimation

of B is based on the Newey and West's (1987) method.

Experience thus far is that identification or maisation difficulties can arise in
the case where regime boundaries have to be estimabr instance, if the smearing
parametero becomes large, the regimes become indistinguishéie more so if the

B parameters are poorly identified. This is why asgto =& has been used in the

empirical work reported below. Likewise, the paréened must be restricted to be
positive and if allowed to become too large, a#l ttata will be attributed to just the
one regime, namely the stable zone. Operationaftg, looks to the existence of an
interior maximum within an interval that will atbuite mass from all three regimes to

the sample observations.
6.6 Directional exchange rate forecasting results

The selected application of the intermediate temactional exchange rate forecasting
is to the exchange rate of NZD/USD. Table 6.1 sunsaea the variables used in what
follows for the currency forecasting and their mgiconventions.
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Table 6.1 Economic variables used for yearly forecting

Variables Definition and Timing Conventions
Exchange rate IN(NZD/USR)-In(NZD/USDY)
Current account balance as % of GDP  (CAB/GRP)

House price annual change index (HPl.4)/HP4

7
Exchange rate as smoothed level %Zkzoln(NZD/USDt-k

Relative share price index NZ/US IN(KRPBPLs)-IN(SPNZ/SPUS)t-4
Relative GDP ratio index NZ/US IN(GRPGDPRys)-IN(GDPyz/GDPys)t-4

Based on preliminary testing, the forward rate iaisbeen included in the table
as one of the dependent variables. The efficiepitalanarkets hypothesis would say
that the only informative forecast, based on pupkwvailable data, is the forward rate
if the risk premium for the exchange rate is assitoebe zero. The poor forecasting
performance of the forward rate is well known ie toreign exchange literature (e.g.
Hodrick, 1987 for a review; Froot & Thaler, 1990pWis, 1995; Engel, 1996;
Meredith & Chinn, 1998; Wang & Jones, 2002; Bhataal, 2001). The low predictive
power of the NZD/USD forward rate over an internagelirun such as one year is also
found in the current context.

On the other hand, Bowden (2004) has noted a doseection between the
NZD exchange rate and the housing market, in tisé ifistance created by the inflow
of offshore funding for mortgages (the ‘hooveriritget’), with a further influence on
the balance of payments capital account being geavby the relative fortunes of the
NZ and US stock markets and business cycle. Adjaistenin the exchange rate tend
to follow major movements in these variables, aoduo at times when the exchange
rate is already at historic highs or lows, suggeserror correction elements in the
level of the exchange rate. Sharp corrections @ seen as more likely when the
balance of payments is seen as weak, e.g. as flte U of large current account
imbalances. Unlike the US dollar, the NZ dollarnst seen as a major reserve
currency. Taken together, the above suggests ®wtaage rate forecasting can be
episodically successful, based on unusual movementsxposures, and provided
one’s ambitions are limited in the first instanae gicking the direction of the
movement, rather than necessarily the new equilibralue.

Some exchange rate forecasting models includings®aad Rogoff (1983a, b),
use concurrent information in the process of fosgng. This is not really ex-ante

forecasting as realised explanatory variablesththave been employed to forecast
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exchange rate at tim-1. The current method is consistent with Evans ayonk
(2005) that relies on an ex-ante forecasting. Byreding exchange rates at tirtiel
using the predictor variables at tipehis thesis discusses exchange rate prediction in
the true sense.

The endogenous variable is the NZD/USD exchangelogt changes, as shown
in table 6.1. The regime model is taken as statieaning that changes in the
exchange rate are assumed not to have persisipae,from that derived from the
dependent variable§Z). To obtain regime probabilities, the normal vensiof the
model was used. Three fuzzy outcomes were empla@desponding to up, down
and no movements of the exchange rate. Allowing io¢ positiory and spread as
free fuzzy parameters led to indications that tipeead parameter was poorly
identified relative to the beta parameters. Basea @riori assessments as to regions
of doubt for the boundaries, the fuzzy spread patam was preset as 0.001, leaving
the mean boundary delimitér to be estimated as the empirical regime marker of
primary interest.

The estimation method was a quasi-maximum likelthd@sed on equation
(6.13) using the computational routine ‘fminconbrin Matlab 7.3.0. The data is
qguarterly, with 72 observations from Q3 1989 to @207. The data for the exchange
rate comes from the global trade information s@wicThe house price index is from
Reserve Bank of New Zealand. Both the NZ and US3esp&ce index are collected
from MSCI. The data source for NZ gross domestadpct (in current dollars) and
NZ current account balance is Statistics NZ. Thcator of US GDP, also in current
dollars is collected from International Monetarynidu Official GDP and house price
data is available only quarterly. In order to focas annual changes, use of
overlapping data became necessary, though notimrle-quarter based forecasting.
Potential inefficiencies or biases due to the usewerlapping data have not been
explored. Year on year changes are often usedeixtbgenous variables to improve
the signal to noise ratio.

Criteria for inclusion or exclusion of indicatornables were based primarily on
asymptotict ratios and likelihood ratio tests from the QML iesttion phase, and
secondarily on contributions to the consequenteddging performance. Table 6.2
gives the estimated beta values and their asyneptotitios for the up and down
indicators as listed and defined in Table 6.1. €hsggnificant up indicators are

retained, namely house prices, relative share preoed GDP ratios. Two down
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indicators were retained. The smoothed level hagrigary impact when high,
indicating the riskiness of exposure to the NZhigher levels. The current account
balance is important for similar reasons.

Table 6.2 Directional Indicators and Parameter Estinates Annual’

Variables Role Estimates t ratios
House price annual change index Up 4.0537 1.7008F
Relative share price index NZ/US Up 7.3907 3.5187*
Relative GDP ratio index NZ/US Up 21.931 1.6709*
Exchange rate as smoothed level Down 1.5791 2.4438*
Current account balance as % GDP Down -17.7958 76B3
Fuzzy boundaryd 0.0556 65.3327**

In addition, a likelihood ratio (LR) test is appliéo test whether all the indicator
coefficients (B) are zero, so that they provide no predictive nimfation. Under the
null hypothesis, it follows from expressions (6abd (6.5) that:

PRy [Zi; B1= PRy | Z;; 51 = PRy | Z;; B = 1/3.
The resulting LR statistic decisively rejects thdl rhypothesis that they are zero.
Finally, the regimes are indeed quite differentn€aidating theZ's as suggested in
the previous sections, followed By = -£3,, was rejected at 5% significance level,

with all beta coefficients significantly differenthis excludes alternative models such
as simple linearity.

The directional model has also been examined inoat $erm context, e.g. just
one quarter ahead. It was found that the compiutatios are not significant as in the
annual data case. Evidently, short run noise i€wlrgg the effect of the economic
variables to a greater extent than with the lorigescasting horizon.

Both the in-sample and out-of-sample effectivenafsthe forecasting will be
examined in the following chapter with the hedgipgrformance as the welfare

criteria.
6.7 Short term forecasting using GARCH model

Preceding discussions have shown the proposedtidimatforecasting model is not
effective over a short interval. In general, itd#ficult to forecast a short term
currency return with a structured economic modelCheung and Chinn (1999) found

that economic fundamentals are more important rgdo horizons. In a very short

R statistic testing all zero coefficients =50.3080% significant, ** 95% significant, ***99%
significant.
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interval, such as weekly or monthly, the correlatizetween expectation of asset
return and the explanatory variables can be inSaggmt and the fluctuations in asset
prices are mainly affected by random effects.

In addition, there is empirical evidence to shoattmany financial time series
have periods of high volatility that can be follaivey a time of low volatility, known
as volatility clustering, in particularly for shadn changes. Given this characteristic,
the ARCH model and its generalizations — GARCH nhdueve been commonly
employed for deriving short term exchange ratenestion (Baillie 1991, Yang &
Allen 2005). The GARCH model, which was originaihtroduced by Engle (1982),
accounts for the conditional heteroskedastic praes volatility. Although the
generalised ARCH model can also take into accouattime dependence in mean,
these models have been mainly developed for comgriee dependence structure in
volatility.

In the current context, a GARCH-in-Mean model isabbshed for predicting

the monthly conditional mean and variance:

Y, = X{@+A0;] +&;

p q

Utz :a0+zaiet2—i +ZIBij2—i; (6.16)
= =t

e ~N(@©.7a),

where Y; is a dependent variable and matKx represents the predictor variables,
which include both exogenous variables or the ldgg&lue ofY;. The conditional
variance is also included in the mean equation lgnglien & Robins, 1987).

Model specification and estimation results

A Mean-GARCH model to be developed is for forecagtihe short term USD/NZD
changes. The monthly spot and forward exchangs sgan from June 1985 to June
2007. The series for one month interest ratesakentas the US CD rate, the 30 day
bank bill rate for NZ. Exchange rate data is frons® and interest rate data is
sourced from the central bank in each country. ddta has been collected via

Thomson Financial Datastream.
Symbol§ indicates the spot exchange rate at tirard IE; represents the actual

one month forward rate that is determined at tin@he month interest rate is denoted
with r. The dependent variable is specified as the ongthmexchange rate return. The

choice of independent variables has several feafrenterest. The first is the use of
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the spot-forward differential or basis as an exatary variable in the mean part. The
spot-forward differential describing the excessimes to currencies was referred to as
the currency risk premium in Chapter 5. In additioaintegration between spot and
forward rates potentially introduces predictabjligppearing in the form of an error
correction element as represented by the one-nepatforward basis or differential,
which is described in Chapter 5 as the currendypremium. For empirical evidence
see Baillie and Bollerslev (1989), Ngama (1992)amiss and Lewis (1995), and
Luintel and Paudyal (1998). In addition, followingu and Zhang (1996), positive
and negative values of the spot forward basis diffeal were entered separately in
the mean equation, representing asymmetry in #ffsct. A second feature is that the
exchange rates usually show longer run mean-regetéindencies at a constant level
or a trend. Hence, the level of the current exchaade also appears as a longer term
error correcting element, though the effects may by significant in a short run
forecasting.

The number of lags, namely the valuepoénd q for model GARCH(p,q) are
determined according to the Akaike information ema. The parameters are

estimated with Eviews 5. The model to be fitteddseas follows:
R =C,+a, R, ta,R, , ta R, s +a R,
+ BeiBuia + BoB it Bgtdiy * B uShy + 0y Hu,
h =, +@,U + Buih + Biohs + Bashis + Brahis,
u, = \/ﬁ V.
where:

s =log(8); Ry =58 -sui f, =log(R);

B =ls -5 B=ls-T]:

rd=r,-r. sl=109(S,).

Tables 6.3a and 6.3b contain the fitted parametedssignificance levels. Table 6.3c
includes the relevant statistic measurements. Sdetailed diagnostic test results
tables can be seen in Appendix F. All results esenfEviews 5.

Table 6.3a: Mean equation parameters USD/NZD

o Std. z-
Parameters Coefficient ~ | Prob.
Error | Statistic
Y 0.4965*** 0.1289| 3.8516 0.0001
Cs 0.0045 0.0043 1.0497 0.2939
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st 0.9601** 0.4391] 2.1865 0.0288
7s2 -0.0756 0.0507 -1.4910 0.1360
as3

0.1591*** 0.0443| 3.5937 0.0003

7o -0.1219*** | 0.0445| -2.7398|  0.0061
Pt -1.0259* | 0.4686| -2.1893| 0.0286
fo2 -0.6553 0.4436 -1.4770| 0.1397
Fos -2.7936** | 0.8092| -3.4525|  0.0006
Bsa

-0.0147** 0.0065| -2.2641| 0.0236

Notes:* 90% significant, ** 95% significant, ***99% sigficant

Table 6.3b: Variance equation parameters USD/NZD

o Std. z-
Parameters Coefficient | Prob.
Error | Statistic

Cn 0.0000*** | 0.0000] 5.8928 | 0.0000

hi 0.1200** | 0.0277| 4.3351 | 0.0000

s 0.8755%* | 0.1716| 5.1023 | 0.0000
hra -0.7697*** | 0.0967| -7.9563 | 0.0000
Fna 1.2207*** 0.0814| 14.9953| 0.0000
fa -0.4733** | 0.1504| -3.1473 | 0.0016
Table 6.3c: Estimation statistics
Adjusted B 0.0348
Durbin-Watson statistic 2.1179
F statistic 0.0651

The mean equation estimation outcomes show thahtaeest rate differential in two
countries is a significant predictor variable fordcasting the exchange rate over a
short term. The parameter has a negative valueatidg that a high interest rate in
NZ is followed by an appreciation in NZD. The rdsuteject the hypothesis that
forward rate is an unbiased predictor for futuretgte, as discussed in Chapter 5.
The negative parameter estimation for the preveps rate level implies a mean-
reversion statement in the currency value movemé&he spot-forward basis is
indicative of future spot rate but it is limited agoositive spot-forward basis only. The
coefficient estimation regarding the spot-forwassis implies that a negative excess

return in holding the NZD in the spot market relatito the NZD forward may
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indicate appreciation pressure on the NZD. On therchand, a positive excess return
in holding the NZD may not indicate depreciation timée NZD. The variance
estimation outcomes in the table 6.3b show sigamificevidence of volatility
clustering in the exchange rate changes. Some nuigghostic tests (see Appendix
F) show there is no residual serial correlation aadSGARCH in the error term. The
effectiveness of these forecasting on hedging ooésowill be tested empirically, in

particular, within Chapter 8.
6.8 Conclusions

The current chapter has developed a categoricat&sting model for an incomplete
market. In such a market, information might be ukdfut usually limited. Variables
directly observed from the market could signify tadictory outputs, with some
showing upward movement while others indicating desard movement. To filter
out the valuable signals from the coarse infornmgtibe developed forecasting model
incorporates methods analogous to neural nets dsawduzzy sets. Four possible
combinations of two pairs of raw indicators (up addwn indicators) can be
compressed by the model into three outcomes (upndmd stable) or two outcomes
(up and down). Fuzzy membership functions facditéte classification of three
outcomes regarding the currency movement, up, da@amd no change. The
consequent categorical directional forecasting éaork employs implicitly a
binomial or trinomial step process to derive nomAlbgeneous multinomial
directional probabilities over longer time intersaln such a categorical model, house
prices, relative share prices and GDP ratios, theent exchange rate level, and the
current account balance has been found as signifeogplanatory variable. Turning to
the short term context, the estimation outcomesdasn GRACH model show
significant variation persistence across diffetent periods.

The exchange rate forecasting framework developethe current context is
mainly tailored for the hedging purpose. Categdrfogecasting on future currency
movement is worthwhile in the hedging context aevikimg the direction of currency
movement enables corporate managers to determie¢herhto hedge or not. For
instance, an exporter expecting a weaker home reyrends to remain unhedged, or
at least partly unhedged against its exchange egp@sure. Information regarding
volatility in the short term will also assist corpte managers in determining the

optimal hedging ratio. The value increased by heglgould be exaggerated when the
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market becomes more volatile. The effectivenesbede forecasting will be assessed
against the benchmark of hedging outcomes in Ch&pté forecasting is valuable
only if the conditional hedging that relies on tlasticipation does improve the
company’s hedging performance.

The following chapter commences the empirical im@atation of the hedging
decision rule by introducing operational mattershwiespect to corporate hedging,
including exposure measurement, hedging horizodging instruments as well as a
simple hedging rule. To capture the most sensér@osures faced by a corporate, an
indicator called corporate terms of trade is depetbin the form of a net profit
margin. By decomposing the composite exposure atdis with the aid of wavelet
analysis, the next chapter reveals the cyclicatepat the origin and the causal
influences of risk profiles encountered by New Zedl dairy farmers. The wavelet
decomposition outcomes provide valuable informatioketermining an appropriate
corporate risk management framework. In additiortht® discussions on corporate
exposures, the following chapter also introduceshaothing hedging strategy which
staggers the cover over a variety of forward m#agiin order to smooth the

exposure.
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Part IV Empirical Hedging Algorithms for Corporate
Chapter 7 Operational Aspects of Corporate Hedging

The empirical application of the developed decisitveory and exchange rate
forecasting model is implemented within a New Zpdlaontext. It commences with
the analysis of some operational features regardisguctured hedging framework.
The first task is to establish an indicator for sweang corporate exposures. An
appropriate exposure indicator should accountfermhost critical exposures faced by
the corporate. Total cash flows can fulfil this pose but this measure is infeasible in
practice due to difficulties of acquiring the nesay data. The current chapter instead
develops a composite index to represent the maijposxes encountered by
corporates. Based on this developed exposuresatadjche variation of the exposure
will be examined with the aid of wavelets. The wlavelecomposition outcomes such
as the mulit-scale pattern of exposures assistocat® managers in determining the
length of a hedging horizon. A good understandihgariation and origination of
exposures further aids corporate managers in detegnwhat key exposures to
hedge and when to hedge.

This chapter also introduces a smooth hedgingegfyatin such a strategy, a
series of forwards instead of a single forwardngpkyed in managing currency risk.
The smoothing hedging strategy contributes to daiction of the volatility on the
hedged portfolio. Another operational aspect ofdbiporate hedging discussed in the
current chapter is the choice of hedging instrumehbe advantages and
disadvantages of using forwards and options inecuy risk management will be
explored in a variety of circumstances.

This chapter is organized as follows: Section 7dscdbes methods of
constructing the appropriate corporate exposureanor. Section 7.2 describes the
decomposition of corporate exposure using wavelalyais. Section 7.3 discusses the
choice for the hedging horizon. Section 7.4 inteki the smoothing hedging
strategy. Section 7.5 discusses the advantagesliaadvantages in using forwards
and options for corporate currency risk managenfetion 7.6 concludéé.

18 Section 7.1 and 7.4 are based on Bowden and Z106&). Section 7.2 is mainly based on Bowden
and Zhu (2007a).
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7.1 Measurement of corporate exposures

A good understanding of the exposures faced bysfiassists corporate managers in
establishing an effective risk management framewdmk examine the corporate
exposures, an initial task is to establish an gmpmte welfare indicator which is
suitably adapted to the statistical metrics andineques employed for analysing the
given exposure. For simplicity, most hedging litara (e.g. Harris & Shen, 2003;
Myers & Thompson, 1989) has been based on the gggmthat the corporate faces
only one risk, which is the exchange rate in theesut context. However, a complete
risk management strategy may have to deal withimsks. It would thus be useful to
find ways to condense these into a single exposwutex, for which the welfare
function discussed earlier is still applicable.

For corporates, an indicator to measure all tharéuexpected payoffs would
entail total free cash flows. Operationally, trgsai formidable problem for a number
of reasons. Firstly, data may be inadequate forsoézg all the cash flows.
Secondly, there may be the issue of normalisingvilr@ables to express them on a
common basis, e.g. avoiding the problem of hedgitagionary with non-stationary
time series data. For instance, it is expected phafits or accumulated cash flows
grow every year and could be non-stationary. Howewéedging instrument, such as
the forward exchange rate, might fluctuate arourtuséorical average and appears
more stable than the total profits.

The present discussion adopts a key indicator agprohat isolates the most
critical exposures in the form of the corporatemierof trade, which effectively
constructs a price of output or income relativéhi price of inputs. Adjusting this for
productivity gives a single-valued measure. Take éxporter as an example. A

schematic decomposition is as follows:

outputpricex exchangerate x outputquantity
expensesricex inputquantity
[outputpricex exchangerate 9 outputquantity,
expensesrice input quantity
~ termsof tradex productivty.

profitability index =

The above profitability index (PI) can be regar@dsdhe ratio of operating revenue to
costs. A more standard accounting ratio is thepnafit margin (NPM), which is the

ratio of revenue net of costs to total revenue. Télationship between the two is
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Pl =1/(1- NPM), so log(Pl) = NPM . The net profit margin is a widely used

measure of managerial performance. It is a possdiget for bonus fixing in the case
of large scale farming operations, which rely qor@fessional farm manager.

For the profitability index, productivity is treateas exogenous in what follows,
though this should not serve to minimise the longam necessity to develop
productive capacity as a defensive response torsely@ice variations. This leaves
the objective variable for hedging as the corpotates of trade and only price risk is
being hedged. Representing the denominator witltdnsumer price index, the terms
of trade actually accounts for the real incomeatan. The terms of trade can also be
regarded as an indicator for the real exchange rate

outputprice
expensesirice

termsof trade=

x exchangeate,

where the exchange rate is adjusted with the wtforeign and domestic consumer
price indices. In the form of real income or thalrexchange rate, the corporate terms
of trade might appear to be stationary or approt@mgastationary, if the Purchasing
Power Parity holds to some extent. The stationatyne makes it possible to apply
the conventional decision theory to determine thénal hedging strategy. A further
advantage is that using the log terms of tradewalla log linear separation of the
variables. Operationally, therefore, the hedgealyell be taken as:

outputprice

X =log[ :
expensegrice

x exchangeate] . (7.2)

Specification of the terms of trade as the ratimofput and input price index
enables the indicator to reflect net exposuresgclvencompasses the potential effects
of companies’ abilities to pass on risk to otherssbome cases. For instance, a
monopoly exporter in one country could pass on tegaffects to suppliers by
means of decreasing the supplier price. Also, goomer, such as an oil importing
company, may transfer rising costs due to a weakehourrency on to its customers
through raising the sale price. Since the compasdex, denoted in the form of the
terms of trade, comprises variations in both exgearate and output or input price,

the index is able to capture the corporate’s nposures to financial market risk.
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7.2 Wavelet decomposition of corporate exposures

A decomposition of the corporate exposure with Weteereveals what comprises the
natural exposure and how that exposure fluctuates time. This sort of information
assists corporate managers in understanding clcheaaviour of companies’
exposures, structural changes in the cycles, arad edmponents mainly contribute to
changes. As will be discussed later, such undaistgrenables corporate managers to

identify the key exposures and determine how anenvitb hedge.
7.2.1 Selected application: New Zealand farmer tersof trade

The empirical application is specifically selecttst New Zealand farmers. One
reason for the selection is that the high percentafgforeign sales exposes New
Zealand farmers to a significant currency risk.rirra practical point of view for the
industry itself, understanding the currency rislsiexposed to may assist farmers and
producer organizations to appreciate the sourcexpdsure, the relative importance
for variation in farmer incomes or cash flow, andawvcan be done to manage the
risk. Moreover, the agriculture industry plays amportant role in the New Zealand
economy as a lot of export income is generated fodishore sales of commodities.
Consequently, currency exposures of the agricdlseetor in turn feed through into
cyclical booms or busts of the economy as a whblence, to understand how
agriculture is impacted by the macroeconomic emwitent is a first step in
understanding the business cycle as a whole.

In terms of components of exposures faced by Nealabel farmers, exchange
rates are only part of the story, because econamtcomes such as commodity
prices, input prices, or interest rates are somedirof equal impact on farmer
incomes. The New Zealand dairy industry is heaedgosed to the external economic
environment. The bulk of output is sold offshorefagely traded commodity markets
(powder, butter, cheese, casein, and other produddiss it inherits a heavy exposure
to both world commodity prices as well as the NAatpwith an additional exposure
to costs at home (such as labour, interest ratésaaimal health costs). All this adds
up to a substantial risk management problem for Mewaland farmers, along with an
ongoing preoccupation with long term viability toen

Therefore, for the purpose of examining the trend ayclicity, the chosen
context, namely the New Zealand dairy farmer teahsade, provides an excellent

case study. There are obvious cycles in the NevaAdalairy industry. The cycles in
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this context, however, are not of regular peridgticor of constant amplitude, nor are
there invariant phase differences among componé&ssa result, one cannot use
spectral analysis or ARIMA-type models to capture tyclicity. Our solution is to
employ wavelet analysis, which can encompass cyblgschange through time, as
described in Chapter 5. When the original time eseris decomposed along the
frequency and time trend, long cycles or short data pattern can be observed
separately. The method can be employed to exarhmeyclical behaviour of time
series over different time scales.

The interest in such wavelet decompositions is ntioae just historical, though
even this aspect has its own use as a graphic demito policy-makers and
prospective participants that agriculture is ayibkisiness. A better understanding of
what causes the cycle will help farmers to mandgerisk, either in terms of their
own personal stabilization policies, or else knayjust what key exposures to hedge.

The wavelet function ‘coif5’ is employed to examitiee exposures faced by
New Zealand dairy farmers. The wave form ‘syml0’aiso used to check the
findings. Given the similarity between the resuderived from the two functions,
discussions in the rest of this chapter are mabdged on the wavelet function
‘coif5’. A simple discrete wavelet transform as ivat a maximal overlap discrete
wavelet transform is employed to construct the Wetveariance or correlation. It is
found that the former leads to the almost samédteeas the latter. The main findings
provided in the following text are on the basisafiscrete wavelet transform.

The application is to monthly data, spanning fraem 1986 to Feb 2007. The
mid spot exchange rate is sourced from ThomsonnEiahDatastream and the dairy
price data is obtained from ANZ Bank data seridee Quarterly farmer expense price
index provided by Statistics NZ is interpolatecelnly to derive the monthly index.

7.2.2 General findings

Figure 7.1 depicts the history of the farmer teohgade over the sample period.
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Figure 7.1 Farmer log terms of trade
The most obvious thing is that there is indeed icgtlbehaviour, at least prior to
2004. New Zealand dairy farmers have had to livih\and adapt to cycles of boom
and bust, which at times have been severe enougbnstitute a survival hazard. But
it is not obvious that the cycle is regular. A dpalcanalysis does show a very slight
peak at 3.5 years, but too minor to accept assttatily significant. Moreover, there
are indications of some sort of change occurringuad 2000. Wavelet analysis
would be useful to deconstruct these cycles int@r tomponent elements.
Figure 7.2 is a wavelet decomposition of the lodanmer terms of traddtf) *°.

As earlier indicated, the approximation at levelis/ treated as the trend. As
successively more detail is added vertically upwattie approximations approach
closer and closer to the origintit series. In practice, the fitting moves vertically
downwards (‘deconstruction’), removing more and enaf the detail; a vertical

upwards movement is referred to as ‘reconstruction’

19 Farmer terms of trade is indicated by ‘FTT".

-116 -



Part IV Empirical Hedging Algorithms for Corporates
Chapter 7 Operational Aspects of Corporate Hedging

Approximations at level7
'1 T T T T
-1.5¢ B
L

_2 L 1 1 L L L L 1 L
1986 1988 1990 1992 1994 1996 1998 2000 2002 2004 2006

Details at level7
01 T T T T T T T T T T

Ow,
_01 | | [ [ [ | [ [ [
1986 1988 1990 1992 1994 1996 1998 2000 2002 2004 2006
Details at level6

0.2F w w w
0,
'0.2’ L L L L L | [ [ [ [ |
1986 1988 1990 1992 1994 1996 1998 2000 2002 2004 2006

Details at level5
05 T T T T T T T

OW—

_05 1 1 1 1 1 1 1 1 1 1
1986 1988 1990 1992 1994 1996 1998 2000 2002 2004 2006

Details at level4
02 T T T T T T T

0F WN\/W *
-0.2 | | | | | | | | | |
1986 1988 1990 1992 1994 1996 1998 2000 2002 2004 2006

Details at level3
02 T T T T T T T

0 W/\/\/\M/W\/W\/ B
-0.2 | | | | | | | I | |
1986 1988 1990 1992 1994 1996 1998 2000 2002 2004 2006

Details at level2

_01 | | | | | | | | 1 1
1986 1988 1990 1992 1994 1996 1998 2000 2002 2004 2006

Details at levell

0.05
0
_005 | | | | 1 1
1986 1988 1990 1992 1994 1996 1998 2000

1 Farmer terms of trade

-1.5 WW .

_2 L L L L
1986 1988 1990 1992 1994 1996 1998 2000 2002 2004 2006

1 1 1
2002 2004 2006

Figure 7.2 Actual decomposition oftt up to level 7

The respective powers or energy of the detailseféectively be gauged from

the scales on the vertical axis. A more formal gpeneasure can be derived that is

analogous to the variance of each detail levelresged as a percentage of the overall

energy. As table 7.1 shows, apart from the longemttrend component, most
cyclical power inftt is allocated to the level 5 detail, which corregg®to an ‘average

period’ of 3.87 years, but neighbouring levels 4 &also attract some weight. It is
also noted that the longer cycle (level 6 detad@sishow some evidence of growing

amplitude over time. The causes of this are exdlarevhat follows.

-117 -



Part IV Empirical Hedging Algorithms for Corporates
Chapter 7 Operational Aspects of Corporate Hedging

Table 7.1 ftt power decomposition
Approx. & Details A7 D7 D6 D5 D4 D3| D2| D1

Energy % 20.01| 5.28| 25.30| 31.54| 12.70| 3.34| 1.01| 0.82

Corresponding longer
periods (years) period

15.5 7.7 | 387 1.9 1 0% 0.2

7.2.3 Long term behaviour

Figure 7.3 depicts the trend component (the levagbproximation) for thétt and also
for its components, namely the commodity price, éxehange rate, and the input
price or expense index. These are logs in each. ¢éste that the input price
component has been illustrated witmegativesign; thus to get thit series simply
add the component graphs vertically.

It can be observed that the marked negative trenleftt series in earlier years
derives from steadily increasing expenses in tme fof the input price series. Until
the mid-nineties, Prebisch (1960) and Singer (198€&)e evidently right (as to the
Prebisch-Singer thesis): the terms of trade foseh@articular primary producers were
indeed declining. Only secular growth of about 2.4#r annum in dairy farm
productivity (Dexcel, 2004) kept the industry cortifpee. But in more recent years,

stronger commodity prices have helped to increlasdarm profitability.
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Figure 7.3 Trends in the farmer log terms of tradeand components
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7.2.4 Cyclical behaviour and its components

Once the trend has been removed, levels 4 to Ggeawost of the cyclic power. The
respective levels can be added to give a complesiét:

Dy-g =Dy + Dg + Dg.
The underlying orthogonality of the wavelet decosipon means that the composite
level 4-6 can be treated as a detail in its owhtri§igure 7.4 depicts the composite
level 4-6 detail for thdtt series and also for its constituent componentsiehathe
commodity price, the exchange rate and the ingaepr
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Figure 7.4 Detail 4-6 forftt and its components

Several things are evident from figure 7.4. Thetfis that, at a cyclical level,
input prices are relatively unimportant: almosttalk action comes from commodity
prices and the exchange rate. The second is thawih major peaks, 1995 and 2001,
have quite different causes. The 1995 peak is dueoinmodity prices, which are
dragged down by a high NZD. The 2001 peak is a maje because the two
components no longer conflict: a very weak NZ dolla reinforced by high

commodity prices. A smaller peak in 1992 derivesrfithe same effect.
7.2.5 Has there been a structural break?

Details at levels 1 and 2 can be used to exami@éstue of structural breaks in the
cycle. One sign of a break is that high resolulevels show a violent fluctuation

around any break point. Intuitively, when the majgcle suddenly changes character,
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too much burden is placed on the higher level (lowesolution) wavelets centred

around this point. The poorness of local fit isntheansferred through to appear as
more violent short run fluctuation in the lower édwetails. In figure 7.5a and 7.5b,

both detailsD; and D, show increased volatility around 2001-2002, sutiggsa

break.

0.05

0.04 | oo oo

0.03 | ---—-1 e T

0.02 |

0.01 H

Figure 7.5a Details at level 1
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Figure 7.5b Details at level 2
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One hypothesis is that prior to 2000, it was comityqarices that generated the
fluctuation in theftt. This could happen either directly or indirectlya \the lagged
dependence of the NZD exchange rate on commoditggrof which dairy prices are
the largest by value. After that date, commodityces are accompanied by an
independent influence from the exchange rate.

To test this, the exchange rate and input pricegpasjected on the commodity
price and the respective residuals, isolated azdngonents of each that could not
be attributed to any causal influence from commpogdiices. In order to concentrate
on longer run cycles, this was done using the caitgpodetail level 4-6 with
overlapping semi-annual time intervals for each Tge projection is done with least
squares in the form of a one-sided distributed ilagyhich the exchange rate or input
price is potentially affected by current and prammmodity prices. Thus if is the

backward lag operator (e.lgy: = y+.1), one fits a lag structure of the form
h_ h
D= (L) DT+ €2
Di%" = BLD"+e™,

where the lag structure is extended back for esghti-annual periods. The residuals

e®Nand "PUt represent the effects independent of the commaquiice. Finally the

constructed series is formed as:

fttS, = (L+a(L) - B(L)DZM™.

The projection F[tff_G can be taken to represent the sum total of comiyodi

price causality, and the object is to see how wellicceeds in tracking tH#. Figure
7.6, which plotsftt againstftt® is instructive. Up to 1997 the tracking is readspa
good. But after that date it becomes poor, sugggstistronger independent influence
for the exchange rate. Chow-type tests of coefiiicgtability for the distributed lags

also indicate that the period pre-1997 was notstrae as post-1997. However, such

tests are no more than suggestive, as the undgrtiépendent variableB " and

D, """ themselves represent constructed data.
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0.5
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Figure 7.6 Role of commodity prices £tt“ versusfit

The above findings as to the greater independehtieecexchange rate can be
attributed to structural changes in the economy aghole, which in turn reflect the
increasing globalisation of world capital marketfie year 1997 marked the Asian
crisis, which resulted in a sudden correction t@aervalued NZ exchange rate. From
mid-1997, the NZ dollar lost a third of its valugaénst the USD, with a minor
recovery in 1999, but thereafter resuming a dowdwslide until late 2001. The
economy as a whole fell into a mild recession, dmmmenced a recovery in 2000,
supported by rising commaodity prices and a NZ dadiahistorically low levels and
continuing to fall. This is why the farmer termstcdde rose so dramatically around
2001.

However, the recovery spread into the asset markeist notably the housing
market, and it came to be financed by large scaleolwing by banks through the
Eurobond and Uridashi markets, either directly@ondirectly via the swap market.
After 2001 the trend accelerated and became aaVidfishore inflow of money to
support home mortgages and consumer lending (Bow2@dv). At the same time,
the Reserve Bank of New Zealand, concerned atimofiary pressures, started a cycle
of monetary tightening which also attracted shertnt ‘hot money’ from offshore.
The result was a soaring NZ dollar at a time whHen WS dollar itself was coming

under attack. Thét was under exchange rate pressure.
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7.2.6 The natural buffer and its prognosis

Wavelet analysis can be used to break the compaféadts down to contributions
from different periodicities. It becomes apparenthe table 7.2 that the commodity
price effect has impact in two different bands, lehe exchange rate has its primary
impact in only one. Figure 7.7a displays the congpdrdetails for level 5, with an
average period of 3.87 years, while figure 7.7bwshwhat happens for level 6 detail,
with an average period of 7.7 years.

Table 7.2 FTT component power decomposition

Approx. & Details A7 D7 D6 D5 D4 D3 D2 D1

Commodity price | 21.96| 12.35| 21.65| 30.67| 8.81| 3.71| 0.51| 0.33
energy %

Exchange rate 5.74|13.36| 64.41| 9.29| 3.67| 1.48| 1.28| 0.77
energy %

%

Corresponding long | 155 | 7.7 | 3.87[ 1.9 1 0.5 0.2
Periods term
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Figure 7.7a Details at level 5 — components
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Figure 7.7b Details at level 6 — components

A fair amount of shorter run fluctuation over aday cycle is apparent throughout the
whole period. Commodity price is the largest cdnttor to variations at this level,
although a little out of phase in the early yediise exchange rate variance also has
big impacts orftt level 5 fluctuations, although its power is nopagent during mid-
1990s. The impacts of input price remain minor tigfothe time.

Exchange rates in addition come into their own ke tonger cycles
corresponding to level 6 detail. Commaodity prices also powerful in this band, but
up until 1998, the two had a clear tendency tonadise each other. This amounted to
a buffering effect: whenever commodity prices beeastrong, the NZD exchange
rate also became strong. Table 7.3 shows thamtbecomponents have a relatively
high correlation in this band.

Table 7.3 FTT component wavelet correlation (level-6)

Approx. &

. A7 D7 D6 D5 D4 D3 D2 D1
Details

Commodity price
VS Exchange -0.73]-0.98| -0.72| -0.04| 0.39|-0.28| -0.27|-0.03
rate

Commodity price

, 0.82] 0.75| 0.46| 0.25| 0.40| 0.11| 0.19]-0.09
VS Input price

Exchange rate

. -0.21| -0.82| -0.56| 0.01| 0.19| 0.03| -0.14|-0.08
VS Input price
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Because they were slightly out of phase, there avessultant effect on thigt but a
relatively minor one. Things changed between 200 2002. In the latter case, the
NZ dollar was exceptionally weak coming out of th&an crisis. Commodity prices
were not strong, but on the other hand not weakigimdgo neutralise the beneficial
effects of the weak NZ dollar. The level 6 buffeyieffect failed. Because the bulk of
the exchange rate effect accumulates in this bdredftt appeared to dislocate as a
whole.

The post 2002 period in figures 7.7a,b gives aly éadication that things might
well restore themselves to normal patterns. Thell&vdetail is much as before. At
level 6, however, where the exchange rate is inmpdrtcommodity prices and the
exchange rate looked to be once again on oppoauig.tjust as they were prior to
the Asian crisis. If this indeed turns out to be ttase, something like the normal
cycle might be restored.

On the other hand, there seems to be potentiad foore inter-run volatile NZ
dollar. In addition to the short end volatility asgated with monetary policy, there
are exposures arising from the growing use of oifshfunding to raise debt for
mortgages, consumer spending and other purposissutiiclear whether the more or
less natural buffer of early years will continueaaply, or with the same force. As a

result, theftt might face more instability in the future.
7.2.7 Risk management implication

In general, knowledge about the New Zealand dargnér exposures may assist the
average farmer or farm management adviser to know o formalise the ups and
downs of profitability and to recognise when theleyis at a historic high or low.
Information of this kind can be an important inpathe estimation of likely recovery
periods for prospective farm development programmoesdecisions about herd
replacement.

Among the three exposure components, fluctuationthé exchange rate and
commodity price index account for the most parthaf variation in NZ dairy farmer
terms of trade. Perceptions of a need to shieldydarmers against foreign exchange
and commodity prices exposures have on occasiosedanmnore harm than good. In
late 1997, the NZD was at a historically high rate/1c US, while milk solids and
other dairy prices had taken a turn for the wofsediscussed in Chapter 2, the NZ

Dairy Board thought that farmers were at risk of@es financial harm should the NZ
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dollar strengthen further, and instituted a hedgtrgtegy, which resulted in a large
amount of opportunity costs.

The implicit buffer between the two main contribigtoas it appears in figure
7.7b, makes it fairly clear (with the advantagenfdsight) that there was little need
to protect against foreign exchange and commodiigepexposures in a long term
context. Over a term long enough to threaten sahfiw the typical dairy farmer, the
one exposure tended to balance out the other. Bwelet analysis suggests that if
formal hedge instruments were to be employed, sgument maturities should be
fairly short. Essentially, one would be aiming tdge the level 4-5 variations. Since
such exposures are cyclical over a period of 2a& e hedging horizon could thus
be set as half of the cycle, e.g. 1-2 years, omesfeorter. But because dairy
commodities do not possess well developed forwaatkets, this in turn suggests that
market based hedges could be only dependent oanoyrforwards or options.

In the particular case of the NZ dollar, there gmd reasons (based on
expected values but not risk) for a bias towardsgusurrency forwards, arising from
the chronic forward discount on the NZ dollar asstec with high NZ interest rates,
as will be discussed in the next chapter. Howeagrsome case studies in Chapter 2
show, it can go wrong on occasions. Also, the erist of a forward bias does not
preclude the more adventurous dairy company trgastom seeking to take
advantage of what might be seen as unduly higlowrfbreign exchange rates, or of
attempting to second guess market efficiency. Tifectveness of such an attempt
will be explored in the following chapter, with aet hedging based on exchange rate
forecasting models developed earlier as examples.

A longer-term strategy for the industry as a whaeto seek growth and
diversification into developing markets, especiatlyose based on engines of
economic growth such as the Chinese economy. Tikea@me evidence that this has
been responsible for the trend effects noted abbieewise, diversification into

resurgent economies such as Japan can yield bssipele diversifications.
7.3 Hedging decision horizon

The corporate currency hedging literature mainguges on short term exposures and
corresponding short range risk management. Theome#sr ignoring long term
currency risk management is that many researchadisvb purchasing power parity

(PPP) tends to hold in the long run, while couldviidated for short time periods
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(e.g. Hansen & Hodrick, 1980; Frankel, 1981; HakKi684; Edison, 1987; Froot &
Thaler, 1990). If PPP holds, a change in the exghaate should simply represent the
differential in the inflation rate between the teorresponding countries. As a result,
the real exchange rate, which adjusts nominal exgdaates by the corresponding
inflation rates, would remain constant and expsrtar importers would face little
exposures. It is obvious from the expression ofdkposure indicator (7.1) that the
impact of currency fluctuations on corporate expesicould be offset by changes in
the price ratio between the two countries as latha PPP holds.

On the other hand, some empirical evidence hasslioat PPP can be violated
even over a relatively long time period, e.g. exioeg three or five years. Rogoff
(1996) found the half-life of deviations from puasing power parity is between 3
and 5 years, while Cashin and McDermott (2003) edguhat the half-life of
deviations from PPP can last up to 8 or 13 yeaash® and McDermott compensated
for the downward bias by using median-unbiasedregors instead of conventional
least-squares-based estimators of half-lives. Tibation of these parities over 10
years and even more means the expected returnroency in a very long interval
may deviate from zero.

However, even when real currency exposure existsr @/ long interval,
corporates may still ignore long term hedging. Té®son lies in the fact that it is easy
to hedge the real exchange rate in the short tbunnot over a long time period.
During a short time interval, fluctuations in reatchange rates mainly arise from
sudden falls or rises in demand for a given culye@urrency forward or options
with the nominal exchange rate as the underlyirgptaare able to eliminate such
currency risk. On the other hand, unexpected ioftatind real interest differentials
drive the long term fluctuations in real exchangtes. Currency derivatives are less
effective in managing this sort of currency riskoét (1993) provided empirical
evidence for these objections to long term hedgtthg.analysed a data set of US
financial returns from the perspective of Britisiternational investors. The results
show that full hedging can reduce return volatibtyer short intervals, but increases
the real return variance of many portfolios ovéorag term period. In a period of five
years or more, the volatility of hedged foreigncgtinvestment is higher than that of
unhedged foreign stocks.

In addition, a long term hedging strategy is difftc¢o put into practice. Firstly,

over a long interval, the quantity and price risk @ising derivative contracts can be
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extremely high. In a volatile world, it is difficufor companies to determine the
volume of sales and prices of products over longops. As a result, it is hard to
predict the long term exposures faced by a compBoyecasting errors may lead
corporations to over- or under-hedge against naaxposures. Secondly, long term
hedging instruments can be very expensive as ttresponding market is small and
the required liquid risk premium for the producshigh.

Nevertheless, some companies that know exactly wiegt will receive in the
long term might still favour long term hedging. Oexeample is Rolls Royce plc, the
second-largest aircraft engine maker in the waddtrency forward covers for this
company are long, up to eight years (Paul, 200hg forwards are in the form of
standard foreign exchange contracts in which thikestprice depends on future
interest rate differentials. Among the reasonglits long term hedging policy, one is
that a large proportion (16% in 2001 and 38% in5)Qff signed orders are long term
after-market service agreements, with the firstegeyears’ revenue recorded in the
order book. For Rolls Royce plc, long term hedgtigns the hedging period with the
horizon of exposures. The exposures are fixederctintracts and thus the hedging is
free of quantity risk.

In the current context, the above wavelet decontiposof the New Zealand
dairy farmer terms of trade provide the evidencethe offsetting effects existing
among the New Zealand dollar and international corfity prices over a 7-8 years
cycle. The buffering implies that companies cantahsnatural hedging over long
time periods and the focus of risk management shtuls be on the reduction of
short or intermediate term currency exposure. Hotegting the firm from these
exposures, a smoothing hedging policy, in whichthtbeging ratio gradually increases
as it gets closer and closer to the maturity ofosxpes, is chosen in the current

context.
7.4 Rolling hedge frameworks

Given a specified hedging horizon, academic disonssabout hedging decisions are
commonly confined to a simple forward-spot hedgeng a single forward contract
of pre-set maturity. The whole optimisation problensimplified as a choice between
the spot and the corresponding forward. Howevenynpaiactical hedging rules are of

the rolling hedge type, staggering the cover overiety of forward maturities in
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order to smooth the exposure. To adequately comipadging outcomes or design
optimal hedging rules, some measurement problenss finst be resolved.

To illustrate, suppose that a series of forward caintracts, collectively denoted
F, are to be used to hedge a foreign exchange rqtesere, denoted b§ (The
precise relationship of this to the objective outeoin the utility function will be
discussed later). Consider, for instance, a commating quarterly hedge of the
following form in foreign exchange risk managemené&dge 100% of Q1 exposure,
75% of Q2 exposure, 50% of Q3 exposure and 25%4oéxposure. In other words,
one makes sure that the near quarters are hedgexl completely than the further
out, constantly adjusting the proportions upwarglghee distant quarter approaches.
This type of hedging policy is consistent with tmanagers’ aversion to potential
guantity risk by means of hedging more nearer exygss

Once a steady state has been achieved, the heddf@ipdor the exposure at
one real time period will consist of equal propans of one quarter, two quarter,
three quarter and four quarter forwards, which hlagen respectively bought at one
quarter, two quarters, three quarters and four tqusarago. In this example, the

effective conversion rat@chieved at timéwould be given by:

ECR = 025F,_,, + 025F,_,, + 025F, ,, + 025F _,,, (7.2)

whereF, , = forward price for maturity n, bought at time The effective conversion
rateECR can then be compared directly wifthe spot rate, which provides a way
of evaluating the hedge strategy compared with neimgunhedged.

More generally, one could have arbitrary four-geiarolling hedges of the form

ECR = tht—4,4 +h, Fias h3F1—2,2 + h4Ft—1,1 +@Q-h -h,-h,-h,)S. (7.3)

It is assumed thalyy > anthi < 1 This would amount to leaving a proportion of
i

the exposure unhedged, i.e. exposed to the firdlesgchange rat§. In effect, one is
constructing a portfolio of forward rate contractsmbined with some unprotected
spot exposure.

By using forwards, the corporate can lock the fmalnvariable at a pre-set price
and thus eliminate the conditional volatility. Howee, forwards are not necessary
leading to lower unconditional volatility. As Fro§1993) shows, employing long
term forwards to hedge against overseas investewattually increase the variance

of the total return. In the current context, itfnd that the smoothing hedging
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strategy enables the companies to benefit fromwaerdaunconditional volatility in
addition to a smaller conditional volatility in daflow. To plot the cash flow of the
firm over time, the smoothing hedge results inlatneely smoother time path.

Take the USD/NZD time series as an exampkegure 7.8 depicts the effective
conversion rate for two alternative hedging portie| 3-year fully forward hedging
and a smoothing hedge with equal weights of 1-y2gear and 3-year forwards. The
smoothing strategy leads to a historical time sené conversion rates with the
volatility as 0.048 while single forward hedginguéis in an exchange rate history
with a variance as 0.062. The rolling strategy oeduthe volatility in the historical

cash flows by around 30% relative to the singleviod hedging strategy.
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\—Smoothed hedging coversion rate = 3-Year forward rate ‘

Figure 7.8 Comparison of single forward hedging anégmoothing hedging for
USD/NzZD

7.5 Operational choice of hedging instrument: genat consideration

It can be seen from the figure 7.9a and 7.9b howmsgean be obtained by hedging
with currency forwards and options. The strike @raf a forward and put option is
assumed to be the same as the stress poifttis also assumed that there are no
transaction costs for simplicity. The corporate ager has the same view of the
payoff as the market wheR>P but not whenR<P. The dashed linedB and CD
represent the market view of the payoff on the todvand option respectively. For a

forward contract, the market price is zero, asghms on theAP are offset by the

20 Monthly USD/NZD derives from MSCI and spans froafyJ1990 to Feb 2007.
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opportunity cost$B caused by the hedging. The put option price israssl to bep,
represented by linBE. The solid linesMP in 7.9a andME in 7.9b stand for the cash
flow occurring to the corporation when the finamérestruments eliminate the lower
tail risk. Since the two lines are above the lid® and CE respectively, which
represent the market view of downside risk, thepomtion earns more from using

forwards and options than the market average.

Figure 7.9a Gains from using forward

Figure 7.9b Gains from using options

Corporates will benefit from the use of either emcy forwards or options. The
decision regarding whether to utilise forwards @tians as hedging instruments
could be affected by a variety of considerationsstly, it may depend upon the views
of corporate managers about possible future cuyremavements. Companies may

prefer using options when they predict that theifeitasset price may go against a
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forward position. That explains why exporters wikpect a depreciation of the home
currency are inclined to employ options rather tifi@anvards. On the other hand,
exporters prefer forward hedging when they belidwa the domestic currency is
likely to strengthen. In this circumstance, thenfard seems to be a cheaper tool for
managing currency risk as there are no costs imbin fixing the exchange rate at a
favourable level by forwards. As the RBNZ repor{@&tiggs, 2004), New Zealand
exporters decided to increase the forward hedgatig in 2000 and 2001, when the
New Zealand dollar reached a historically low leaetl was expected to appreciate in
the future.

Decisions regarding whether to use forward or eptiedging may as well be
related to the firm’s risk aversion attitude to thpside gain. When corporate
managers agree with the market's view on the v#aé is higher than the critical
point P, the firm should be indifferent to use forwards aptions as hedging
instruments. The foregone upside profits by emplgya forward contract is of the
same value as the market price of an option, wimglies that the opportunity costs
regarding the two hedging instruments are identi€xh the other hand, when
corporate managers under assess the upside gativedio the market perspective,
forwards tend to be a cheaper hedging tool asuhpstive value of forward hedging
opportunity cost is lower than the market priceopfions. The same conclusion was
drawn by Albuquerque (2003), although it is conittmty to the conventional
statement that options are ideal instruments taqyéetbwnside risk (Stulz, 1996).
Albuquerque found that the higher payoffs from fards for low spot value means
that fewer forward contracts than options are negufor reducing a certain level of
debt default probability.

The use of options can somehow be related to thpesbf the implied volatility
of the market option price. It has been well knothiat the implied volatility, as
backed out from the Black-Scholes option pricingdtion, can deviate from the
historical volatility in the underlying asset pri¢e.g. Derman & Kani, 1994). The
relation between the implied volatility and the reasing strike price displays
differing characteristics in different markets, Buas being downward sloping for
equity options or U-shaped for currency optionso(6d 992; Bates, 1996). The latter
volatility pattern is known as the volatility smilevhich signifies that the implied
volatility of an at-the-money option is lower thanggested by the historical volatility

while the price of a deep in-the-money or out-ad-thoney option entails a relatively
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higher implied volatility. This pattern can be ewygd somehow to guide currency
hedging decisions. When the current asset pricgeit above the distress poif®,
individuals who believe in the historical volaglimay regard the put option, with a
strike price identical td®, as being overvalued. On the other hand, whensgue
exchange rate is close to the stress level, aneatrboney option may appear to be a
cheaper hedging tool.

Furthermore, some company managers, who are adsaga®st the benchmark
of unhedged positions, are unwilling to lose théeptial gain opportunity due to the
use of forwards. In these circumstances, optiomeapto be more attractive as the
opportunity costs regarding the forwards are highan the market value. Corporates
in a competitive environment might also favour thee of options as the hedging
opportunity costs related with forward contractsgimi be exploited and thus
exacerbated by their rivals’ actions, as discuss&thapter 3.

Uncertainty regarding the sale volume and pricproflucts exposes companies
to the risk of over-hedging, where the hedging dsssay not be offset by natural
exposures. In such a situation, options becomeicptatly attractive, as the
opportunity costs of option hedging are constraittethe premium payments. Given
the high volatility in the value of financial vablkes, the losses relating to the forward
position can be very high, especially when the iregldporizon is long. Moreover,
options are better hedging tools than forwards whempanies encounter both
hedgeable exchange rate risks and non-hedgeabke ngks. In such circumstances,
currency exposures are non-linear and options withon-linear payoff are thus
regarded as the appropriate hedging instrument.gN2803), Gay, Nam and Turac
(2003) have also come to this conclusion. They flrat an optimal hedging position
generally is comprised of linear contracts sucfoasards. However, when the levels
of quantity and price risk increase, the use odédincontracts will decline and non-
linear contracts such as options become more eféeclue to the risks and costs
associated with over-hedging.

However, option hedging strategy entails cost @npum paid upfront, while
firms usually are reluctant to pay a large amodmhoney in advance for hedging. In
a small open economy like New Zealand, the curreogion can be extremely
expensive in some periods because of the illiquidihd the high currency risk
premium. To relieve pressure on cash flows, comgsgansually buy as well as sell

options for the purpose of self funding, as happdandhe cases discussed in Chapter
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2. A portfolio of different options enables firms lock the exchange rate within a
band instead of at a particular point, i.e. coflayoff. Option portfolios make firms
better off when asset prices remain inside the phaatithe consequences are similar
to that of forwards when prices move out of thedarhis strategy still suffers from
opportunity costs when the financial market is titdaFurthermore, although options
give firms more flexibility to manage currency riskomplex payoff profiles for
option portfolios can make it more difficult for ers to design effective hedging
policies. As occurred in the Pasminco case, a @iga option hedging portfolio
might expose users to additional financial risk.

Since discussions on corporate’s cash holdingdayend the current context,
the option which requires cash payment in advascexcluded in the following
empirical application. Instead, the forward is dmss the hedging instrument for
describing the hedging algorithms and the consdduetiging outcomes. But it does
not rule out the possibility of using options inng® circumstances, as discussed

above.
7.6 Conclusions

The corporate terms of trade index has been desdlap the current chapter to
account for the most critical exposures faced &dbrporate. Such an index can be
regarded as the ratio of operating revenue to audsin addition has the similarity
with the firm’s net profit margin. A wavelet decoosgtion of New Zealand dairy
farmer terms of trade shows that there are strgnolijcal patterns over a period of 2 to
4 years, although some structural breaks are @etedthe natural buffering effects
exhibiting over a 7-8 year cycle further shows thare might be low long term
currency exposures for the New Zealand dairy fasm8uch wavelet decomposition
outcomes provide the corporate manager at leasheglary guidance for risk
management decision making, for instance the deteodf long term natural
offsetting effects in the farmer terms of trade mmply that long run financial
hedging is not required in the dairy industry.

The current chapter also discussed some operatigpalcts regarding a smooth
hedging rule. The rule suggests that a series ofai@s with various maturities
instead of a single forward can be employed asihgdgstruments. The consequent
hedging policy smoothes the cash flow and so resltive corresponding volatility.

By building up the hedging position along the tinmedging ratios for short term
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exposures are higher than those against longer tiskm As a result, this form of
hedging strategy leads to lower quantity risk, esdly when corporate hedges
against forecasted exposure.

Discussions regarding the hedging instrument erplat using either currency
forwards or options can add value to the firm. Hegrethe values enhanced by them
differ from one situation to another. In some cmaances, such as when the quantity
risk is high or corporate managers are highly a/évshe opportunity cost of forward
hedging, the option is better than forward as tedgmg instrument. On the other
hand, the currency forward hedging performs béktan option hedging when cash is
limited or when the spot rate is expected to move direction favourable to the firm.
Only the forward is employed as the hedging inseninfor the later empirical
discussion as the premium cash payment of optianddcbe related to other
production decision in a firm and such discussianmsbeyond the current context.

The following chapter applies the risk managemearhework developed so far
to practical problems. The chosen application ieoNew Zealand dairy farmers for
reasons discussed earlier. The hedging is aimeahawimise the GVaR criterion
developed in Chapter 3. The hedging outcome isudssd from the perspective of
unconditional hedging and the conditional hedgegpectively, according to whether
corporate managers vary the hedging ratio wheningwmation becomes available.
The hedging performance described in the next enaptplains whether corporate
managers can improve the value of the firm by ipocating their private information

and judgement on the currency movement into thgihgdecision.
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Chapter 8 Optimal Corporate Currency Hedging

From a corporate finance perspective, hedging neagdsigned to increase the upside
gain and decrease the risk of extreme downsidajississed in Chapter 3. The
problem is how to establish hedging decision rulest balance the upside and
downside. This chapter describes the framework mclv a GVvVaR approach as
developed in this thesis can be applied to derhe dptimal corporate currency
hedging policy. It may give the corporate manageme guidance as to how to
incorporate organisational financial risk prefersncinto the wealth objective
function.

Optimal corporate currency hedging algorithms antt@mes are examined in
terms of both unconditional hedging and conditiohatlging. In an unconditional
hedging, the optimal weights for forwards are deiaed on the basis of the historical
data distribution and the hedging ratios do notyvalong the time period. The
application of an unconditional hedging examines e¢ffectiveness of the smoothing
hedging framework developed in the current parfoéus on such a passive hedging
also enables the implementation of the sensitauitglysis, which inspects the impacts
of risk aversion attitudes on the optimal hedgirgision. In a conditional hedging,
the optimal hedging decision needs to be contigualViewed and adjusted as new
information becomes available. The conditional meglgs based upon the currency
movement predictions derived from the exchange datsctional forecasting model
developed in Chapter 6. However, because the feredaoutcome is only the
direction rather than the quantitative level of reacy movements, the general
problem is how to map such directional indicatand arobabilities into actions. The
conditional hedging outcome will also be discusé®an a short term perspective
when the M-GARCH exchange rate forecasting modeiployed.

The structure of this chapter is as follows. Sect#l contains revision and
specification of the hedging welfare function. $&ctt8.2 defines the hedge target and
object. Section 8.3 describes unconditional smdwmtging outcomes of the dairy
farmers’ terms of trade. The optimal hedge outcodsived from maximising the
GVaR objective function, is assessed on the bddieth the “in sample” and “out of
sample” analysis. Section 8.4 discusses the patemdging outcomes in the context
of importers. Section 8.5 investigates conditionatiging outcomes with directional

forecasting of future currency movements. Sectiof 8xamines the hedging
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outcomes with short term M-GARCH exchange rate daséing. Section 8.7

concludes!
8.1 Hedging welfare function

8.1.1 Review of objective function

The corporate hedging in the current applicatiotoisstructed to maximise the GVaR
welfare criterion developed earlier. The consequeanagerial utility function, which
is as though the managers have written put optoonBrm value in favour of third-
party claimants (detailed discussions see Chaptecé& be written in a form of
equation (3.5) as:

U(RP)=R-P+b(R-P)_, (8.1a)
whereR represents the underlying exposures. The desmmipti R will be detailed in
later sections.

For convenience, figure 8.1 again shows the olyedhunction, as shown in
figure 3.1. Above the critical poirR, the utility increases linearly with the return or
value outcome. Around the critical poiRf the slope increases from unity 1eb,

indicating a higher disutility as the return sirdedow the critical point.

U(R) A

Figure 8.1 Objective function

The connection with CVaR can be viewed by takirgekpected utility:

2L Section 8.2 and 8.3 are based on Bowden and Z1066). Section 8.5 is based on Bowden, Zhu and
Cho (2007).
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E[U(RP)] = E[R] - P+bE[(R-P)_]

= E[R] - P +bFr(P)x E[R-P|R< P, (8.1b)

where F,(P) is the distribution function dR evaluated aR = P. If one chooseP to
satisfy a pre-set VaR critical point, then the rEnalty is provided by the GVaR,
including VaR ternfFg(P) and the CVaR ternE[R- P|Rs P]. The parameteb is

set as a penalty to the GVaR component relativéhéo overall or unconditional
expectatiorE[R]; its value will incorporate or otherwise be influed by the desired
VaR critical point (see below). As shown in the apn (3.7), an extension of
equation (8.1a) to deal with long tail risk is:

U(RP)=R-P-b|R-P|' SF(P-R), (8.2)
where the constant>1, SF(x) =1if x >0, = 0 otherwise. Givery >1, the marginal

disutility is increasing with larger losses.

It should be stressed at the outset, however,nibiatall agents will necessarily
have this form of welfare function. For instancem® investors are perhaps more
consistent with a decreasing marginal utility oupper as well as lower ranges. On
the other hand, as discussed in Chapter 3, thertampze of bonus-seeking behaviour
in managerial life on the upside, coupled with firespect of being fired on the
downside, might produce a risk aversion profile enof the type investigated in the

present context.
8.1.2 Risk parameter calibration

Risk aversion depends upon the two paramd®eaadb, so the user has to calibrate
their values at the outset.

(a) The critical poinP could be calibrated by examining the firm’s calshws,
as in cash flow at risk. In terms of the presemdligption on corporate exposure risk
management, a given terms of trade or net profigmamplies a cash flow for the
operation. Danger-points for the latter generateesponding danger-points for the
former. Alternatively, one can plot the natural espre (unhedged terms of trade)
over the past and isolate the lower 5 or 10% clyotants, identifying these as
alternative values oP. This would amount to saying that the past natora
unhedged values constituted a desired range fohduged as well as unhedged
exposures. If that is not true, one could adRisipwards, e.g. identifying the desired
hedged 5% VaR with the natural or unhedged 10% VaR.
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(b) The risk aversion parametercould be calibrated by rearranging equation
(8.1b) as:

E[U(R;P)]=w_ E[R-P|R<P]+w, E[R-P|R>P], (8.3

wherew = @+b)Fg(P) andw, =1-FL(P).

Equation (8.3) splits up the expected utility intbe conditional expectation
contributions less and greater respectively than dfitical pointP (the ‘bad’ and
‘good’ zones). The bad zone expectation (i.e. in& Dn the right hand side) is
effectively the CVaR. The consequent hedging obhjeatnakes a trade off between
the expected payoff in the good zone and the egdedamage in the bad zone.
Simple risk neutrality would correspond o= 0. On the other hand, the manager
might wish to weight the two zone expectations dgusaetting off the expected gain

on the upside against the CVaR. Settimg = w, givesb = (1-2Fr(P))/ Fg(P), so

if P is chosen as the 10% point, tHer 8; or if P is the 5% pointb = 18. Increasing
b beyond these values amounts to overweighting ¥aRCrelative to the expected
gain on the upside, so this is greater risk avarsithe extreme case &s— o is
interpreted to mean that the manager is concerngdnath the GVaR.

Other methods of calibration are available. Fotanse, one could compute a
risk aversion coefficient such as the generalisedbifstein risk premiuné (e.g.
Bowden, 2005a) which says that expected utilityeigainty-equivalent to an outcome

of u, —8. As 8depends on the aversion paramétesne can set the value of beta to

accord with any desired certainty-equivalent outeoAppendix D gives the relevant
formula for the generalised Rubinstein risk premiarthe present context.

Whatever the method used, a reality check is alwag$ul where calibration is
concerned. It is suggested to run the optimisatioth a range ofb values and
computing risk diagnostics for each. For instartbere is an inverse relationship
between beta and the GVaR, so if the latter is asdno high, then the remedy would
be to increase the value of beta. Likewise, it wWoséem a useful precaution to

explore the effects of different powering consta@jsas in equation (8.2).

E[U (R, P)] = E[R] - P+bF,(P) xE[R-P[R< P]

2 —ER- PIR< P]xP[R-P|R< P]+ E[R-P|R>P]xP[R-P|R> P] +bF,(P)xE[R-PR< P]
= E[R-P|R< P]x Fo(P) + E[R-P|R> P] x (1~ F; (P)) +bF,(P) x E[R- P|R< P]
= (L+bF,(P)) x E[R-P|R< P] + (1~ Fo(P)) x E[R- P|R> P]
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8.1.3 Smoothing the objective function

In practice, there are reasons for replacing thek kit R=P in figure 8.1 with a
smoother utility transition while preserving theR/aotivated poinP as a calibration
benchmark: (a) If the payoff function resemblest tbha put option, as indicated
earlier, then one could consider the disutilityirashe nature of a cost related to the
price of the option, which is inherently continuomsnature. (b) It is rationale to
smooth the kink point in practice as the data igallg too noisy to determine
precisely the pointP. (c) Computationally, one often experiences cogerce
difficulties with the optimisation of expected stey segmented (ramp style)
functions, where the sample expectation has tosbheated from a finite number of
observations. In the present context, there wilfdeer observations in the critical
zone R < P), and small changes in the trial solution for greposed hedge ratios
may have no effect, leading to the numerical oganon programme getting stuck.
This problem is well known in switching regressibieory, where there may be very
few observations at or around the chosen switchtpoi

Two alternative ways of smoothing can be deriveakeol on fuzzy logic, or
drawing on the options interpretation, respectivélye former operates by replacing
the implicit step function in (8.1) with a fuzzy méership function (Zadeh, 1965,
1970) similar to a notional probability distributioadjusting the variance parameter
to achieve different degrees of smoothing. Apperitidkescribes this method in more
detail. It is very easy to implement and is collgecentred at the critical poiR, but
has the disadvantage that it can assume a locatineglope for very high values of
the aversion parametbr

The options-based method is more appealing in teoindts underlying
economic interpretation. Given any valRethe implied put optionsb(of them) are
priced by assuming the current physical value ad the strike price B. Thus if the
outcome isR, one can think of the manager as being assignezhalty equal to the
value of a put option at that price, with strikeé aeP. The market price of the option
is treated as the risk aversion penalty. One casdign the volatility parameter as that
of the unhedged position — specifically, expect@dtsexposures in the current
context. In terms of corporate finance theory,dbgctive would be to limit the value
of the options held by third party claimants in theent of bankruptcy. In effect, this

becomes the option VaR criteria.
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Given an assumed volatility numbeythe put option pricing model (Garman &
Kohlhagen, 1983) is inserted into equation (8.Ia)pilace of the ramp function
elementbmin(R-P,0), to give:

U(R;P) =R-P-bxn(R;P),
where: 7 =e"”T x[Px®(-d,) - Rxd(-d,)]

2

In(E) +(r +02><T) (8.4)

d, = s ,dy=d, —ox,[T.

Setting the parameters, r and T depends on how they are interpreted. As
suggested earlier, one could ass@ras the volatility of the unhedgdg® r as the
market rate and as the length of a performance evaluation horizon.

On the other hand, if all that is required is a ething device, then one could
seto as small as is consistent with computational coysece requirements, and
might as well fixr = 0 andT = 1. Figure 8.2 shows what happens, in this casehfor t

subsequent application, choosiog0.025, r =0andT =1.

U(R)
exact
7777777777777777777777777777 -9 A ————————— ===
0.105 0.1075 0.11 0.1125 115 .1175 0.12 0.1225 0.125
sigma=0.025

0.1 -

R

Figure 8.2 Option equivalent approach to the exaattility function *
8.2 Decision problem

The decision problem which follows mainly relates durrency hedging for New
Zealand dairy farmers. To bring the objective fimttand the hedging strategy
together, it is helpful to adapt some terminologyni the optimal control literature, of
which hedging can be regarded as an instandeedje instrumentefers to a market-
based contract that may be bought or sold in tmeusuof risk management. Aedge

% To preserve the positivity needed for the logghmoption price, a constant number has been added
to the natural terms of trade variable, tho&gk still formally located as the zero point
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target refers to a variable that the hedge instrumemiatsirally adapted to. Aedge
objectrefers to a variable that enters the hedging dlbgdunction as the ultimate
object of control and it will typically depend irome way on the hedge target
variable. The hedge object in the current contexhe variablerk that appears in the
objective function of equation (8.1). In tufR,depends wholly or partly on a foreign
exchange rat& The latter is a suitable hedge target becauseeoavailability of a
set of foreign exchange forward contracts adapiat The FX forwards are thus the
hedge instruments.

In the application that follows, the decision ishtedge the company’s net profit
margin as represented by the log terms of trade.oljectR, as described in detail in
the previous chapter, can be written as the damyér terms of trade:

dairy product price indexx effectiveexchangeateUSD/ NZD
NZ farmerexpensepriceindex

R=log[ 1. (8.5)

By replacing the spot exchange rate as it appeattsei industrial terms of trade with
the effective conversion rate, the distributiortred object variabl® comes to depend
upon the set of hedge ratibs The objective is then to choose the optimal hedge
ratiosh; in order to maximise the expected value of thedctbye function.

A major source of uncertainty for the New Zealamairy industry is the
exchange rate. The bulk of NZ dairy products ist@mted in terms of US dollars,
and the USD/NZD exchange rate is consequently thmsingle foreign exchange
exposure. It has been highly volatile trading abver last ten years in a range of about
1.35 to 2.55 USD/NZD. Dairy commodity prices arsaal significant source of
variation, as discussed in Chapter 7. In addititarmers are exposed to cost
variations via the local economy and once agaimutin the exchange rate for
equipment, fertiliser, chemicals etc. The currgmplizgation will be concentrated on
the management of exchange rate risks, given thsorns discussed earlier. Dairy
companies have been highly active in the FX hedgmagket in coping with the
volatility exhibited in the dairy industry, althokighot always with good results, as
discussed in Chapter 2. The design of effectivegimedrules is therefore an important

task for the industry.
8.2.1 Unhedged behaviour

Figure 8.3a shows the history of the dairy farnwgy terms of trade over the entire

sample period. The variability is self-evident, aso illustrated in Chapter 7. Two

- 142 -



Part /V Empirical Hedging Algorithms for Corporates
Chapter 8 Optimal Corporate Currency Hedging

possible discomfort points are marked, correspando the 5% and 10% lower
quantiles Ps andP1g). These points are also marked in figure 8.3acaztntal lines
atPs = -1.8804andP,o = -1.8578 Figure 8.3b depicts the same data in the fora of
formal histogram (this should not be taken toordily as the data are not serially
independent and do not need to be in what followkgre are appreciable tails both
to the left and the right but the two tails are msyetric. It would make simple
variance reduction an economically sub-optimal Iveglgecision criterion.

Early 1997 was the decision point for the NZ Dddgard’s ill-fated hedging
decision (see Chapter 2), in the course of whidghydarmer bankruptcies were cited
by the Board as a possible outcome if the NZD emgharate strengthened any
further. This suggests that the discomfort or ggmt for the farmer terms of trade
would have been about the 10% poiRiy(= -1.88 in the above diagrams). This will
be the maintained assumption, though the 5% powldcalso be used to illustrate the

effect of relaxation, and the 20% point for a tegtnhg.

-1.2

-1.3
-1.4 A

-1.5 A

- o] |
W VAL

1.9 4%

-2 T T T T T T T T
Aug-89  Aug-91  Aug-93  Aug-95  Aug-97  Aug-99  Aug-0l  Aug-03  Aug-05

‘—unhedged In(FTT) VaR(5%) =VaR(10%) mean ‘

Figure 8.3a Unhedged farmer log terms of trade, tim series
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Figure 8.3b Frequency histogram, natural exposures

8.2.2 Nature of the hedge

Direct hedges of dairy commodity prices to the NHlustry are not available.
Discussions in Chapter 7 show that the two majorees of variability in the farmer
terms of trade are the exchange rate and dairy amhtynprices, with the input prices
more stable, at least in recent years. Areas ofomdiscomfort are where low
commodity prices coincide with a strong NZD/USD lexge rate. The effective
hedge instrument for the farmer terms of tradeaseld on the forward exchange rate,
which has both a direct relationship with the exgea rate and an indirect
relationship with commodity and input prices, giveat the NZD is widely regarded
as a commodity currency. However, one should baeattat the correlation between
the exchange rate and commodity price or inputepricrelatively weaker over a
shorter interval (see Chapter 7).

In a capital importing country like NZ, interestea can be chronically high in
comparison to other OECD countries. This impliest tdZD generally has a forward
discount and thus New Zealand exporters have aralalias to use the forward
exchange rate, as reflected in the one year foridZ® discount plotted as the

forward premium on the USD/NZD in figure 8.4.
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Figure 8.4 Forward premium on the USD/NZD

On the other hand, a forward discount on the homegency does not
necessarily mean a forward profit, in terms of élsual conversion rate on maturity.
Figure 8.5 graphs the difference between the fatwate at maturity and the spot rate
as of the same day, presented in the form of atgmthe forward user. Use of the
forward would have resulted in a loss at timeghasDairy Board discovered in their
1997 hedging programme. Moreover, use of longan teErward (not depicted) is
even riskier; consistent losses would have residetdieen June 1998 and June 2002.
Conversely, significant gains would be made whefallan the USD reinforced the

forward rate discount, as happened in the latdrqgidhe sample period.
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Figure 8.5 Historical forward profits relative to unhedged position
8.3 Unconditional smoothing hedge of dairy farmerdgrms of trade

The first hedging application is to an unconditiohedge of dairy farmer terms of
trade. The optimal hedging ratio is derived frone thistorical information and
assumed to remain constant over time. The disaussio unconditional hedge

illustrates the effectiveness of the structuraldied framework in practice.

8.3.1 Smoothing hedging

The smoothing hedging that was discussed in tHeeeahapter will be employed as
the hedging strategy in this section. The hedgewesion rate at timecan thus be
written as:
ECR =hF_,, +h,F_,;+hF_,, +h,F_,, +@-h -h,-h,-h,)S. (8.6)
The decision regarding the weights for a serielofards with maturity as one year,
9-month, 6-month, and 3-month, and natural unheggsdion, needs to be derived.
The dfective exchange ratwill mean either the actual exchange rate or the

effective conversion rate ECR, depending on thaecdnlf the actual exchange rate
is usedR will be referred to as the natural or unhedgenhseof trade exposure. If the
ECR is used, the result will be the hedged objectiariable. In the latter case it will
be convenient to use log forward rates to accorth whe desired hedge object.

Equation (8.6) can be modified as:
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logECR = ihi logF; + 1-h,—h,-h,—h,)logS. (8.7)
i=1

The hedges considered currently are of the smogptbimpassive type. The
objective is to assist farmer production planning ¢gmoothing out bumps, with
special reference to those at the lower end. It mat be considered, in the present
section, the issue of active or tactical hedgingrmem the hedge ratio might depend
upon the current state of exchange rates or comntgngtices, with an implicit
forecasting agenda. The conditional hedging on libeis of forecasting will be

discussed in the subsequent application.
8.3.2 The hedging decision specification

The complete optimisation model may be summarisdoliows.

Notation:

S= spot exchange rate USD/NZD.

F = forward rates: for brevitffs = 3-month forward executed 3 months prior to
spot datefFs = the 6-month forward executed 6 months priorgot date,
similarly Fg andF;, .

P4 = price index of product.

Ps = expense price index.

R = objective variable.

The decision problem:

maXy h, h,h, EIU(R)] = E[R-P]+bE(R-P)x Sk (P - R)], (8.8a)
where
R=l0gRy + ({1~ ~hp —hg —hy)logS+hy logFz +hy logFg +hz logRg +hy logF; o —-logR;,

(8.8b)
P =VaR,({log P, +logS—-logP}; (8.8¢)
Andeither:

The options equivalent model (as in equation (§.8d)
(R=P)xSF,(P-R) =[Rx®(-d,) -Px®(-d,)]

2

ny+ 7 @)8

with d,=—P—2 d,=d,-0;
g

or: the logistic fuzzy model (as in appendix E)

SE (x) =1/Q1+e™*) .
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All subject toh; > 0, h,> 0, h3> 0, hy> 0 andh;+hy+hg+h, < 1.

Comments

(8.8a): For the objective functiob,is initially set as8, for reasons explained in the
calibration subsection. However, this parametailse varied to examine responses to
differing degrees of risk aversion including di#eat settings oP (see below).

(8.8b): Derived from equations (8.5) and (8.7). reblem is to find the optimal
forward rate weights; .

(8.8c): The critical parameté&is based on the historical lower 10% VaR pointtha
natural exposure, i.e. the historical exchange &i® used in place of any hedged
exchange rate. In effed®, is located historically at the most uncomfortabéame for
the dairy farmer andP, is for the historical VaR point at% level. ThusPio = -
1.8578 with an alternative a@s = -1.8804as a slightly more relaxed stan€gj = -
1.8142is also employed.

(8.8d): The results reported below are based orptheption equivalent version of
the fuzzy utility function. This assists with theonwvergence of the numerical
algorithm, as previously noted. The option pricmgdel is primarily employed for
smoothing the segmented welfare function. Thushé&above option pricing model,
interest rate is assumed to be zero while the matuifitis assumed to be one. The
volatility can be set as a small numbser 0.025 The logistic fuzzy minimum with
=0.01 was also utilised as a check, with broadtyilar results.

The expected values appearing in the above maxiarsaroblem (equation
8.8a) were estimated as sample averages of thespamding magnitudes. It is not
necessary for the observationsRmo bei.i.d. over time. It does not require that log
exchange rates or commodity prices are necessaaiipnary. The only assumption is
the law of large number. It implies that the samydéies for the objective function
converge, as the sample size becomes large, umfosith probability one in the
hedge parameteflsin a neighbourhood of the true optimum. Inspectaggests that
this is true in the present context.

The above formulation assumes a rolling hedge spgrayear ahead. A longer
term hedge horizon out to 3 years ahead — in @sg the forwardb are for 1, 2 and
3 years, will also be investigated. Longer horizemot considered in the current
context as the wavelet decomposition of corporafmsures show buffering effects

dominate the time series over an extensive pesed Chapter 7).
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8.3.3 Data and computation

Data is monthly, reflecting the availability of tecemmodity prices series. It spans the
period Aug 89 to Feb 07, giving 211 monthly obsé&ores. Spot and forward
exchange rates are obtained from Thomson Finaba#tdstream as the mid rate in
each case. However 1, 2 and 3 year forwards wenmstrewted synthetically from
covered interest parity, rather than being direatket data. For this purpose, interest
rate swap rates were used after 1999 when theyreeeaailable, while before this
date swap rates were estimated by adding a crpkad to the government bond
rates. The credit spread is derived from the avedifference between swap rates and
government bond rates from 1999 to 2007. The cocistd swap rate was validated
by comparing with the post 1999 period. Zero cougigs bootstrapped up from the
swap rates were then used to compute the longed dateign exchange forwards.
Data for long term hedging was slightly restrictedspan July 90 to Feb 07. Dairy
price data is derived from ANZ Bank data seriesdugeconstruct their commodity
price indices. The monthly farmer expense pricexnis interpolated using quarterly
data from Statistics NZ, the official statisticglescy.
The computational method used to solve the decigioblem (8.8) imincon

from Matlab. It was necessary to smooth the objectiunction as earlier described,

and once this is done, the routine converges quickl
8.3.4 Hedging results

One-year horizon

Table 8.1 shows how the optimal weights vary witlreging the® andb parameters
to indicate different degrees of lower tail riskeasion. Pointds = -1.8804 Py =
1.8578 andP,y = -1.8142refer to VaR points of the unhedged distributioraasay
of locating discomfort points. Note that these widt necessarily be VaR points of
the hedged distributions, and the latter will beegi as output diagnostics. The
weightsh; are formally expressed as percentages.

As anticipated, low values of the penalty parambtamount to an absence of
effective risk aversion and the result is to usty dhe one-year forward rate. As
rises, the weight given to the one-year forwardidisimes, though it always remains
appreciable, and a more diversified portfolio oareg months appears. A small spot
exposure is called for where risk aversion is sufisl, while near months are also

weighted in the case &f = P;o which is treated as the default case in the fahgw
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Table 8.1 Variation of optimal weights with tail risk aversion

1P-§804 Optimal Spot 3-MF| 6-MF | 9-MF | 12-MF
b1 weightsh —
0 0.00% 0.00%| 0.00% 0.00% 100.00%
-17.25% | 20.12% 0.00% | 0.00%| 97.13%
18 0.92% | 11.05% 2.84% | 1.26%| 83.92%
50 5.68% 9.82%| 0.00% 5.27% 79.23%
100 8.46% 9.92%| 0.00% 0.00% 81.62%
200 7.33% | 12.85% 0.00% | 0.00%| 79.82%
b Optimal
-1.8578 | ~ Spot 3-MF | 6-MF | 9-MF | 12-MF
b weighth —
0 0.00% 0.00%| 0.00% 0.00% 100.00%
9.84% | 10.42% 0.00% | 0.00%| 79.74%
18 17.74% | 8.14%| 0.00% 0.00% 74.13%
50 23.26% | 8.11%| 0.00% 0.00% 68.63%
100 25.43% | 9.20%)| 0.00% o.oo% 65.37%
200 26.05% | 10.46% 0.00% | 0.00%| 63.49%
P20 = Optimal
-1.8142 . Spot 3-MF | 6-MF | 9-MF | 12-MF
b1 weightsh -
0 0.00% 0.00%| 0.00% 0.00% 100.00%
8 12.34% | 17.58% 10.77%| 4.19% | 55.12%
18 19.57% | 14.55% 9.10% | 5.06%| 51.72%
50 24.30% | 11.29% 10.27%| 2.18% | 51.96%
100 25.48% | 10.64% 10.91%| 1.07% | 51.90%
200 26.27% | 10.14% 11.12%| 0.56% | 51.92%

Hedge performance can be depicted in several wagble 8.2 compares the
optimised portfolio forb=18 and P,p against simple hedges involving just one
forward, the unhedged outcome and spot exposuregnple one-year forward has a
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higher mean, as expected, but is more adverse resghect to the VaR, CvVaR and
expected utility of the hedged distributions.
Table 8.2 Outcomes for log terms of trade

1-Y

S ety
hedged

Mean -1.6959 -1.6649 | -1.6735

Variance 0.0222 0.0165 0.0152

10% VaR -1.8578 -1.8348 | -1.8241

10% CVaR -1.8879 -1.8697 | -1.8481

E[V] 0.1079 0.1634 0.1796

Alternatively, one can compare the optimally hedgexdtfolio with the unhedged,

natural outcome, taking the latter as benchmargurei 8.6 is an ordered mean
difference (OMD) plot (Bowden, 2000, 2005a) chogsthe optimum portfolio for

b=18 andP10. The height at each value of the benchmark repteshe investor or

managerial surplus that results relative to theedgled position. Lower values on the
horizontal axis represent a more risk averse imve3the OMD plot is presented with
95% confidence bands by adjusting the value wifl6 &. on each side. The uniform
positivity of the OMD schedule shows that when takerer the entire period, the
optimised portfolio would be better to remain uniped, by any risk averse investor.
On the other hand, the optimised technique doesgaaso far as to stochastically

dominate the unhedged position.

0O-1
=U. L

Benchmark - unhedged In(FTT)
|— OMD — OMD plus 1.96 std. dev. = OMD minus 1.96 std. dev. |

Figure 8.6 OMD plot for optimised portfolio againstunhedged as benchmark
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Superior performance over the entire period doégynarantee superiority over
sub-intervals and this issue may be of importaridarees. Figure 8.7 is a historical
comparison of the optimised farmer terms of tr&i¢with P;o and b=18) as the
lighter line, and the natural or unhedged outcorseth®e darker. The optimised
portfolio is generally better on both the downsatel the upside. However, it would
not have recovered as quickly after 1997-1998 dslhte natural unhedged position,
though the recovery in the latter was short-lived.

-1.25

-1.4 1

-1.55

In(FTT)

-1.7 1

-1.85

'2 T T T T T T T T
Aug-89 Aug-91 Aug-93 Aug-95 Aug-97 Aug-99 Aug-01 Aug-03 Aug-05 time

\—unhedged —hedged\
Figure 8.7 Historical time paths, hedged v unhedged

Three year horizon

Table 8.3 gives the optimal weights in the threarydedging context. The
predominant influences come from the one-year faiywaith a negligible gain from
hedging with three-year forward. The reason lietha correlation between the three
components of the term of trade index. Table 8wveatks that, though the historical
average of three-year forward rate is higher tham a@ne-year forward rate, the
regression coefficient for the former against tbenimodity price/expense price] is
positive while that for the latter is negative. Uslethe three-year forward hedged
portfolio will therefore weaken the natural hedgiegsting among the spot rate or
short term forward rate and commodity price. Byairg the natural buffering
effect, long term forward hedging will expose tharporate to more volatile cash
flows as well as higher downside risk. A risk naugxporter might still prefer three-
year forwards to hedge the currency exposure, isltaverters will tend to weight

more heavily the one-year forward.
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Table 8.3 Variation of optimal weights with tail risk aversion

Ps=-1.8824 Optimal Spot 1 ) 3
bl weights h - P y y y
0 0.00% 0.00%| 0.00% 100.00Q
5 0.00% 51.62% 0.00% | 48.38%
8 0.00% 58.03% 0.00% | 41.97%
18 0.00% | 64.37% 5.73% | 29.90%
50 0.00% 66.40% 7.90% | 25.70%
100 2.12% 65.83% 9.42% | 22.63%
P10=-1.8590 Optimal
. t 1- 2- -
bl weights h - Spo y y 3y
0.00% 0.00%| 0.00% 100.00Q
0.00% 61.91% 0.00% | 38.09%
0.00% 67.38% 0.00% | 32.62%
18 A73% | 71.79% 2.40% | 21.08%
50 14.52% | 67.81% 8.48% | 9.19%
100 17.00% 67.24% 8.81% | 6.95%
Table 8.4 Comparisons among forward rates and spoate
spot rate ly f;)ar;/(\a/ard 2y f:)arz/(\a/ard 3y f;)ar;/(\a/ard
Historical mean 1.7195 | 1.7793 1.8423 1.8986
Regression coeff. on
commodity price/expense| -9.0272 | -10.9537 | -3.4008 4.7757
price (-7.5858)| (-10.2858)| (-2.7409) | (4.0002)
(brackets aré values)

%

%
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Table 8.5 Outcomes for log terms of trade

1-Y 2-Y 3-Y
Unhedged| Forward |Forward | Forward |Optimised
P :P]_o s b =18 .
LOG FTT | Fully Fully Fully | portfolio
hedged hedged | hedged
Mean -1.7027 -1.6695| -1.6362 -1.6067 -1.6608
Variance 0.0222 0.0168 0.0322 0.0480  0.0170
10% VaR -1.8590 -1.8381| -1.8697 -1.9185 -1.8268
10% CVaR -1.8894 -1.8713| -1.9558 -1.9979 -1.8544
E[U] 0.1016 0.1598 0.0468 -0.0121 0.1906

The result that hedging with three year forwardrease rather than decrease the
firm’s risk exposure is consistent with the conaasdrawn by Froot (1993). Froot
tests the sample set of US financial returns frdme perspective of British
international investors and finds that long termrency hedging tends to increase the
variance of total return. Similar phenomenon carobserved from table 8.5 that 3-
year forward hedged NZ farmer terms of trade hasieh higher variance and GVaR
indicator than the unhedged exposures. The exptemptovided by Froot (1993) for
the poor performance of long term hedging also ireshe natural hedging effect
which arises from the correlations among return monents and prevailing over a

long period.
8.3.5 Out of sample performance

Tests of potential robustness separate the estimpériod from the evaluation period

and can have different forms.

Parameter stability and its effects

Separation of the estimation period from the subeet evaluation period does in

general result in different hedge ratios, dependinghe incidence of tail events in

the chosen sample period. Thus if the sample peasiatbnstrained to end in May

1998, one finds that optimal hedge ratio is bias®dards 100% one year forward,

instead of the more distributed pattern noted ibld@&.1. The reason is that a major
event has been excluded, namely the fallout froenAkian Crisis, which saw the NZ

dollar plunge over the next two years. Relying agnlely on forward sales of the US
dollar would have been unwise. By the same tokere should include events

spanning any critical or ‘pain’ point that mightetwise result from the excusive use
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of spot. Thus it is important for the estimatiorapé data to span both tails of the
distributions for spot and forward rates.
Sequential or embedded time hedges
A second testing procedure for robustness correlspom that employed by Chan,
Gan and McGraw (2003) to examine empirical hedgiffgctiveness. The out of
sample analysis for short term hedging begins wvaitlsample estimation period
spanning Aug 1989 to Jan 1999, at which a sufftarermber of points below the pain
point was included. The estimated optimal weightsnf the initial sample were used
for hedging against the spot exposure at Jan 2000ne-year hedging). This was
then rolled forward one month at a time. Thus thgtrestimation was based on the
period from Aug 1989 to Feb 1999 and the hedgedsxe at Feb 2000. At each
step, a longer sample period was used for the wseigstimation, the idea being to
imitate the way that things might be done in piaeti

Table 8.6 shows the diagnostics for the shorten teedging. The optimised
technique is marginally inferior on VaR to one y&award hedging, though it has a
better CVaR. Both are markedly superior to the dglee position.

Table 8.6 Sequential hedging performance comparison

Out-of-sample for 1-yearln FTT hedging (01/2000-02/2007)
Unhedged 1-YE:;;?;\évard Optimised hedging (8 =-1.86, b =18)
Mean -1.6969 -1.6450 -1.6685
Variance | 0.0344 0.0152 0.0173
10% VaR | -1.8730 -1.8168 -1.8230
10% CVaR| .1.9103 -1.8624 -1.8523

Things change with the longer 3-year horizon. Tipgineised and unhedged
positions are now both superior to the straighe8ryforward. The optimised strategy
has the smallest VaR and CVaR and is superior ennmtean as well. Table 8.7

illustrates.
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Table 8.7 Sequential hedging performance comparison

Out-of-sample for 3-yearln FTThedging (12/2001-11/2004)
Unhedged 3-YE:;;?;\évard Optimised hedging (i =-1.85, b =18)
Mean -1.7227 -1.5375 -1.6361
Variance | 0.0307 0.0559 0.0136
10%VaR | -1.8799 -1.8673 -1.8059
10% CVaR| .1 9146 -1.9906 -1.8496

Finally, the bad zone is powered up as in equga2) using the fuzzy logistic
smoothing as in Appendix E. As expected, a value=i.5 or 2 resulted in a stronger
tendency to hold to straight one-year forward$atexpense of any spot exposure.

8.4 Unconditional hedging for importers

All the above discussions were explored from theoeters’ perspective. The
following discussion will apply the unconditionakdiging framework as above to
importers. The purpose of this application is tarame whether importers can derive
similar hedging decisions as those obtained by e&m®) given the fact that they have
opposite preference as to the direction of curremegvement. The selected
application is to New Zealand importers.

Owing to the difficulty of acquiring data regarditige sale price and importing
product price for a specific importer, the exposune the current discussion are
constrained to one variable, namely exchange Haeever, it should be noted that
the composed indicator, namely corporate termsadliet, as illustrated in Chapter 6, is
also applicable to importers. The correlation betwéhe price of imported products
and exchange rate changes may play an importamirraletermining a firm’s whole
risk profile. One example is Air New Zealand’s egpee to the risk in oil prices and
exchange rates (Air New Zealand Annual Report, 2006 a competitive
environment, Air NZ can not pass the risk to custsn A high oil price to be
accompanied with a strong NZ dollar, as happene2Di¥-2005, may not affect the
company greatly. But the worst thing occurs whesoaring oil price is accompanied
with a weak NZ dollar. The hedging against curremmvements becomes extremely

important in such a case.
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8.4.1 Expected managerial utility function

For importers exposed to the currency risk, theadibje function can be written in a
similar way as that in equation (8.1). The differeries in the fact that the currency
exposure in the current context does not come feranue but from costs. Corporate
managers will prefer lower expected costs and threesponding adversity option
turns to be a call option with the payoff positivebrrelated with the cost. In order to
make the hedging framework derived in the previdissussions also applicable for
importers, one solution is to replace the varidbiegith the negative exchange ratg —
where 1USDSNZD, which is consistent with other applicationsiodher method is
to use the inverse exchange rate with the NZ daléathe commodity currency, e.g
INZD=EUSD. Importers favour a highdf as a strong NZ dollar makes foreign
goods cheaper. The following application is basedh® second method, in which
exchange rate is represented wihas it is convenient when there is a need to take

the log of the variablel¢gS = —-log E). Simultaneously, the forward rate should be

expressed in the same way as the spot rate, wéthN#h dollar as the commodity
currency. The optimal hedging decision for impaten the basis of first method
should be similar with that obtained by this method

The critical pointP can be derived from the history of NZD/USD, el 6%
VaR point. Considering the difference between hystand future, a 10% lowest
historical value can be regarded as the 5% lowese pf future variable. The
specification of another risk parameteris same as the discussion for exporters’
unconditional hedging. A 5% VaR critical point islated tob =18, while a 10%

VaR reference level is combined withF 8.
8.4.2 Hedging decision

The hedging process still follows a roll-over hedpistrategy by spreading the
forward maturity from three months to one year. &lyzing the relation between
spot and forward rate of NZD/USD, it is expectedtttine historical average hedging
ratio for NZ importers should be smaller than tfuatexporters. As discussed earlier,
there is usually a forward discount on the NZ dolldhus, the current spot rate tends
to be more favourable than the forward rate for angrs. Only when the local

currency is likely to substantially decrease inueatan, the importers benefit from

using forwards. On the other hand, importers avéssthe downside risk are still
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likely to benefit from the usage of forwards to extent because forwards protect
hedgers from the risk of bankruptcy.
Decision problem
The decision for importers can be derived in theesavay as exporters except the
expression foriR. Since the term of trade is not applicable in tuerent context,
equation (8.8c) can be modified as:

R=(@-h, —h,-h,—h,)logE+h logF,; +h, logF, +h, logF, +h, logF,, .
The critical point can be set as historical low8#4lor 5% VaR point of the natural
exchange rateg§, with Ps=VaRsy= -0.8641 andPip=VaRioy= -0.7788. The risk
aversion parametdralso variesrom 0 to 200 for each choice Bf The problem is to
find the optimal forward rate weightg The put option pricing formula will still be
employed to smooth the hedging objective functieith the volatility indicatoro =
0.025
Hedging outcome
The optimal weights shown in table 8.8 have a diffé¢ pattern from that for
exporters. For a zero beta, the hedgers are asstontelrisk neutral and remaining
unhedged turns to be the optimal decision as thiical average spot rate is higher
than the forward rate. For importers, the weightemy to longer duration forwards
increase and the proportions of unhedged positiminégsh when the risk parameter
increases. On the other hand exporters will teriddease the unhedged weightdas
increases. However, there are also some similariietween importer and exporter
hedging outcomes. For both of them, the hedgedgbortends to be more diversified
when the company becomes highly risk averse. Eveugh there is a chronic
forward discount, forwards still play an importardgle in importers’ optimised
portfolio. The hedge ratio is almost 50% when th@metoncern of the corporate is to
avoid the distress risk.
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Table 8.8: Variation of optimal weights with tail risk aversion

Optimal
Ps= -0.8641 _
weights h Spot 3MF | 6MF | 9MF | 12MF
bl
N
0
100.00% 0 0 0 0
8 70.72% | 21.28% 0 0 8.00%
18 70.83% | 14.71% | 1.06% 0 13.41%
50 75.19% 0 4.07% | 2.58% | 18.16%
100 74.29% 0 4.06% | 2.54% | 19.11%
200 73.09% 0 451% | 2.65% | 19.74%
P15=-0.7788 Optimal
| Spot 3MF | 6MF | OMF | 12MF
bl weight h —
0
100.00% 0 0 0 0

8 67.39% 0 0 0 32.61%
18 56.29% 0 0 0 43.71%
50 50.87% 0 0 0 49.13%
100 49.96% 0 0 0 50.04%
200 49.56% 0 0 0 50.44%

Table 8.9: Outcomes for log exchange rate

1-Y Forward | Optimised
P =P, =18| Unhedged ,
Fully hedged | portfolio
Mean -0.5526 -0.5836 -0.5662
Variance 0.0230 0.0211 0.0185
10% VaR -0.7788 -0.8029 -0.7998
10% CVaR -0.8607 -0.8782 -0.8350
E[U] 0.0725 0.0059 0.1072

Table 8.9 compares the hedging outcomes of thengged portfolio with those of
benchmarks, including unhedged, forward fully hetigertfolio. It can be seen that
the spot rate has a higher mean and lower downmskKeelative to the forward rate
while the 1-year forward rate is related with tlogvést mean and highest extreme
value. That is why the unhedged spot position agtsotor a large proportion of an
importer’s optimised portfolio when the main purpas to increase the expected

return. However, managers’ averse attitudes taltvenside risk imply that importers
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will still retain some spot exposure. The optimadging provides the smallest CVaR

while the mean is still relatively attractive.
8.5 Conditional hedging upon the currency directioal forecasting

Corporate managers who have superior informatigpemise, or consultants for the
financial market movement may seek to improve thelgmg outcomes by
continuously integrating the new information inte trisk management decision and
adjusting the hedging strategy over time. This fairhedging, namely conditional
hedging, largely depends upon the corporate’s ptiedi of future financial price or
rate changes. Since the exchange rate forecadtiogtam differs according to the
forecasting horizon, discussions around conditidmadiging outcomes are divided
into two sections. The current one considers tlugimg upon the currency directional
forecasting in a relatively longer term context \@hthe subsequent section describes
the hedging outcome on the basis of the exchargefaeecasting in a much shorter
term context.

As discussed in Chapter 6, directional calls ateromore successful when the
time horizon of forecasting and conditional hedgiage extended to encompass
macroeconomic fundamentals. Therefore, the hedgitig over a longer time period
can be based on the forecasting for the directiocuaency fluctuation rather than
attempting to predict its precise value. In thisegamanagers might feel that if a
directional probability is high, the value of theowement itself is likely to be
appreciable and should be acted upon. Howeveray loe not true as the probability
could be higher simply because the variance is ipweghout materially affecting the
expected size of the movement. Nonetheless, ipthbability of a rise in the home
exchange rate is assessed as, for example, OBexipert managers would load up on
foreign exchange forwards to protect their foreagmrency receipts, on the grounds
that the size of the movement is also likely teslgmificant.

The general problem then is how to map directi@adls and probabilities into
actions. A first step is to establish a suitabléfave or loss function associated with
possible outcomes. Loadings can then be devisetl weaght the directional
probabilities according to the welfare consequerafestate transitions, so that the
resulting hedge ratios reflect not only directiomabbabilities, but also welfare
outcomes. As discussed earlier, the welfare funasochosen as the GVaR criterion

that is described in equation (8.1). The welfamcfion employed is the default case,
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with b=18 and P=-1.8578, since the current appbtoat proposed mainly to examine
the value enhanced by actively using informatiohedging.

The resulting decision problem can also be usednform the statistical
inference associated with variable selection indgs@mation phase. The link between
forecast and action has also been addressed lhlamtd Tanner (1991), Diebold and
Mariano (1995), and Leurgg al (2000).

8.5.1 Hedging framework

With directional forecasting, estimation of outcop®@babilities is to be used as an
input into the hedge ratios that will protect thenf against an adverse outcome, in
this case of the exchange rate, over the comingdmrHedging is to be done by
buying or selling the foreign currency forward. lbebe the hedge ratio as a decision
variable, meaning the proportion of the spot expodhat is to be protected. It is

assumed that treasury policy requi@s h, < . The caséx = 1 would correspond to

complete forward cover. As mentioned earlier, thisd of hedging policy takes
advantage of the usual forward discount on the NatDthe generally resulting
premium on the USD. However, on occasions it wddde been inappropriate, with
unprotected spot as much the better choice (seeeabwonditional hedging outcome
and following conditional hedging results). Theussis whether a better hedge
strategy could be designed by allowimgo be variable, constituting an active rather
than passive hedge rule.

At the current timet suppose that the estimated regime probabilitiesttie
coming forecast period (e.g+ 1 ort + 4) are

Pra=P(R1Z.8),(=1,23). (8.9)
Similarly with t + 4 for forecasting one year ahead, there are aeurof ways of
mapping these forecast regime probabilities ineodesired hedge ratig.

One method is to fix as parameteygs,andqqy, based on the size of the up and
down movements. These can be used together witregme probabilities to mimic
a trinomial process, setting the movement for thégimeR; as zero. The values qf
, Jg can be estimated by a historical least squared fihe generated series with the
actual. Using the tick values and the estimatechigh down probabilities, one can
then estimate the expected value of the coming sgietand adjust the hedge ratio
according to the difference between the expectéarduspot rate and the currently

guoted forward rate. One would expect this sortechnique to work better for very
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short horizon hedging, where the trinomial tick q@es provides a better
approximation.

Better optimisation results, however, can be oleighipy making more use of the
three possible outcome regimes, in conjunction wather information such as
whether the exchange rate is currently high or leative to history. The latter
specification implicitly employs the rule of hedgiwith disequilibrium. Under such a
rule, it is assumed that the asset prices shouldcdmgsistent with economic
fundamentals and any deviation from the fundamertauld be corrected in the near
futures. Thus a more effective rule, in this paiac context, is based on the
observation that historical values of the NZD/USkrlenge rate have fluctuated
within a broad band, but one without any noticeabdnd. Suppose the historical
series can be divided into three zones: high, reiddid low. The consequences for
NZ exporters of the NZD/USD exchange rate movingaup worse if the exchange
rate itself is already high. On the other handhd NZD/USD is at a historical low,
exporters would be less troubled by the prospeet foither up movement, or even if
the rate stayed the same. This generalisation nieelde considered along with the
chronic forward rate discount of the NZD which wabuéad to a bias in favour of
using the forward rate. One could imagine a 3 x &trim of loading weights

A ={(4jj )} proportional to the marginal utilities of movemeuqt, down or stable,

given that the current NZD/USD rate is at a hist@rihigh, medium or low level)(

For instance,A; would be the loading if the current state washie high historical

zone and the movement was stable.

The hedge rule would then be of the form
3
h =hg = z/]ij oy (8.10)
j=1

If at timet one observes that the current exchange ratehistorical zone, then one
weights the estimated direction probabilities vitie loadings appropriate for zone
The hedge ratio is the expected value of the IgmdinThe loading weights,
collectively A, can be determined by maximising the chosen welfanction,
assuming that rules reflected in (8.10) had be@hexphistorically.

In order to economise slightly on the number ofdiog parameters to be
estimated, it is assumed that the elements ofa$terow of A are all equal. The last

row refers to the good state for NZ exporters (MED), SO one can assume a natural
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tendency to simply use the forward rate no mattestwhe outcome is. The loadings

to be estimated are constrained to the rabigel; <1, which will similarly constrain
the hedge ratio.
8.5.2 Hedging outcome

Table 8.10 shows that the optimised loadings ateeunity or zero, except the one
regarding the down movement for a middle band satet The differences are most
marked in the high zone, where the unhedged expersuffering from the high NZ
dollar. If the direction call is up, then the extgorwould definitely want complete
protection but if down, then the exporter would want to biyfexposed to the spot
rate and forego the relatively high forward altdgpet

Table 8.10 Optimised Hedge Loadings Elements

Current state\Movement Up Down  Stable
High band spot rate 100% 4.16%  51.849
Middle band spot rate 100% 100% 100%
Lower band spot rate 100% 100% 100%

Once the hedge ratios are ascertained, the effectimversion exchange rate can be
computed for the exports, made up of the spotaatethe forward rate in proportions
indicated by the hedge ratio for each time perindurn, this can be used to calculate
the dairy farmer’s hedged terms of trade, on aohicsl basis. This can be compared
with the historical terms of trade without hedgiragd also with that derived from
using just the forward rate, unconditional hedgiramework or logit model based
hedging to make the conversion. It is useful to pam the present three regime
model with the threshold hedging rule of Leugtgal (2000), which is based on two-
regime conditional logit or probit model. In theepent context, two regimes are
selected as ‘up’ versus ‘not up’ for the NZD. Oésle, the logit performed better than
probit, so comparison is confined to this case. fibdge rule suggested by Leusty
al (2000) would be to set the logit estimatgr as the probability for NZD to
appreciate. Ip > 0. 7, hedge with = 1; if p < 0. 3, not hedgé = 0; otherwise, half
hedgeh = 0. 5.

Table 8.11 compares the outcomes using a numbepmimon metrics. The
VaR is the lower 10% critical point for the mardidgstribution of the terms of trade,
as though they all came from a common underlyirggriution. The CVaR is the
conditional expected value given that the termsrade is less than the VaR critical
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point, which is a measure of the mass in the lafichtail. The optimised hedge is

superior on all other alternatives in terms of boian and downside risk indicators.

Table 8.11 Dairy Farmer terms of trade comparison

One year o : .

Unhedged | forward Unco_rld}tlonal L_oglt Congllt!onal

optimised optimised optimised

hedge
Mean -1.6947 -1.6614 -1.6707 -1.6573 -1.6568
Variance 0.0225 0.0179 0.0163 0.015¢§ 0.0162
10% VaR -1.8597 -1.8233 -1.8205 -1.803% -1.8011
10% 11.8815 | -1.8634 -1.8424 -1.8360 11.8322
CVaR

E(V) 0.1214 0.174 0.1869 0.1909 0.2029

Figure 8.8 compares the history of the dairy farteems of trade under the three

alternatives. The optimised outcome generally sdbk simple forward closely as the

100% hedge rule. However, there is useful divergemeer the interval 1997-1999,

which saw the NZD crumble in the aftermath of th&ah crisis. It was a bad idea to

follow a simple forward strategy at this time, whiocked in the high NZD exchange

rate prior to the crash. The optimised strategys tse economic information current

at the time and elects to remain partially with tihedged spot rate. Note that both

the pure forward and optimised strategies manageddid the adverse effects of the

high NZD from 2002 onwards.
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Figure 8.8 Historical comparison, one year hedginorizon
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Using 100% forward cover is a common recommendatiom market efficiency
proponents, so it provides a natural benchmarkénabove comparisons. However,
there remains the possibility that it can be img@wn using alternative econometric

techniques based on conditional information.
8.5.3 Diagnostic test

To assess the forecasts and the resultant hedgatgges, an out of sample test and a
rolling estimation test are constructed. The formsdp separate the forecasting period
from the evaluation period. A rolling estimatiogst is similar with the one which
was employed for testing the robustness of an wtitional optimal hedging. The
models will be re-estimated each period when moferiation becomes available
and the consequent hedging decisions thereforectedll the current information.

Out of sample test

As already discussed, the forecast can be evaluateddrms of the consequent
economic significance. The out-of-sample robustr@sthe directional forecasting
model is now examined by addressing the issue dthen the forecasting leads to
better hedging outcome. The parameters are estimatethe basis of the first 50
observations, which are related to periods from @8 1989 — indicating the third
guarter in 1989, to the Q1 2002. The model is éygplied for all the observations in
the evaluation period that is from Q1 2003 to QR7220rhe hedging decision is made
one year in advance and thus the exchange rateakineg based on the information
available up to Q1 2002 is used to derive the heglgiecision for Q1 2003. One
guarter later, the hedging decision for Q2 200Based on the information available
to managers on Q2 2002. However, the model woult be re-estimated by
incorporating newly released information over tast lquarter. The out of sample test
results are described in the fourth column of Hi¥a 8.12.

Rolling estimation test

As Pesaran and Timmermann (1995) pointed out, dtiemal users of a forecasting
model may adjust the specification when informai®added along the time. This is
why a single constant parameter model, as employdde above out of sample test is
not consistent with reality. A more sensible ousample test is formulated, in which
parameters are predicted on the basis of all thdadble information. The first model
is still derived from the data over the period 08 Q989 to Q1 2002 and the

consequent exchange rate fluctuation directioncseng facilitates the decision of
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hedging against currency exposures on Q1 2003r Afte quarter, observations over

the Q3 1989 to Q2 2002 are used to forecast cnmemvement for Q2 2003.
Table 8.12 Sequential hedging performance compariadQ1 2003 to Q2 2007)

1-Year .
Unhedged| forward Out-of-Sample Rolling
optimised optimised
hedge

Mean -1.7750 -1.6532 -1.6656 -1.6545
Variance 0.0114 0.0210 0.0172 0.0190
10%VaR -1.8698 -1.8546 -1.8211 -1.8208
10% CvaR | -1.8951 -1.8826 -1.8413 -1.8409

Table 8.12 illustrates the log of unhedged and bdddairy farmer terms of trade
from period Q1 2003 to Q2 2007. The optimised heggiutcome is compared with
the natural exposure and one year forward fullygimegl results. Both the out of
sample test and the rolling estimation test shdasthe optimal hedging based on the
directional forecasting are superior in all thekrimeasures. In addition, by
incorporating new information into the estimatiorogedure along the time, the
rolling optimised hedging outperforms the simplé-ofisample optimised hedging in

terms of mean, VaR, and CVaR.
8.6 Short term hedging upon the M-GARCH forecasting

As discussed in Chapter 6, the M-GARCH could be leygal for the exchange rate
estimation over a short interval. Given the estedanean and volatility through the
M-GARCH model, a data set of 1000 possible futynat sate return is simulated. The
optimal hedging ratio will then be derived from nmaising the expected welfare
function shown in the equation (8.1b), with the mfiodtion that only one month
forward rate is employed as the hedging instrumdiatble 8.13 compares the
optimised portfolio forb=18, P1p=-1.8578 against some simple hedges, including
natural unhedged exposures, 100% forward hedgmy58% hedging policy.
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Table 8.13 Farmer terms of trade comparison

_ 1-Month Forward
Optimal | Unhedged Half-half
hedge

Mean -1.6660 -1.6714 -1.6665 -1.6684
Variance 0.0246 0.0247 0.0244 0.0243
10% VaR -1.835§ -1.8432 -1.8359 -1.8436
10% CVaR | -1.8716 -1.8834 -1.8748 -1.878%

E[V] 0.1582 0.1369 0.1518 0.1492

The optimised hedging outcome exhibit the highestam but lowest risk

measurement. It marginally outperforms the forwdrddging policy, but is
significantly superior to spot exposures.

The out-of-sample and rolling regression testasiliated earlier in the one year
hedging context, are also employed to examine thenpial robustness of the mean-
GARCH exchange rate forecasting model and the wffgeess of the consequent
hedging. Table 8.14 shows the diagnostic test tes@oth tests show that the
optimised hedging on the basis of the mean-GARCtharge rate forecasting model
is superior in terms of GVaR measures.

Table 8.14 Sequential hedging performance comparigao

(01/2003 to 06/2007)

1-Month Out-of-Sample| Rolling
Unhedged o o
Forward hedge| optimised optimised

Mean -1.7806 -1.7702 -1.7710 1.7724
Variance | gn49 0.0052 0.0051 0.0046
10%VaR | 4 9599 -1.8395 -1.8395 -1.8395
10% CVaR | ) gg13 -1.8613 -1.8609 -1.858¢
E[U] 0.0284 0.0646 0.0647 0.0681

8.7 Conclusions

This chapter has examined the empirical applicatiottomes of unconditional and
conditional hedge for New Zealand dairy farmerse Tmconditional hedge results
indicate that New Zealand dairy exporters can befrefn currency forward hedging

as the country has a higher interest rate relativethers and so there is chronic
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forward rate discount in New Zealand. However, theus on a forward in this
circumstance suggests only paying attention to @ékpected return. To be less
exposed to the exceptional welfare losses, corpsiaivour a hedge distributed over
time, including spot exposure as well as a seridsravards with various maturities,
rather than relying wholly on forwards. The emmtibiedging outcomes also show
that long term forwards are not recommended fdr aigerse hedgers, even though the
profits resulting from using forwards might growoay) with the forward maturity
time. Though hedging originally aims to reduce ttmwvnside risk, the empirical
results in fact suggest that remaining unhedgesbtoe extent is a response to risk
aversion. The inclination to forward contracts @ast, arises from a preference for
simple expected return. In terms of importers, ifigd suggest that, even though the
forward bias is unfavourable for importers, it i8l siseful to hedge with forwards to
some extent. In this respect, the use of forwaasributes to the reduction in a
corporate’s financial distress risk.

This chapter also explored the implementation oé tbonditional risk
management, where corporate managers derive thencyrhedging decision from
their directional exchange rate forecasting. Theinmgd hedging ratio has been
derived by incorporating the directional calls gndbabilities into the chosen welfare
function. In a conditional hedging context, the ¢ediecisions could vary over time
when new information becomes available to decismakers. Dairy exporters tend to
reduce hedge ratios in the face of a potentiaNyptmable future exchange rate, and
increase hedging proportions if the New Zealandenay is expected to go up. The
diagnostic tests show that a conditional hedge lesakalue-improving hedges,
especially when there is a significant change mency movement.

Thus far in this discussion, the optimal hedge &ework has been mainly
applied to corporates such as dairy industrieswfuch the objective of hedging is to
maximise the expected objective function with resge a specific time point. As
suggested earlier, the hedge decision processtfategic fund managers can be
different from corporates. In the following chaptdre empirical application is made
to superannuation funds. The hedging ratio is @eriv association with the optimal
portfolio decision. In this circumstance, currerdgyrivatives are not only adopted as
the hedging instrument, but also one asset classnobptimal global investment

portfolio. In constructing an efficient portfoliostrategic fund managers, who
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primarily aims to maximise the expected return, Idoalso have a secondary

constraint, namely the aversion to long term patk, ;as was discussed in Chapter 4
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Part V Empirical Long Term Fund Risk Management

Chapter 9 Optimal Portfolio Risk Management for Long
Term Fund Investment

The risk management framework for strategic fundnagers differs from that
applicable to managing corporate cash flow riskemeral ways. One important way
is that the currency component is not necessanilypd hedged away, but can be
treated as an investment asset class in its ovn, gpecially for currency overlay
managers. The currency risk management strategythenpresent context, will
therefore be developed in conjunction with the rogti portfolio decision. Another
difference between the current application andftiiegoing empirical discussion is
that the risk management in this chapter is maiiolgused on long term risk
reduction. In a long term context, the paths ofedént asset classes follow quite
different dynamic behaviour. The choice of altemetpaths can be an important
secondary consideration, if the primary objectigeto maximise terminal wealth.
Wavelets offer a convenient decomposition of a gitiene series into a number of
components of successively longer time windows. dureent discussion shows how
to use wavelet analysis to resolve problems of afiete, attribution and welfare
measurement, including assigning volatility metacsl path risk.

In addition, when the focus of attention shiftsthe longer run, one has to
incorporate environmental influences, such as nememoomics of business cycles,
interest rates or exchange rates, economic pohcystructural change. Considering
the difficulty of using one-period return to camuhe weak local dependence, which
can be quite consistent with strong global depeoelereither a value or an
accumulated return can be chosen as the underlyiagable for portfolio
optimisation.

The chapter is structured as follows. Section Buktrates the background for
long term risk management. Section 9.2 providesalei\decomposition outcomes of
some asset classes. Section 9.3 shows how to daotagptimised portfolio. Section
9.4 contains the description of an optimal outco8ection 9.5 briefly describes how
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the portfolio construction framework can be appltedhedge funds. Section 9.6

concludes?
9.1 Long term risk management

Although many theoretical models of inter-tempagpaltfolio allocation have been
devised, the long run situation is under-represkiriepractical portfolio theory and
extensions to that theory such as hedging algosthihhe proposed long term risk
management which follows does not assume thatutioeef path will exhibit the same
long term volatility pattern. Nevertheless, somgeés may exhibit characteristic long-
term volatility patterns, in the same way that bess cycles and longer-term
exchange rate variation have not yet vanished fn@mrid economies. There may be
causality between economic behaviour and econouolicypover a long term, even if
precise causal models for such behaviour are diffto quantify.

The first topic to be explored is how to measurséhdynamic patterns over a
long interval. The way in which they are measurtealdd feed naturally into portfolio
selection methodology. Wavelets, as an advanceadrifiy method, attempt to
distinguish two paths with different cyclical patts. With this approach, the specific
feature of one path can be characterized by itsi+sehle behavior. The wavelet
indicator developed to account for various evohaiy paths enables fund managers
to take the aversion to the path risk into accafribng term risk management as a
secondary objective welfare.

In a long term context, as discussed in Chapteofputation and use of one-
period returns remain the predominant raw matef@al portfolio construction.
Statistical decomposition of the rates of retumpidglly shows energy increasing with
detail — the higher the detail, the greater thegyneSuch effect that is shown in the
present data can be found in Appendix G. It theeefaight be better in this context
to resort to investment value or log value for nueag the underlying fund long term

performance.
9.2 Some wavelet energy decompositions

The top row of table 9.1 gives the asset classes & construct the illustrative
portfolio, which is chosen as an international &guyiortfolio for a New Zealand

investor wishing to invest in the US and other mamck markets. The total return

% This chapter is largely based on Bowden and ZBOgp
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stock indexes as given refer to the own-currengyiaue, e.g. the US index is in US
dollar terms, the Japanese component in yen.

The remaining asset appearing in table 9.1 is ¢k teturn index on a one-
month forward contract on the US dollar againstNZedollar. This corresponds to a
portfolio long in zero coupon NZ bonds or bilsshort in USD, embodying the
foreign exchange hedging component of the thred-ftheorem of international
finance (Solnik, 1974). The foreign exchange hedgeponent assumes particular
significance when the stock returns are to be cdedeback to home currency (here
the NZD) as noted above, as indeed they have io tee present case. In that case
the bond portfolio can be referred to as a currdmxyge portfolio against the USD,
and is in effect a forward contract.

The relevant monthly return on the hedge assetfiaed by

- @) S (9.1)
%

where:
r = NZ one-month bank bill rate as at start of month
r* = one-month US CD rate as at start of month
e= exchange rate as 1USD = e NZD, i.e. with the dé8ar as commodity
currency and NZ dollar as termg; = end of period rateg, = beginning of
period.
The hedging monthly returns are then accumulatedotm a total return index
homologous with those used for the equity companentthe portfolio. The object
variable (or dependent variable) in each caseaidafy of the total return index.
Time series plots of the wavelet details are giwvefigures 9.1a, and 9.1b for
two of the assets, namely NZ stocks and the forwatrel hedge asset. The log value

cycles are irregular both as to amplitude and perio

% The one month NZ bank bill rate (BBR) is chosehileithe US short rate is taken as the certificate
of deposit (CD) rate. Both are wholesale ratesrrigig to high-grade bank credit.
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Approximation at level 7
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Figure 9.1a Wavelet decomposition of NZ stock indeaxccumulated return
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Approximation at level 7
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Figure 9.1b Wavelet decomposition of USD/ NZD forwa rate hedge instrument
accumulated return

One can measure the amplitudes of each cyclicapoaent in the form of the
wavelet variance on a scale basis, as discuss&hapter 5. However, the above
figures show that the cyclical pattern can be allpbhenomenon, differing over time.
An alternative is to compute the average varianger ¢the given time horizon and
present the results in the form of a table of ayeraavelet energies (AWE) at the
different levels of detail.

Table 9.1 gives AWE decompositions for the assa$sds used in the present
study using monthly data from Jan 1988 to May 2@0I7the data comes from MSCI.
The Coif 5 wavelet is used, and computations wereedn Matlab (Misitiet al 2005)

using Mallat’s algorithm. Very similar results weobtained with the Sym10 filter.
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Given 233 observations in total, the maximum detedilable for the data run is level
7. The residual is taken to be the trend, thoughay remain more complex than the

standard log linear trend. Indeed this is one ef gtrengths of wavelet analysis, in

that it makes no pre-judgements about the formnyf enderlying deterministic or

stochastic trend.

Table 9.1 Average wavelet energy decomposition fasset classes

Equivalent NZ stocks | US stocks | Japanese Australian USD/NzD
Detall =d ; detail detail stocks stocks forward
time period ) . :
Level (years) energy energy detail detail detail
Y (%) (%) energy energy (%) | energy (%)
1 0.2417 2.29% 1.09% 1.88% 2.50% 0.58%
2 0.4833 2.75% 1.30% 2.28% 2.91% 0.96%
3 0.9667 4.51% 2.02% 4.31% 7.06% 1.06%
4 1.9333 6.48% 2.81% 12.20% 12.14% 2.19%
5 3.8667 4.94% 6.30% 20.43% 17.54% 8.44%
6 7.7333 57.55% 57.51% 54.63% 38.53% 43.11%
7 15.4667 21.49% 28.97% 4.27% 19.32% 43.66%

The power pattern in most cases shows an integak jat level 6, which corresponds
to an average cyclic period of 7.7 years. Notehilgber energy of US stocks at longer
run energies, especially detail 6. By way of costtrapplying the Coif and Sym filters
to the standard geometric Ito model with constaiit ceveals an absence of interior
local energy peaks. In this case, power accumulatesotonically through different

detail levels, effectively becoming a stochastmtt (Appendix H illustrates).
9.3 Portfolio choice

This section develops the band pass and relateéblorchoices, implementing the
ideas discussed in Chapter 4 and illustrating thithabove asset classes. Generalising
the familiar mean-variance portfolio constructiorgvelet-based portfolios maximise
long run reward subject to limits on the energyadgn(¢). The collection of such
points is referred to as the ‘reward-energy frantenalogous to the efficient frontier
of mean variance.

By combining assets into a portfolio, one aims thieve paths that are less
risky for any given level of reward. In the wavelssed approach, it is chosen to
carry out the portfolio analysis in terms of (logglues directly, and not one-period
returns as such. However, there is a natural ogighiip between the two. If a set of

assets {i} have valuesV;, then the asset proportions afe=V,/V and log
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accumulation per period is taken Esi w;AlogV; which is a portfolio return. In some

formulations, return elements can appear in thesaivie function (see below).
However, in what follows wavelet approximations (And details (D) refer to log

portfolio value.
9.3.1 Reward objective and path risk penalty

In the context of wavelet analysis, the reward cioje for long run investment is
most naturally taken as some metric assigned tdidite level approximations, such
that higher values are preferred to lower valueangttime point. Let Adenote the
wavelet approximation of maximal order consistefthvhistorical data availability,
taken as T observations. It may sometimes be lposétrred to as the trend. In the
preceding sections this was taken as @s in figures 9.1a, b. A suitable objective
might then be of the form

-
Max T> f(7)4A; 9.2)
=1
which is a weighted sum of the historical valuerémeents, WithAA = Acp — Aq .
In equation (9.2), f(t)is a non-negative weighting function such that

-
z f (1) =1. It can be chosen to be in line with some prefezdmetween early or late

=1

return accumulation. For instance, a preference darlier returns could be
represented in the form of a discount factor. Satiner useful special cases are as
follows:

(i) The uniform weighting functionf (1) =1/T all t, corresponds to the usual

geometric rate of return over the whole horizonlthlying this by T as in the above
objective givesA-r — A«p. Hence the objective is simply to maximise thenieal
value of the trend. If the wavelet decompositiorcasried out on logs to begin with,
then the objective is the compounded value grovfithe factor T was missed in the
objective (9.2), and logs were to be used, thernottjective would be interpreted as
the long run trend geometric average rate of return

(i) Takef(r) O p™"; 0< p<1 The higher the value chosen fpr, the more
one weights later values of value growth. The iBeaind this is that later value
increments of the historical record might have mamedictive content for what is to

come in the present real time.
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As discussed in Chapter 4, the path risk can bieelin an operational version
shown in the equation (4.1). The path risk pentltction ¢ is assumed to be linear
in the current application, with nonnegative caméints {w}, so the constraint is of
the form:

d=>wWE<v; w=20,>w =1 (9.3)
k k

In equation (9.3)Ex denotes the average wavelet energy at detail levahdv is a
user-assigned constant, interpreted as a patttoisgtraint. Thus, by setting some of
the weights {w} to zero, and assigning heavy penalties to thesrsththe resulting
portfolios will favour variation in the former, buiot the latter. One could call these
band pass portfoligsnmotivated by similar usage in electronic systersigle where
one filters out signals at designated frequencidi®wing others to pass through
unhindered.

The empirical illustration below adopts the quaaRV/stance outlined in Chapter
4, where the fund manager is influenced by a needoid its investor’s fear of large-
scale opportunity losses associated with long ssvingvalue. In this case the longer
details are penalised, and the weightings assitmesthort run variation are small or
even zero. However, the general band pass approachhandle quite different
weightings. For example, a fund manager concerried excessive short run
fluctuations in a volatile market might unsettleeastors, could eleaty = O for k >2.
This would allow lower level details to pass thrbugnhindered while penalising
short run fluctuationgk =1,2).
9.3.2 Optimisation problem and equivalent utility unction
The optimisation problem is to choose the asseghigito maximise the equation
(9.2) subject to (9.3). Also incorporated are staddportfolio constraints, such as
asset proportions have to add up to unity if thexyuire capital, or be non-negative if
fund policy requires this. By varying the allowaldrergy parameter, and solving
the resulting portfolio, one can trace out an éfit frontier in the same way as for
classical mean-variance analysis (Markowitz, 19856, 1959).

An equivalent utility function is

T
U=T> f(0)AAq; =17 WEy (9.4)

=1 k
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where in the programming context,> O is interpreted as a Lagrange multiplier. As

noted in Chapter 4, there is a parallel with theameariance utility function, in this
case via equation (9.4). Using the second meaunev#ieorem, the effect of a
weighted sum of energies is as though there isglesenergye-, say,which in turn
has the dimension of a variance. So the equivaleglegionship with mean-variance
(denoted ~) can be expressed as:

o =Y W E, = Eq~ 02 (9.5a)
k
.
TY f(DAA ~Hr . (9.5b)
=1

The equivalence of the weighted sum of energiels aviariance is useful in choosing
the allowable path risk constantn the programming specifications (see below).
Efficient frontiers can be obtained by varying @ilkwable path risk parameter
v and finding the portfolio that maximises the resvéunction (9.2) subject to the
weighted energy constraint (9.3). Plotting the nelvagainsty, or loosely justd,
yields the efficient frontier incorporating the dexoff between reward and path risk.

It will be referred to in what follows as the rewagnergy efficient frontier.
9.4 Application

The portfolios are constructed with the asset emsppearing in table 9.1. These are
intended to be operational portfolios, so eactefdtock returns have been converted
to home currency. The portfolios are constraineaidn-negative proportions to the
four country stock market portfolios, and thereaissingle zero capital element,
namely the USD/NZD forward contract, which can herted, i.e. potentially have a

negative portfolio weight. In the objective functiahe time weighto is chosen as

0.9 which indicates that the value increment weighargely assigned to the recent
observations. For the energy weight&}, equal weights for details 4-7 are assumed
but zero weights for energy levels 1-3, where itmessare not concerned about short
run fluctuations. By way of contrast, in standardam-variance analysis, investors are
assumed to be equally worried by short and longpawwer elements. In the present
band pass application, power bands 1-3, i.e. tbeteshrun fluctuations, are allowed
to pass freely.
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Figure 9.2 depicts the resulting reward-energytfesnThe efficient frontier is
strikingly similar to that of standard mean variaranalysis, with the same parabolic
shape extending into the lower inefficient half. wgh mean variance, the trade-off

(implied ;7 value) is higher as the energy bounds diminish.

2 Reward
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’ Figure 9.32 Reward-‘:anergy effiscient frontfer

Table 9.2 gives the optimal asset weights as oneem@long the efficient
frontier. Note that these do not have to add uprtidy because of the presence of a
zero capital element, namely the forward contr@xctly the stock weights add up to
unity. As the energy bounds become more restricthe optimal portfolio rebalances
to Australian stocks (with lower long scale vol#gil, while the proportion devoted to
US stocks decreases. It is also evident that theoithe USD/NZD forward contract
diminishes. It seems to be contradictory to theebdhat a forward is useful in
diminishing the variance. However, it is consisteth the finding of Thorp (2005).
It is also consistent with the conclusions for Néwaland dairy farmer hedging
outcomes that the optimal forward hedging ratio lides when the corporate
managers become more risk averse. Thus presemirex@osure to unhedged spot
USD/NZD can be conservative risk management pmactic Australasian fund
industries.

It is of interest to see whether the similarity wihean-variance (MV) extends
to the path properties of the optimal portfoliostHe two give similar results, one

may favour the use of mean-variance analysis gitessimplicity. If not, then the
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issue of optimality and long-term stability wouléve to be addressed, with the
reward energy efficient (REF) portfolio as a usefalrting point.

Comparison of the two approaches can never beaugoras they refer to
different reward or variation concepts, and stadidation is needed on one or the
other. Two alternative comparisons along theseslare as follows.

(@) Normalise on the MV version of the reward i.e. gegi mean return
over the entire horizon. Select the correspondmgf@io along the REF frontier that
generates this mean. Compare the time paths andyedecompositions of the two
portfolios, including the path risk, defined foriglpurpose as the sum of the four
longest detail energies as in equations (9.4) &al9 Figure (9.3a) illustrates the two
portfolios, while table (9.2a) gives the relateceiggies and the respective portfolio
compositions.

(b) Normalise on the path risf. Start with a MV efficient portfolio and
calculate its path risk. Find the portfolio alotige REF frontier that has the same
path risk and compare its mean and reward with ¢hdahe original MV portfolio.
Figure (9.3b) plots the two time paths of the resglportfolios, while table (9.2b)
contains the energies and portfolio compositions.

A third possible approach (not illustrated herepldobe to normalise on the
trade-off parametex between reward and variation, with appropriaterjmtetation of
these dimensions in the respective contexts. fariavould be taken as”® for MV
and as weighted energy for the REF portfolio.

Normalising on the mean as in (a) shows the smogtkifect of the wavelet
based approach, reflected in the lower value fergath risk metri@ in table 9.2a.
The REF portfolio was slower to rise between 1906€¢ but with much less of a
subsequent fall. The effect is apparent in the ftosetail 6 energy and in the relative
path risk (2.73 as against 3.68). In portfolio teynt is produced by reducing a
weighting of the US stocks component in favour ofs&kalian stocks. The latter have
virtually the same mean as the US, but materialyer long-term variation. The
hedge proportion allocated to the US dollar has diminished. The Japan weighting
disappears altogether.

Normalisation (b), with fixed path risk, resultsarhigher accumulation path for
the REF portfolio. As before, the Australian weighincreased at the expense of US

stocks, but the tendency to use USD/NZD forwardsaias roughly the same.

- 180 -



Part V Empirical Long Term Fund Risk Management

Chapter 9 Optimal Portfolio Risk Management for §drerm Fund Investment

Table 9.2a Mean-normalised comparison between MV @hREF portfolios

Mean-variance Reward-energy

efficient portfolio MV | efficient portfolio REF
Assets
NZ 15.96% 18.81%
us 54.78% 19.62%
JP 9.90% 0.00%
AU 19.35% 61.57%
Forward 57.98% 20.22%
Reward 1.5966 1.6854
Path risk ¢ 3.6806 2.7333
Total detail energy 3.8985 3.0544
Single Period Mean 0.0098 0.0098
Single Period Variance 0.001183 0.0015
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0.75

0.25 t

—— MV Portfolio — REF Portfolio
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Pilgure 9.3a Path comparison, MV and REF portfoliosmean-normalised

Table 9.2b Energy-normalised comparison between M¥nd REF portfolios

Mean-variance Reward-energy
efficient portfolio | efficient portfolio
MV REF

Assets
NZ 15.96% 0.00%
us 54.78% 16.76%
JP 9.90% 0.00%
AU 19.35% 83.24%
Forward 57.98% 44.79%
Reward 1.5966 1.9511
Path risk ¢ 3.6806 3.6806
Total detail energy 3.8985 4.0462
Single Period Mean 0.0098 0.0115
Single Period Variance 0.001183 0.0017
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Figure 9.3b Path comparison, MV and REF portfolios:energy-normalised

9.5 Extensions

The preceding development assumes that the masagejective is to maximise

long-term reward while minimising path risk. A quidifferent scenario might be that
of a hedge fund concerned with identifying portislthat actually maximise path risk
over some designated detail band, perhaps one shmtter than assumed above.
This could be accommodated by requiring a minirealard element and maximising
the path risk with an appropriate choice of thergpeveights {w}. This seems

analogous to a dual formulation from the classeotly of mathematical programming
(Dantzig 1963, Rockafellar 1968, Murty 1976). Howe\the latter would require one
to minimise the energy subject to reward constsaisd the ‘hedge fund problem’ is

not exactly dual to the long run strategic approach
9.6 Conclusions

The underlying objective of this chapter has beedevelop portfolio technology that
allows for non-independent return elements, witpethelence that may be weak in the
short run, but have a cumulative impact over thgloaun. There are other ways of
attempting the same thing, notably by developingntd macroeconomic or time
series models of conditional returns. However, ¢he®dels require the manager to
have superior information in the model predictiohiat is problematic, given the

difficulty in long range forecasting of businesscleg. The wavelet based reward-
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energy approach is much less demanding in assumsptior informational
requirements. It can be viewed as generalising mragance analysis to the spectral
domain, where the latter is interpreted broadlgrioompass possible non-stationarity
and wavelet technology. The energies corresponttatdlely to the variance in
mean-variance analysis, but refer to path promerde a whole rather than the
property of a single stationary distribution. Thesulting optimal portfolio choice
framework leads to decisions with a higher accutmgapath or with a lower long
scale risk in the current application.

On the other hand, the wavelet based approach liaes some maintained
hypotheses of its own, notably that the long-tewtatility patterns are characteristic
of the data generation process, e.g. an underlyursiness cycle, and are likely to be
repeated in the years to come. There is some comftire ability of wavelet analysis
to detect structural breaks, which typically appesmsudden energy bursts in the high
detail bands (see Chapter 7 and Vuorenmaa, 200&)eter, Ramsay (2002) has
noted that wavelet decompositions may not be stablside the sample period.
Nevertheless, it coulg be still possible to endbe wavelet approach with priori
macroeconomic information, with the objective ofreasing confidence in the long-
term volatility patterns. For instance, if assdtines and value accumulation depend
on exchange rates, one might have a fair idea aheutausal factors involved for a
particular home country. In terms of the currerdraple, the NZ dollar is well known
to be driven by world commodity price cycles in gorction with monetary policy
responses, as indicated earlier and by Lance (129@&wise, there is some support
among NZ economists for a business cycle of abéuy&ars, partly as a result of the
commodity-exchange rate cycle (e.g. Kemal, 1995; Hall & McDermott, 2006). As
long as such fundamental characteristics remaine,althe risk management

framework developed in the current chapter is apple.
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This thesis studies the corporate foreign exchaisgenanagement from an empirical
perspective, with a particular focus on the deveept of algorithms and techniques,
with which decision theory and risk management ficads combined to develop an
empirically implementable financial risk managemé&amework. A series of case
studies included in this thesis have illustratedvhmurrency hedging position may
expose a firm to financial distress. In corpordterice theory, one rationale for
hedging is that it helps to minimise the cost aflkraptcy, or more generally the cost
arising from financial distress. The objective \ae#f criterion for the structured
financial risk management framework proposed is thiesis is established on the
basis of the generalised value at risk, as it, amitwe traditional risk management
decision theories, links most closely to finandatress costs. It inherits the value at
risk point as a natural calibration point, as veslithe focus on losses downside of this
critical point. The firm’s value at risk can thea been as an exposure to put options
that diminish the value of a firm. This form of @pt equivalence can be further
utilised in deriving the optimal hedging decision a practical context. The
consequent risk management decision therefore wepra firm’s financial value by
maximising the value in good times at a minimalegahsed value at risk.

Turning to the operational implementation, discossi on the proposed
structural hedging on the basis of the generalisde at risk criteria start with
developing a measurement tool for the corporat@&x@s. To account for the most
sensitive exposures encountered by the corpotaepresent thesis has developed a
real income indicator — corporate term of tradeisThdicator is a convenient payoff
variable for the implementation of the generalisemlue at risk management
approach. The economic basis of this indicatorifigss link with the firm’s net profit
margin. In addition, the bounded nature of the ltegutime series enables one to
draw on a variety of established statistical mettic measure the effectiveness of
hedging.

A detailed decomposition of such corporate expaswassists the corporate
managers in detecting the origin and componertt@fisk. Empirically, the corporate
exposure can be investigated with the aid of theeled analysis. This can be
employed to decompose the natural exposures tatdsteles and trends and analyse

influences causing these. Wavelet analysis, wheh d wide application in natural
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science, differs from classical techniques suclspectral analysis. Firstly, wavelet
analysis is not restricted with the data generafmmgcess and thus suits both
stationary and non-stationary data. Secondly, theelet analysis decomposes the
data along both time and frequency, which enabsessuto discover both global as
well as local aspects with respect to the data twes. This form of decomposition
facilitates the breakdown of time series into lomgm trends, cyclical patterns,
seasonal changes and irregular variations. By dposimg the variations along the
frequency and time, wavelet analysis also enaldessito detect any structural breaks
in the cycle, which can be accompanied by violdmrisrun fluctuations in the low
level details. In addition, the underlying orthogbty of the wavelet decomposition
means that the composite detail is independengdioe frequency. Some statistical
metrics, such as variance, covariance as well gglaton in the data, can thus be
computed and compared across the frequency.

With the New Zealand dairy industry as the casdystthe corporate exposure
is expressed in the form of farmer terms of tradeich effectively constructs a NZ
dollar price of dairy product relative to the prioé framer expenses. An in-depth
analysis of the farmer terms of trade then showdistry managers what their
corporate’s main exposures are and when these @vgsomight occur. The wavelet
decomposition discloses the negative trend in dneér terms of trade, especially in
earlier years due to the steadily increasing exgeriductuations over scales 5 and 6,
which relate respectively to the 4-year and 8-ymaie, largely dominate the time
series. The wavelet analysis further reveals cyaks$ong as 7-8 years, which are
mainly produced by the interaction of commoditycpa with the exchange rate, but
with a strong natural buffering element, especiplipr to 1997. The buffering effect
implies that, based on historical performance, &ashave little need to implement a
long term risk management, and a formal hedgingoeaconstructed in a shorter term
context.

In terms of hedging instruments, although commogriges play an important
role in determining the corporate exposure, daognmodities do not possess well
developed forward markets. This implies that cuwryederivatives will be generally
utilised for hedging purposes. The empirical agtlan has been directed to the issue
of the forward premium and its usage. It does notugle the use of options, either on
a stand-alone basis or in conjunction with forweogters in some circumstances. If a

manager is in the natural position of having totevein adversity put option, then this
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could be fixed by buying an offsetting put optionthe adverse zone. In effect, one
would be using options to hedge a natural optigefyosition. The empirical results,
however, suggest that given the gains to be mawta frsing forwards, the use of
options may be an expensive supplement, given dkaihty of the NZ dollar in the
chosen context. However, the optimal combinatiorfosfvards and options could
remain a subject for further research.

Turning to the particular context of currency ristanagement, unconditional
hedging results offer qualified support for New [&ga exporters to use currency
forwards. The New Zealand dollar has a chronic &dvrate discount due to the
higher interest rate compared to other OECD coesitrin this respect, exporters’
expected income could be better off by transferrfogeign currency to home
currency with the forward rate rather than the spte. However, the use of forward
markets is not necessarily a response to risk iwver§he hedge in an aim to reduce
the generalised value at risk should be distribubedr time, including a spot
weighting, rather than relying wholly on the fondarate. Such a strategy is less
exposed to welfare losses associated with excegtiimes, notwithstanding an ex
ante forward discount or premium. Indeed, curreedding results suggest that the
component of an unhedged spot, where it appeasgsdrom increasing risk aversion
in some situations. In addition, the empirical hadgoutcomes show that the
apparent forward rate discount should not be retiedoo far forward by hedgers
averse to generalised value at risk, despite eggebenefit possibly growing in
forward maturity time.

The generalised value at risk approach is adaptedsk in conditional hedging,
where the hedge ratio depends upon available irgoom Information management
and use in real world forecasting and risk manageroan be active or passive, or
somewhere in between. At one extreme, the managewxk enough about the
economy and markets to be able to formulate a cet@pind informative econometric
model, one capable of accurate value forecaststhétother extreme, a manager
would use only implicit market forecasts or certgiaquivalents, arguing that given
market efficiency, no one should even try to dotdyetThis is a passive view of
informational use and a simple forward hedging wdug the optimal solution to this
case. In the chosen exchange rate forecasting xtprikee theoretical result from
Martingale pricing in complete markets is that tfeeward rate is an optimal

predictor. However, there is a large amount of eitgdi evidence, both from existing
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literature and contained in case studies in thésid) pointing to the inefficiency of
the currency market. In this sort of market, manageéno have superior information
or advanced knowledge may be able to exploit valygoving hedges by actively
using information.

One of the findings is that even very simple frarogkg, involving only
directional rather than complete value assessmeatsproduce a better result than
informational passivity. Over a longer time intdyvamanagers who have useful but
limited information may have insufficient data tertbe precise value forecasts. A
framework of incomplete directional forecastingatapted for this sort of exigency.
In this framework, the categorical prediction moaeplicit in binomial or trinomial
step processes is developed to establish non-haraogs multinomial directional
probabilities. Problems of signal compression andcame definition can be
addressed using methods analogous to neuronahmetsizzy membership functions.
A further problem is that the true underlying dgémeration process may not coincide
precisely with the estimation model. In this regpeme is replacing maximum
likelihood by quasi-maximum likelihood, and convemnge to an equivalent set of
parameters under the specified model may not alvmeysassured. Likewise, an
explicit methodology is also developed to relatelgee parameters to the resulting
directional probabilities.

It is difficult to forecast short run currency clygs with a structured economic
model as economic fundamentals are more importaltinger horizons. Given the
volatility clustering effects observed in the véina of exchange rate NZD/USD, the
mean-GARCH model is employed in a short term heagigiontext. The findings
exhibit significant evidence of auto-correlations volatilities. The parameter
estimators for the interest rate differential aegative, which also leads to the
rejection of the unbiased forward hypothesis.

The optimised conditional hedge outcome based enl¢iveloped exchange rate
forecasting represents an improvement on the urdtedgposure, the simple forward
or the passive hedging outcomes. Both in-samplecataf-sample tests, including
the rolling regression tests for hedging resul®wsthe superior performance of the
proposed forecasting models. The evidence of viahpgovement by actively using
information, on the other hand, demonstrates thatcurrency market is not always

efficient.
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Turning to the context of long term risk managemém focus is on strategic
fund management. The long term portfolio optimmattechnology in the literature
usually emphasises the expected value or expetteg of long run portfolio value.
However, objective functions of this type do ndtganto account what happens along
the way. Two alternative portfolios might have g@ne terminal or long run mean-
variance properties, but yet be exposed quiterefffiy to alternative path dynamic,
e.g. one dominated with high frequency fluctuatiovtsle another consistent with
long term macro scale cycles. The latter path ceunlcbunter excessive long swings
in portfolio value, which is related to the dynamalue at risk. Value histories of this
sort could be exposed to investor withdrawal, whechdamaging to the reputation of
its managers. To account for concerns on thesegssirategic portfolio selection
needs to include a secondary objective of manatiiegpath exposure, in addition to
the primary objective function regarding the lomgnt expected value or average
returns. A path dependent analogue of generaligkeb\at risk is developed to handle
this sort of path risk.

Empirically, the path risk management aspects ahdndled with a wavelet
analysis based reward-energy approach. The propoesactlet based portfolio
technology is much less demanding in assumptionmformational requirements
than traditional portfolio theory. However, it doeave some maintained hypotheses
of its own, notably that the long-term volatilitageerns are characteristic of the data
generation process, e.g. an underlying busineds,cyed are likely to be repeated in
the years to come. As the wavelet analysis decoespib® total variation according to
the scale, fund managers are able to compare pathsated with various cyclical
patterns. The approach leads to dynamic analoguesean-variance, such as band
pass portfolios that are more sensitive to vaiigbidt designated scales. The
consequent long term fund investment portfoliohirs tthesis exhibits less variation
over a long cycle at the cost of high frequencyctihations. The portfolio
management framework, as developed in this thesin, be easily adapted for
investors with various preference structures asidti-scale variation, for example,
hedge fund managers could derive a portfolio wighaaent long cycle, but relatively
lower short run variations.

This thesis represents a series of studies on aeessential aspects of the
currency exchange risk management, including thienidg of decision criteria,

measurement and decomposition of corporate expmsdeyeloping the exchange
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rate forecasting to incorporate private informatioo the decision, and some
operational techniques in achieving an optimal ency risk management strategy.
The thesis studies the risk management from bo#hat term and long period
perspective. The value at risk theory is ratiomalisin the corporate finance
perspective and generalised to a dynamic versiah, avparticular focus on long run
fund management. Some theories and econometrimitpes developed in the
current research, such as the active currency mskagement with incomplete
exchange rate forecasting model and the dynamit qisit management using long
term band pass portfolio are original to the litera and can be applied to other
contexts in future research. The hedging algoritrand operational instruments
established in this thesis, including the measunénoé corporate exposures, the
multi-dimensional wavelet decomposition of corperagxposures and financial
investment value, the construction of currency rexfee rate and the option
equivalence fuzzy approach, are new to the empmsarch and can also be useful
in other applications. In addition, the exchangt nask management framework
developed in this research provides practitionérs guidance on developing a
structured hedging strategy to improve financialugaof the corporate or the

investment in practice.
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Wavelet decompositions

The following treatment based on Crowley (2005putih much of the terminology is
common in the wavelet literature. Wavelets forvegifamily are generator functions,
indexed by two parameters called the s¢gland the translation or locatidgk). Every family

may have two sets, the father and mother wavekdpgctively of the form:

0ju( =272 I st
The mother waveletsl(s) integrate to zero, as these are meant to sgaoytlical
influences. The father waveletg) @re normalised to integrate to one. The scalarpater
determines the span of the wavelet, meaning itszeoo support, as each wavelet damps
down to zero on either side of its centre. Fonagitimet, there are contributions from
neighbouring wavelets translated to either side Bigures A.1 and A. 2 depicts the two

wavelet generators used in the present study eCaifid Symmlet.

15F " " I 1.5F

0 5 10 15 0 5 10 15
Figure A.1 Coiflet father wavelet (left) and motherwavelet (right)

0.5

-0.5

0 2 4 6 0 2 4 6
Figure A.2 Symmlet father wavelet (left) and mothemvavelet (right)
The family of functions defined as above are muyuaithogonal. Something analogous to

Fourier analysis will therefore hold. Coefficieat® formed as
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S3,k = [ XO@y i Odt; dj = [xOW i (D)t
forj=1,2...J, wherel is limited by the number of observationsyoavailable. As with the

inverse transform in Fourier analysigt) can be recovered in terms of the wavelet functions

as:

X(t) =D sy @y k() + D dy Wy (1) + D dy g Wy_gp(t) +...+ D dp Wy ().
k k k k
The detail is written @ (t) = Zdj,k‘//j,k(t) . Note that just the one father wavelet has been
k

used in the above with maximal scale.

Computational procedure

The quasi Fourier approach illustrated above wbeldlow computationally. In the present
thesis, computations were done in Matlab (Misital 2005) using Mallat's algorithm, which
is considerably more efficient. The algorithm fel®through the basic sequence as illustrated
in figure 5.1 of the text. The original signdt) is fed through a high pass and low pass filter,
one the quadrature of the other, which ensuresgotiality of the two outputs. The low pass
filter is adapted to the longer run father wavedtatd the higher to the mother wavelets.
Output from the high pass filter is downloadedteslevel 1 detaiD,, and the output from

the low pass filter becomes the level 1 approxiomatStarting afresh withy, the process is
successively repeated.

Power

The power of the wavelet at each scale is basisaliyy the coefficients, andd, . Having
obtained the detailS;; at each time poirt; one can express the average power or energy at

each level of detail, relative to the whole:
1 1
D 2 A 2
EP==2.Df EM=Z2 A
E ES

t
E:ZAJ?J +ZZDJ'2¢'
t it

(A1)

Table 7.1 of the text shows the enerdﬁé’iandEP for the log farmer terms of tradit in the

form of percentage contributions relativeBo

Scale and frequency

To connect the scale to frequency, a pseudo frexyusrcalculated. The algorithm works by
associating with the wavelet function a purely péit¢ signal of frequencl, that maximises
the Fourier transform of the wavelet modulus. Wtienwavelet is dilated by the scaling

factor 2, the pseudo frequency corresponding to the ssagpressed as:

F . . .
F. =———, whereA is thesamplingperiod
2) x A
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Taking the wavelet ‘coif5’ as an example, the cefitequency as seen from figure A.3 is
0.68966 and thus the pseudo frequency corresponalitig scale Zis 0.02155. As the

sampling period is one month, the period correspntb the pseudo frequency is 3.87 years.

15 Wavel‘et coif5 and ‘Center frquency based‘ approximatjon

-0.5

1 I I I I
0 5 10 15 20 25 30

Period: 1.45; Cent. Freq: 0.68966

Figure A.3 Scale in terms of equivalent sinusoiddfequency
Wavelet variance derived by MODWT
For a time seriest, t=1,2, ...... N The maximal-overlap discrete wavelmefficients for

levels j=1, ...., J are:

Lo
waveletcoefficiens: W = D hin X,
1=0
Ly-1-
scalecoefficients: V 5, = D gy, X
1=0

where L; = (2" -1)(L-1) +1, I:m and é“ are wavelet and scale filters at level j and J.

The coefficients satisfy

J
i th :ziZW t2 +_ZVJI : (A.2)
N = N

Percival and Mofjeld (1997) proved that the samyaldance can be expressed as the sum of
the J+1 series.

1 N 2

Var = —Z(x X)Z— XZ=-X . (A.3)

j=1

Combining equation (A.2) and (A.3), the variance ba decomposed as:

J N-1 ~ N-1 ~ 2
Var=> = Zw,t2+ ZVM -X . (A4)
J:l t=0
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SinceW : has a zero mean, the first factor of equation Yfeflects the sum of coefficients

variation over different scales. The wavelet vac@rat levelj for time seriesX is thus

expressed as:

Var(X); ——Z_l\;\/]t :
N (A.5)
Var(X),, _—ZV“ -X.

t=0
Under same theory, the wavelet covariance and latioe between two time seriegsandy,

on a scale by scale basis, can be also constructed.

J 1 N4 - (X) -~ (M
CouX,Y), = ZWZW,t Wit , (A.6)
=1 t=0
CovX,Y).
Corr(X,Y), = XY, (A.7).

B/ar(X) ;Var(Y), ]%
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Appendix B: Reference Exchange Rates

The results and discussion that follow provides@aenformal support for the exposition of
section 5.3 concerning currency reference ratee @&Widence is mostly comprised of
straightforward matrix algebra, hence only outliree® given. Some additional remarks
describe the treatment of section 5.3.

Nominal exchange rates

Proposition 1 (Nominal currency reference rates)

Let S=((sj));i, ] =1..nbe a matrix of bilateral log exchange rates withrency i as

commodity currency and country j as terms curresoythat 1 country i unit 2% = Rij

country j units. No arbitrage exists across curies1cThen:

(a) Aset {A}of CRR’s exists such thdRij = Ai Sj =& —ajor collectively
i
S=al-1d. (B.1)
Conversely, any bilateral set {S} defined in thiayns a no- arbitrage system.

(b) Two equivalent generic representations are:
a=1(s-A1, (B.2)
n

wherel denotes the unit vector ( of ones) anid some scalar;
a" =sw (B.3)

for some vectow with ij =1.
J
Representations (B.2,3) are equivalent \me'Sl;ZWj =1. Any CRR vector can be
i
written in the form (B.2) or (B.3).

(c) The choiceA = 0 or W=£1 gives a02381and E aio=O (the ‘centred
n n .
[

representation’). The centred versircorresponds to setting the log CRR for any couasry

the average (log) bilateral rate, with that counttiken as commodity currency. For any

alternative CRR vecta, aio =g —a anda= al - (W'ao)l.

(d) The centred versicaf minimises the norn&'a = Zaiz .
i
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(e) The choice\ =e,'S1= ZSm , Wheree, is thenth identity vector, corresponds to setting
i

a=sy, in which case a= 0. Suppose currency n is an arbitrary base orenaire (e.g. the

US dollar) for the system of bilateral rates. Thatced CRR’s can be calculated as
_ 1
aio =Sy — Sy or al =s, —(=1'sy)1, (B.4)
n
(f) Given any desired weighting system as in representation (B.3), the corresponding

CRR's can be calculated in terms of the centredsraas aiW=ai°—2Wja(j); or
j

alternatively in terms of a numeraire currency lasnents of a" = Sh —(W'sp)1.

-195 -



Appendix C: Sufficient conditions for quasi maxinlikelihood estimation

Appendix C: Sufficient Conditions for Quasi Maximum
Likelihood Estimation

Even if the true data generating process is unkndimited information may nevertheless

prove consistent with the data, in the sense tfet parameter estimates (or quasi-estimates)

converge. The following are some general assumgptitiat will suffice, together with
comments relating to the context of Chapter 6.
Assumptions I:

(M) {(Y;,Z)) :t=12,-}is a set of strictly stationary and ergodic proesss

(i) the space® for & is compact in R (pIN);

(iii) for a stationary, ergodic, and integralié, supgme‘ In(I_Rt(H; 5))| < Dt;

(iv) there is a unique maximisé* of E[L, (&;7)]in the interior part 0.

Comments:
(a) Assumption | (i) describes the conditions fug tata generating process of the data.

The stationarity and ergodicity condition is crli@gmapplying the asymptotic theory.

(b) Assumptions | (iii, iv) specify the conditiof@r the consistence of the QMLIEAh.

By Assumption | (iii), the strong uniform law ofrige numbers holds for
n_lzln(l_R’t(.;ﬁ)); so thatéh converges a.s. t6* given thatE[L, (;0)]is

identified.

Assumptions II:
() {0, In(I_R’t (6%, 0)),4,}is an adapted mixingale of size -1 (McLeish, 19W)ere
[, is a smalleso -algebra generated Ry, , z,,...,Y,Z};
(i) E[O,In(5, (6% 7)) 0, In(Ig, (6% )] <oo;
(iii) B is positive definite, where av@t) is the asymptotic variance of given argument;
(V) SUpye |07 (g, (6;5))|.. <Dy, where| O] is the uniform metric;
(v) A*:= E[0O5L, (6% 0)]is negative definite.
Comments:
(a) The central limit theorem (CLT) can be appliedfl/ZZD In(i, (6%; @)) by

Assumptions Il (i to iii). Scott (1973) providesficient conditions for the central limit
theorem, and White (1999, p. 125) proves the ClvEmgiAssumptions lI(i to iii).

(b) Assumptions Il (iv and v) are used to approx'ﬂeﬂ?-_mr (.;0) by a quadratic function.

The standard second-order Taylor expansion capéd to ET (;0).
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(c) By Assumption Il (iv), the strong uniform lavi large numbers can be applied to the

Hessian matrix. The negative definite Hessian madrnecessary for a non-degenerate

asymptotic distribution of the QMLE.
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Appendix D: The Generalised Rubinstein Risk Premiunfor
the Segmented Utility Function

The generalised Rubinstein risk premium is defifed an arbitrary risk-averse utility
functionU(R) by

__El(R-pR)U'(R]
EU"(R)]

It uses the marginal utility weights to adjust thegected outcomes; the weights have a close

correspondence with the state price deflators usathrtingale pricing (see Bowden 2005a).
The meaning of the risk premium is that if a retemobject of certain valugr - € was
available, then the investor or manager would #fferent if the last investment dollar or
unit was devoted either ®or to the certain asset. By adapting the utilitydtion (8.1) to the
present context, it can be derived that

bF (P)

= - P)], D.1
b, () Ae ~He(P] (0.1)
wheretk = E[R] andik(P) is defined as the censored mdﬁ[‘R|Rs P] . Note thatus(P)<tr

, for anyP, so the risk premium is always positive and irré@asing withb.

To prove formula D.1, it is easiest to use methfsde generalised functions (see
Bowden 2005a, Appendix C; or Lighthill, 1958), arsdard reference. The same result can be
obtained — at greater length — by breaking up theains of integration and using more
traditional methods. The utility function is

URP)=R-P+b(R-P)SF(P-R).

Also SF(P-R) =1- SF(R-P) and%SF(R— P) = &(R - P), the Dirac delta function.
In addition, for any smooth functiagR),
I(p(R)ES(R— P)f (RdR=@(P)f (P).

Hence E[@R)O(R- P)] = @(P) fg (P).Finally, E[SF(P-R)] = Fg(P) and
E[RSF(P - R)] = Fr(P) 45 (P) by definition of the censored meang (P). The desired

result follows by substitution.
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Appendix E: Using Fuzzy Logic to Smooth Out the Kik

For a continuous random variable, the step func86iix)is an indicator function for two
distinct sets of positive measures, namely thetipesand negative numbers, so that a given
numberx belongs to either one or the other. A standardyfuzdicator function would attach
a number between zero and unity to indicate thength of the classification. Thus one could

approximate the step function in equation (8.1)hef text by a Normal distribution function

and write SF(x) ~ N(X;O,Gz)for a suitably chosen value a@f The Logistic distribution

—X/A

function is also usefulSF(x) ~1/(1+e ) . By setting the ‘smearing’ parameteror A

arbitrarily small, one can approach closer andezlts the ‘all or nothing’ switch given by the
unit step function. Figure E.1 depicts a fuzzy GVallity function, using the logistic
version, which is marginally faster to compute. #ue ofA = 0.01 suffices for a fairly close
approximation and yields much improved convergendde empirically based optimisation
reported below. For other uses of fuzzy logic indfice, see Simonelli (2001), Tseng (2001),
Zmeskal (2001, 2005).

lambda =0.01

0.05 4 \

UR)

-0.14

Figure E.1 Fuzzy approaches to the exact utility faction (P =0)
Comparing figure E.1 and figure 8.2 of the text floe option equivalent method, it will be
evident that the fuzzy method smoothes from abokereas the option equivalent method
smoothes from below. One might therefore expecogt®n equivalent utility function to be
marginally more sensitive to behaviour approactimgVaR pointP from above, and hence
slightly more defensive, which turns out to be tiase. In all cases, the intent is to preserve

the sharp curvature at the VaR point and the aggeavpenalty slope to the left of this point.
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Appendix F: Exchange rate econometrics

Table F.1aCorrelogram of standardized residuals for the UIP st outcomes

Lag Partial
Period Autocorrelation Autocorrelation| Q-Stat Prob
1 0.021 0.021 0.1238 0.725
2 -0.083 -0.083 1.9758 0.372
3 0.125 0.13 6.217 0.102
4 -0.112 -0.129 9.6423 0.047
5 -0.052 -0.021 10.382 0.065
6 0.131 0.1 15.112 0.019
7 0.005 0.019 15.119 0.035
8 0.084 0.103 17.069 0.029
9 0.127 0.089 21.589 0.01
10 0.053 0.089 22.389 0.013
11 -0.011 -0.007 22.42 0.021
12 -0.035 -0.041 22.761 0.03
13 -0.025 -0.013 22.944 0.042
14 0.062 0.063 24.036 0.045
15 -0.087 -0.118 26.182 0.036
16 -0.033 -0.052 26.489 0.048
17 0.072 0.017 27.973 0.045
18 -0.117 -0.121 31.941 0.022
19 0.01 0.011 31.969 0.032
20 0.088 0.033 34.211 0.025

Table F.1b Correlogram of standardized residuals squared fortie UIP test outcomes

Lag Partial
Period Autocorrelation Autocorrelation| Q-Stat Prob
1 0.119 0.119 3.8011 0.051
2 0.095 0.082 6.2451 0.044
3 0.059 0.04 7.2034 0.066
4 0.133 0.118 12.063 0.017
5 0.205 0.177 23.535 0
6 0.106 0.054 26.644 0
7 0.104 0.059 29.653 0
8 0.06 0.012 30.646 0
9 0.1 0.042 33.428 0
10 0.088 0.021 35.604 0
11 0.012 -0.052 35.648 0
12 0.038 -0.008 36.063 0
13 0.039 0.001 36.482 0
14 0.033 -0.016 36.792 0.001
15 0.055 0.025 37.642 0.001
16 0.037 0.02 38.041 0.001
17 -0.012 -0.038 38.086 0.002
18 0.041 0.032 38.576 0.003
19 0.061 0.045 39.658 0.004
20 0.041 0.013 40.138 0.005
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Table F.2a Correlogram of standardized residuals oi-GARCH model

Partial
Lag Period Autocorrelation Autocorrelation| Q-Stat Prob
1 0.015 0.015 0.059 0.808
2 -0.015 -0.015 0.120 0.942
3 0.064 0.064 1.220 0.748
4 0.077 0.075 2.843 0.584
5 -0.039 -0.040 3.263 0.660
6 0.138 0.139 8.486 0.205
7 0.067 0.053 9.723 0.205
8 0.036 0.039 10.076 0.260
9 0.033 0.026 10.375 0.321
10 0.098 0.073 13.050 0.221
11 -0.020 -0.023 13.166 0.283
12 -0.009 -0.028 13.189 0.355
13 0.001 -0.027 13.190 0.433
14 0.011 -0.012 13.223 0.509
15 -0.050 -0.054 13.927 0.531
16 -0.003 -0.030 13.931 0.604
17 0.041 0.034 14.420 0.637
18 -0.072 -0.073 15.909 0.599
19 -0.019 -0.006 16.018 0.656
20 0.115 0.109 19.811 0.470

Table F.2b Correlogram of standardized residuals sgared of M-GARCH model

Partial

Lag Period Autocorrelation Autocorrelation| Q-Stat Prob
1 -0.032 -0.032 0.281 0.596
-0.073 -0.074 1.719 0.423

3 0.129 0.124 6.180 0.103
4 0.027 0.030 6.381 0.172
5 -0.039 -0.019 6.788 0.237
6 0.044 0.031 7.315 0.293
7 0.070 0.063 8.675 0.277
8 -0.067 -0.053 9.902 0.272
9 -0.071 -0.076 11.294 0.256
10 0.029 -0.002 11.527 0.318
11 -0.048 -0.045 12.168 0.351
12 -0.044 -0.024 12.716 0.390
13 -0.023 -0.039 12.864 0.458
14 0.036 0.039 13.231 0.508
15 -0.055 -0.034 14.087 0.519
16 -0.024 -0.011 14.255 0.580
17 -0.031 -0.054 14.521 0.630
18 -0.073 -0.069 16.057 0.589
19 -0.064 -0.067 17.240 0.574
20 0.031 0.018 17.524 0.619
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Appendix G: Energy in Returns versus Levels

Table G.1 is an energy table for returns as disfirmen the levels (values) used in the text.

As the table indicates, wavelet energy now conededrin the high detail band, and there is

little indication of any interior maximum or othsign of power at lower details.

Table G.1 Energy decomposition for monthly asset tarns

USD/NZD
NZ monthly | US monthly | JP monthly | AU monthly forward
return return return return monthly
wavelet wavelet wavelet wavelet return
transform transform transform transform wavelet
transform
E(A7)(value) 0.0054 0.0316 0.0069 0.0242 0.0013
E(D1) 0.3671 0.2267 0.4494 0.2476 0.0869
E(D2) 0.1456 0.1016 0.219 0.1025 0.0398
E(D3) 0.0885 0.0754 0.1077 0.0615 0.0243
E(D4) 0.0285 0.0248 0.062 0.0264 0.0077
E(D5) 0.0108 0.0086 0.0399 0.0126 0.0047
E(D6) 0.0035 0.0324 0.0229 0.0054 0.0103
E(D7) 0.0049 0.0037 0.0009 0.0006 0.0018
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Appendix H: Energy Table for a Geometric Ito Proces

Table H.1 depicts the wavelet decomposition of amdard geometric Ito process with an
annual drift of 10% and annual volatility of 20%hd simulated sample is a year with 365
daily observations for which the maximum scaleviavelet decomposition is 8. As is evident
from the table, the energy increases along the $eaél.

Table H.1: Energy decomposition for geometric Ito pocess

Detail level | Detail Energy (%

0.90%
1.12%
1.65%
7.29%
2.99%
8.61%
19.26%
58.18%

| N o O B W N
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