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Abstract 

Threats arising from wireless hacking have been recently acknowledged both 
within academic literature and in the mainstream media. Additionally, it has 
been reported that many users of wireless networks make no attempt to activate 
security measures on their networks. 

This report replicates and expands upon research found in Woon, Tan and Low 
(2005) in order to ascertain characteristics of home wireless network users in 
New Zealand. 
  
The first research area asks the question: aside from the people who activate and 
those who do not, are there also people who are worried about wireless security 
and those who are not? This was proven to be true and that there is indeed a sub-
group of wireless router users in New Zealand who are worried about wireless 
security. 
 
The second research area seeks to determine what factors affect a person’s 
intention to enable or not enable security features on a home wireless network. 
The results showed that: 

▪ The more people notice an increase in the degree of risk posed by 
wireless hacking, the more they feel like they could autonomously enable 
security features.  

▪ The more people feel vulnerable to threats of wireless hacking, the 
more they feel that they would need help in setting up security features 
on their wireless network.  

▪ The more people feel susceptible to wireless hacking, the more they feel 
that enabling security features would require extra efforts of time and 
money on their part.  

▪ In order to get users to secure wireless networks, they must be 
convinced that enabling security features will deter hacker attacks.  

▪ In order to get users to secure networks they need to feel that they 
could actually enable security features by themselves without some form 
of human assistance to help them do it.  
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Introduction  

Results from a 2006 Statistics New Zealand survey showed that almost two-thirds (or 1 million) 

of New Zealand homes are connected to the Internet (Welch, 2007). Wireless local area networks 

(WLANs) have been growing in popularity recently in a number of vertical markets among 

OECD countries, including New Zealand (OECD, 2003). The flexibility presented by WLANs 

has been the most important reason in their widespread deployment and popularity (Srikanth, 

2004).  

Although both wired and wireless communications contain security risks, wireless requires 

special deliberation because of its “air” medium (Royster, 2005). WLANs use radio frequencies 

which contain the same features and benefits of conventional LAN technologies but without the 

restrictions of a cable (Srikanth, 2004). This convenience however, brings with it certain risks. 

Examining the technical specifications of currently available wireless routers reveals that WLAN 

radio frequencies can often travel anywhere from 20 to over 200 meters away from their source. 

This means that wireless signals go beyond the physical property of the user and are present to 

everyone and everything that is within range. Unprotected wireless signals can be detected by 

wireless devices outside a user’s physical home network and information being sent across it can 

be seen by uninvited hackers.  

There are simple and cheap hacking tools available in today’s market that have slanted the 

balance of price, complexity, and deterrence in favor of the novice wireless attacker (Royster, 

2005). Additionally, wireless technology is increasingly found as standard hardware within many 

off-the-shelf computers on the market today – accessing wireless signals (a.k.a., Wi-Fi) with 

these machines simply involves flipping a switch. Looking at the situation globally, a 2008 

Accenture survey report states that despite Wi-Fi piggybacking being classified as criminal 

hacking in the U.S. and the U.K., 12% of the survey respondents from those countries admit to 

having logged on to someone else's unsecured Wi-Fi connection (McMillan, 2008). Furthermore, 

in the 2007 CSI/FBI Computer Crime and Security Survey 17% of the 2007 respondents reported 

abuse of wireless networks within their organizations (Richardson, 2007). This is noteworthy 

because nearly all categories of attacks or misuse measured in the survey indicate a decreasing 
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trend in the number of attacks detected. Misuse of wireless networks, however, is one of the few 

types of attack on the rise. 

The concept of businesses adopting teleworking for their employees is a growing trend in New 

Zealand (Bland, 2004; Griffin, 2005) and the government has recently begun advocating the idea 

as well (Sustainability NZ, 2008). Wireless network security has been shown to be a significant 

concern for New Zealand businesses (Bryce, 2004) and justifiably so. Teleworkers using home 

based unsecured wireless networks to connect to their organizations’ networks present the 

possibility of compromising company systems and information. 

The threats arising from wireless hacking have been acknowledged in recent research (Arbaugh, 

Shankar, Wang & Zhang, 2002; Thomas 2004); however, other recent research has documented 

that oftentimes users of WLANs make no attempt to activate security measures on their wireless 

networks (Mimoso 2003; Poulsen 2001).  

This report replicates and expands upon research found in Woon, Tan and Low (2005) but will 

focus on ascertaining characteristics of home wireless network users in New Zealand. To begin 

with, the research is based upon the simple reality that some people enable security features and 

some do not.  

The first research question of this report expands upon this idea and looks at a different 

dimension of groups of wireless network users. That is, based upon certain clues contained 

within Woon, Tan and Low (2005) there appears to be a group of people who are worried about 

security in general and there is a group who are not. Woon, Tan and Low (2005) do not 

specifically acknowledge these details within their research; this report seeks to find if there 

really is an underlying group of concerned wireless network users in New Zealand. 

The second research question in this report is similar to the theme of the research presented by 

Woon, Tan and Low (2005) and seeks to discover the factors that influence the behavioral 

intentions of wireless network users in New Zealand.  

In order to determine whether there is indeed an underlying group of people who are worried 

about security, this report will analyze and assess patterns of responses to the independent 

variable scale item data. Likewise, in order to identify the elements which set apart people who 
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enable wireless network security from those who do not, this report will focus on measuring the 

concept of behavioral intention. Behavioral intention was selected because it is understood to be 

the immediate precursor to actual behavior (Ajzen, 2002). 

To facilitate the objective of measuring behavioral intention, this report will provide background 

on certain motivational theories and then use that information to develop a series of tests to 

determine the intentions of wireless network users. The protection motivation theory (which is a 

health behavior theory) is used to develop six independent variables which help to assess the 

dependent variable of behavioral intention. Additionally, the transtheoretical model (a stage 

theory) is added to further help analyze the behavior intentions of the dependent variable. 

The report then presents the methodology of the data collection for the independent variables and 

the coping stages. That is, a thirty-three item online questionnaire which incorporated the test 

questions was made available electronically to New Zealand-based respondents.   

Next, the report presents some of the overall statistics of the survey respondents and tests the 

data for both main hypotheses with various statistical analyses using SPSS. The findings 

emerging from these tests are then discussed with a particular focus on whether they support the 

statements made in the two main hypotheses.  

Finally, some of the implications and limitations of the research are discussed and the results of 

the report are summarized. 

The results emerging from this report are important for two reasons. First, they will add to the 

academic legitimacy of the original work done by Woon, Tan and Low (2005). Secondly, they 

will contribute data to Wellington area public officials, academics and area businesses that could 

be used to develop policies, procedures or other educational mechanisms to address and reduce 

the risks posed to the users of unprotected wireless devices. 

Research Issue One 

The basis for this research item emerges from several unaddressed factors within the report by 

Woon, Tan and Low (2005). Regardless of whether or not they have enabled security measures, 
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is there another way to categorize wireless network users: those who are worried about wireless 

security versus those who are not? 

 The Woon, Tan and Low (2005) report was based upon a 189 response sample set. Out of the 

189 respondents, 73 people had not enabled their security features and 116 people had enabled 

their security features. What is noteworthy about this sample set is that the researchers also asked 

respondents to reveal who enabled the security features on their wireless networks. The aim of 

this question was to help assess the behavioural intention of study respondents and the 

researchers used the data for that purpose only. Their results showed that only 62 of the 116 

enablers performed the enabling actions themselves while the remaining 54 enablers had 

someone else perform the enabling actions for them. This means that only 33% of the 189 

responders actually made the effort to perform any actions by themselves. This is important for 

two reasons: it suggests that there may in fact be two different types of people using home 

wireless routers; and that these two groups cannot necessarily be identified by assessing enabled 

versus not enabled.  

Woon, Tan and Low (2005) do not address this issue in their report; although it appears they 

unwittingly provide supporting evidence for it in their research with what they describe as a 

technical “knowledge quiz” assessment of the respondents. The statistical tests on the quiz data, 

as completed by Woon, Tan and Low (2005), show that the quiz resulted in two clear groups of 

study respondents. The quiz was intended to identify a low knowledge group and a high 

knowledge group; it would be expected then that the number of low knowledge respondents 

would be about equal to the number of non-enablers and likewise that the number of high 

knowledge respondents would be about equal to the number of enablers. Since this did not occur, 

their knowledge quiz may not actually have been testing technical knowledge. Rather, it may 

suggest that there are two different types of people using home wireless networks: those who 

seem worried (or concerned) about wireless security and those who do not. Establishing if this 

categorical determinant exists is the first primary research objective of this report.  
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Research Issue Two 

The second objective of this report seeks to replicate the overall theme of the research found 

within Woon, Tan and Low (2005): determining the factors that influence behavioral intention. 

Simply put, what factors affect a person’s intention to enable or not enable security features on 

home wireless networks?  

This section of the report discusses two theories which help to explain behavioral intention (i.e., 

why people engage in unsafe practices and whether they plan on changing those behaviors):  

• The PMT (Protection Motivation Theory);  

• The TTM (Transtheoretical Model). 

 

Research suggests that protection motivation is an inferred mental state (i.e., it cannot be 

observed directly), but it can be measured by behavioral intention (Neuwirth, Dunwoody & 

Griffin, 2000). Likewise, TTM supports the assessing of and analyzing of behavioral intention by 

categorizing an individual into one of a series of decision stages.  

Since behavioral intention is thought to be a reasonable predictor of behavior (Neuwirth, 

Dunwoody & Griffin, 2000), identifying the behavioral intentions of home wireless router users 

will reveal the characteristics that set apart users of wireless routers who secure their wireless 

routers from those who do not.  

Protection Motivation Theory 

Components of PMT 

PMT posits that environmental and personal factors combine to create potential threat inputs to 

an individual. These inputs initiate two cognitive mediating processes within an individual: the 

threat-appraisal pathway and the coping-appraisal pathway. (See Figure 1). Each pathway 

addresses certain responses to threats: the maladaptive response in the threat-appraisal pathway 

and the adaptive response in the coping-appraisal pathway. The overall outcome of the two 

appraisal processes is the coping response, or coping mode – which could be either adaptive 

coping or maladaptive coping (Rippetoe & Rogers, 1987; Tanner, Day & Crask, 1989). 
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It is important to note that though the sources of information (environmental and personal 

factors) are essential within the PMT model, the background of and features comprising these 

elements are out of scope of this report. 

Threat-Appraisal  

Threat-appraisal is an individual's judgment of the amount of risk presented by a threat. In the 

PMT model, a maladaptive response means something that is counterproductive to the 

individual. In the context of reacting to a threat, a maladaptive response is one in which no 

measures are taken to protect oneself from the risk presented by the threat. The threat-appraisal 

process is addressed first, since a threat must be perceived or identified before there can be an 

evaluation of the coping options (Floyd, Prentice-Dunn & Rogers, 2000).  

The three components of threat-appraisal: 

• Perceived vulnerability (the individual’s assessment of the chances of the threatening 

event occurring);  

• Perceived severity (the severity of the repercussions of the event); and,  

• Perceived rewards (intrinsic and extrinsic incentives related to the threatening event).  

 

See Figure 2. Rewards will increase the likelihood of choosing the maladaptive response (not to 

protect the self or others), while threat (i.e., vulnerability and severity) will decrease the 

likelihood of choosing the maladaptive response (Floyd, Prentice-Dunn & Rogers, 2000). 
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Coping-Appraisal 

Coping-appraisal is an individual’s perceived ability to contend with and prevent the potential 

loss or damage resulting from a risk. In the PMT model, an adaptive response is something that 

is productive to the individual. In the context of reacting to a threat, an adaptive response is one 

in which protective measures are taken to reduce the risk posed by the threat.   

The three components of coping-appraisal: 

• Self efficacy (the individual’s belief in his/her own competence to accomplish the 

adaptive response);  

• Response efficacy (the potential success of the adaptive response); and,  

• Response cost (the envisioned expenditures—monetary, time, effort—in adopting the 

adaptive response).  

 

See Figure 2. Response efficacy and self-efficacy will increase the likelihood of choosing the 

adaptive response, while response costs will decrease the likelihood of choosing the adaptive 

response (Floyd, Prentice-Dunn & Rogers, 2000). 

 

Coping Response 

The output of these appraisal-mediating processes is the coping response. Coping response refers 

to an individual’s intentions to begin, maintain, or reduce the pertinent adaptive responses 
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(Floyd, Prentice-Dunn & Rogers, 2000). Coping response is “protection motivation”. Measuring 

the coping response of an individual will reveal the behavioral intention, or coping mode of an 

individual. 

Value of using PMT 

PMT research has traditionally been carried out in health focused studies; however, numerous 

studies have identified and demonstrated its cross-functional utility outside of health related 

matters (Rogers & Prentice-Dunn, 1997). Such topics have included political issues, 

environmental concerns and protecting others (Floyd, Prentice-Dunn & Rogers, 2000). 

Additionally, PMT has been formally extended to include social risks (Ho, 1998). The PMT has 

been used effectively in social research for predicting behaviors (Stanton et al, 2005; Martin, 

Bender & Raish, 2007; Pahnila, Siponen & Mahmood, 2007; Woon, Tan & Low, 2005).  

Bringing the PMT and TTM together 

Recent research suggests that there is an implicit break in the linking of intention and behavior in 

non stage-based theories (Schwarzer, 2008). An integrated PMT-TTM model can lead to a more 

thorough assessment of the cognitive and motivational processes that individuals experience in 

mitigating risk, thus helping to bridge the gap between intention and behavior (Martin, Bender & 

Raish, 2007). The integrative model accomplishes this by revealing which risk variables are most 

successful at motivating individuals in the assorted decision stages (Martin, Bender & Raish, 

2007). See Figure 3: 

 



Page | 14  

 

 

Transtheoretical Model (TTM) 

Stage Theories 

The degree of readiness to accept and act on a risk has been shown to impact individuals’ 

motivation to protect themselves from a risk (Martin, Bender & Raish, 2007). Attaining a new 

healthy behavior or adjusting an unhealthy behavior is the consequence of a dynamic process 

involving advancing through a series of specific stages (Grimely, Williams, Miree & Baichoo, 

2000). Stage theories put forth that individuals can be differentiated based upon assessing those 

who have not yet decided to change their behavior, those who have decided to change, and those 

already performing the new behavior (Martin, Bender & Raish, 2007).  

Importance for this Research 

The transtheoretical model (TTM) is a stage theory that analyzes behavior change by presenting 

an ordered set of categories into which individuals can be classified (Grimely et al, 2000). Based 

upon ordered classifications, it is then possible to recognize the factors (e.g., vulnerability, risk 

severity) that clarify how to more effectively communicate with each subgroup (Weinstein, 

Rothman & Sutton, 1998; Martin, Bender & Raish, 2007).  

Components of TTM 

The TTM consists of six decision-making stages that an individual encounters when exposed to a 

risk (See Figure 4); TTM research places individuals into one of the six stages (or some 

predetermined subset) according to their behavior and intentions to undertake risk-mitigating 

actions (Prochaska, Norcross & DiClemente, 1994).  
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Although the actual number of stages has fluctuated over the years of TTM development (Block 

& Keller, 1998), most empirical studies of the TTM reduce the assessment of individuals to a 

subset of these six stages based on their behavior and intentions to undertake risk-mitigating 

actions (DiClemente et al, 1991). The most typical model of reduced TTM stages is a three-tier 

subset. The method to create this type of subset of individuals usually requires using subjective 
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knowledge criteria (Martin, Bender & Raish, 2007) and the three resultant coping stages are 

characterized in Figure 5: 

 

 

Value of using TTM 

The transtheoretical model (TTM) of change has been utilized across a wide array of addictive 

and non-addictive health-related behaviors, such as smoking cessation, alcohol abuse, AIDS risk 

reduction, exercise adoption, weight control and diet, sunscreen use, condom and other 

contraceptive use, and medication adherence (Block & Keller, 1998; Grimely et al, 2000). 

Decision stage theories (such as TTM) have been used to study health behavior transformations 

based on the postulation that a set of variables will influence different people in different ways 

(Horwath, 1999). 
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First Main Hypothesis 

The first research question seeks to determine whether a different category of home wireless 

network users exists beyond simply those enable security features versus those who do not.  

Woon, Tan and Low (2005) unintentionally showed that supplemental quizzes may not in fact 

measure intended concepts. Therefore, this research report avoids that method and assesses the 

existence of the proposed sub-groups based upon data attained through more reliable devices: the 

independent variable scale items. Response values for each of the independent variable scale 

items would indicate two patterns, or groups, in the collected data. Diagram 1 (below) illustrates 

an example of this effect: a bunching of response values clustered on the high end of the scale 

and a bunching of response values clustered on the lower end of the scale. 

 



Page | 18  

 

 

The hypothesis for this first main research question is straightforward:  

There are two significantly distinct groups of home wireless network users: those who 

are concerned about wireless security and those who are not. 

 

Note: The existence of this pattern of responses has implications for other types of statistical 

analyses and that will be addressed further on. 

Second Main Hypothesis 

The second research question focuses on determining the factors that influence behavioural 

intention. As such, this section of the report utilizes the components of the PMT to put forward 

six hypotheses that will help to identify the behavioral intentions (coping modes) of home 

wireless router users.  

Defining the Dependent and Independent Variables  

The coping response (i.e., an individual's intent to embrace a recommended behavior) is the 

measured (or dependent) variable in this study. The dependent variable is assessed by testing the 

six independent variables contained within the threat-appraisal and coping-appraisal elements of 

the PMT. Since these two elements are made up of opposing principles, the outcome of these 

independent variables tests will indicate two contrasting behavioral intentions.  
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Essentially this means that we end up with a dualistic dependent variable (i.e., a variable 

possessing two distinct aspects – parts from the threat appraisal and parts from the coping 

appraisal). See Figure 6: 

 

 

Threat Appraisal Element 

The outcome, or behavior, arising out of the threat-appraisal tests is called the maladaptive 

response. The maladaptive response is the behavioral intention of an individual to not protect his 

or her self from wireless network threats (i.e., not enable the security features on their home 

wireless router). See Figure 7: 
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Coping Appraisal Element 

The outcome, or behavior, arising out of the coping appraisal tests is the adaptive response. The 

adaptive response is the behavioral intention of an individual to protect his or her self from 

wireless network threats (i.e., enable the security features on their home wireless router). In this 

study, the recommended behavior is this adaptive response. See Figure 8:  

 

The following two sub-sections will discuss the details of the tests (or hypotheses) for each of the 

six independent variables contained within the threat appraisal and coping appraisal. 

Threat Appraisal 

The threat appraisal process evaluates behavior that is counterproductive to an individual (Floyd, 

Prentice-Dunn & Rogers, 2000). Perceived vulnerability, perceived severity and perceived 

rewards are the three constructs of the threat appraisal – the amount of threat experienced by an 

individual is a combination of severity and vulnerability, minus the rewards. Figure 9 provides 

an overview of how the maladaptive coping response is assessed for this study: 
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Perceived Vulnerability  

Perceived vulnerability refers to a person’s assessment of his/her own chances of being exposed 

to a security threat (Rogers, 1983). The concept of ‘threat’ for this research report refers to 

unauthorized access to an individual’s wireless network. PMT-based research has shown that 

individuals who exhibit high levels of perceived vulnerability also show increased intention to 

adopt a recommended coping response (Rogers, 1983; Rippetoe & Rogers, 1987; Wurtele, 1988; 

Wurtele & Maddux, 1987).  

H1: Perceived vulnerability is significant in determining if an individual adopts the 

recommended behavior of enabling security measures on a home wireless network. 

Perceived Severity 

Perceived severity refers to the consequences to individuals if a security threat occurs (Pahnila, 

Siponen & Mahmood, 2007). The concept of a ‘consequence’ for this research report refers to 

the loss of personal information and loss of online identity.  

There are inconsistencies between the existing theory and practice in regards to this construct. 

Health related PMT research has found that severity is the least significant of the cognitive 

mediating factors (i.e., Maddux and Rogers, 1983; Milne, Sheeran & Orbell, 2000); conversely, 

the most commonly utilized IT security management frameworks (SIGS, 2002; Stoneburner, 
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Goguen & Feringa, 2002; ISO/IEC, 1998) promote a risk assessment (i.e., risk management) 

approach to handling security threats.  

Risk management plans operate on the principle of perceived severity – since risk levels increase 

when the severity of a loss from a threat increases, risk reduction actions are taken only when 

those levels of risk become unsatisfactorily high.  

H2: Perceived severity is significant in determining if an individual adopts the 

recommended behavior of enabling security measures on a home wireless network. 

Perceived Rewards 

Perceived Rewards are intrinsic and extrinsic maladaptive (i.e., counterproductive) responses to 

a security threat (Floyd, Prentice-Dunn & Rogers, 2000). In this context, rewards refer to 

personal feelings of safety, personal comparisons to what others are doing and evaluation of 

future exposure to risk. 

Whereas ‘threat’ decreases the chances of an individual selecting the maladaptive response, an 

intrinsic or extrinsic reward increases the chances of an individual selecting the maladaptive 

response (Floyd, Prentice-Dunn & Rogers, 2000).  

There is a controversy in the social sciences as to the pros and cons of measuring intrinsic and 

extrinsic motivations in research (Cameron & Pierce, 2002). As such, there has been sparse PMT 

related research incorporating the perceived rewards construct (Abraham, Sheeran, Abrams, & 

Spears, 1994; Stanton et al, 2005). As the aim of this research report is to wholly analyze the 

behavioral intentions of individuals utilizing wireless router security features, the intrinsic 

satisfaction and extrinsic approval of taking on the recommended behavior are measured. 

H3: Perceived rewards are significant in determining if an individual adopts the 

recommended behavior of enabling security measures on a home wireless network. 

Coping Appraisal 

The coping appraisal process evaluates the ability of an individual to deal with and avert an 

exposed threat (Floyd, Prentice-Dunn & Rogers, 2000). Response efficacy, self efficacy and 
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response cost are the three constructs of the coping appraisal – the amount of coping ability 

experienced is a combination of response efficacy and self efficacy, minus response costs. Figure 

10 provides an overview of how the adaptive coping response is assessed for this study: 

 

 

Response Efficacy 

Response efficacy relates to the belief in the perceived benefits of an action and that that action 

(i.e., the coping response) will be useful in providing protection from risks (Rogers, 1983; 

Pahnila, Siponen & Mahmood, 2007). The ‘coping response’ for this research report is 

contextualized using guidelines taken from US-CERT publications (Wireless Security, 2006; 

McDowell, Householder & Lytle, 2005) as these resources highlight many of the potential 

threats of wireless technology and suggest how to secure a home wireless network.  

PMT-based research has shown that there are positive correlations between response efficacy 

and coping response ranging from significant to medium effects (Maddux & Stanley, 1986; 

Wurtele, 1988).  

H4: Response efficacy is significant in determining if an individual adopts the 

recommended behavior of enabling security measures on a home wireless network. 
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Self Efficacy 

Self efficacy stresses an individual’s judgment of their capabilities to cope with the task ahead 

(i.e., their ability to perform the coping response) (Pahnila, Siponen & Mahmood, 2007). 

PMT-based research on self efficacy beliefs provides proof that self efficacy is a considerable 

controlling agent in motivational, cognitive, and affective processes (Floyd, Prentice-Dunn & 

Rogers, 2000).   

For example, the following PMT-based research shows there are significant positive correlations 

with self efficacy on:   

• Behavioral change (Bandura, 1977; Bandura, Adams, Hardy & Howells, 1980; Condiotte & 

Lichtenstein, 1981);  

• Coping response (Fruin, Pratt & Owen, 1991; Maddux & Rogers, 1983; Maddux & Stanley, 

1986); and,  

• Intention (Milne, Sheeran & Orbell, 2000).  

  

H5: Self efficacy is significant in determining if an individual adopts the 

recommended behavior of enabling security measures on a home wireless network. 

Response Costs 

Response costs are the estimated expenditures an individual associates with a particular course of 

action (Woon, Tan & Low, 2005; Floyd, Prentice-Dunn & Rogers, 2000). In this context, costs 

refer to the expenditures involved with performing the coping response (e.g., monetary expenses, 

difficulty of the action, or personal inconvenience in terms of both time and effort). 

Whereas ‘efficacy’ (i.e., sense of individual ability) increases the chances of an individual 

selecting the adaptive response, response costs decreases the chances of an individual selecting 

the adaptive response. 

PMT-based research provides that there is a significant link between response cost and coping 

response (Helmes, 2002; Neuwirth, Dunwoody & Griffin, 2000).  
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H6: Response cost is significant in determining if an individual adopts the 

recommended behavior of enabling security measures on a home wireless network. 

PMT-based Research Model 

Figure 11 represents how the dualistic dependent variable is assessed by testing the six 

independent variables contained within the threat-appraisal and coping-appraisal elements of the 

PMT.  

 

 

Incorporating TTM Elements 

Adding TTM elements onto the PMT-based model allows for enhanced analysis and prediction 

of the dualistic dependent variable. In this study, this essentially means breaking down the 
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dependent variable into three components instead of two. The overall objective is to further 

analyze the intent of the individuals within the maladaptive (have not enabled) response.  

Breaking down the dependent variable into three sub-components is accomplished by assessing 

the number of risk-reduction behaviors that individuals have already performed or intend to 

perform to protect their computer systems from threats. (The survey instrument assesses ten risk 

reduction behaviors). Based on these results, individuals are grouped into one of three possible 

coping stages: 

• Non-Intenders (Individuals completing three or less risk-reduction behaviors); 

• Intenders (Individuals completing four to six risk reduction behaviors); and 

• Actors (Individuals completing seven or more risk reduction behaviors). 

 

Figure 12 illustrates how the TTM elements are added onto the PMT-based model: 
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Methodology  

This section describes the approach to collecting the data concerning the independent variable 

test questions. It is important to reiterate that the data collected from the independent variable 

scale items are essential in analyzing both main hypotheses. 

In order to collect the research data, a thirty-three item online questionnaire comprised of three 

sections was made electronically available to New Zealand-based users of home wireless routers. 

The survey consisted of three sections: demographics, PMT elements and TTM risk behavior 

assessment items. See Appendix – The Survey Instrument. 

Demographics 

The demographics section captures the brand of wireless routers used by the respondent, the 

duration of use of the router by the respondent and the age of the respondent. This was in part 

based upon Woon, Tan and Low (2005) who also checked the ownership of home wireless 

networks by asking respondents for the brand of their wireless network; thus, adding a sense of 

eligibility and suitability of a respondents’ responses.   

PMT Elements 

The PMT research items are measured using a seven-point Likert scale. This level of 

measurement was based upon the design of the survey within Woon, Tan and Low (2005). 

Previous PMT-based research has been successful in incorporating the use of surveys to measure 

all the cognitive variables and to examine the cognition intention links (Pechmann, Zhao, 

Goldberg & Reibling, 2003). The final wording and structure of the threat-appraisal and coping 

appraisal questions were based upon the validated design found within the survey of Woon, Tan 

and Low (2005).  

TTM Stages 

The research items that assess the risk reduction behaviors within the TTM portion of the 

research model are measured using five-point scales. Since these scales were not intended for 

direct comparison with or against the independent variable scales, the levels of measurement 
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were not based upon the same seven-point Likert scales. The assessment of risk behaviors is only 

intended to break down the dualistic dependent variable into three coping stages. The 

independent variable scales could then be used to measure the resultant three coping stages. 

Each of the ten risk-reduction behaviors was measured using the following five-point scale: 1 = 

already done, 2 = will do next month, 3 = will do in 3–6 months, 4 = will do within the next year, 

and 5 = probably will not do. 

Previous TTM-based research provides validity and purpose of structure regarding the primary 

TTM research components included in this survey (Martin, Bender & Raish, 2007). The ten risk-

reduction behaviors included in this survey were developed based upon guidelines taken from 

US-CERT publications (Wireless Security, 2006; McDowell, Householder & Lytle, 2005).  

Design & Respondents 

The data collection within this report is set up cross-sectionally rather than longitudinally. 

Concerning eligibility, any person living in New Zealand (regardless of age, sex, race, ethnicity, 

education or citizenship) who used a wireless router in their home qualified as a respondent for 

the survey. There were no other qualifications or restrictions.  

Collection Device 

The data for the research report was collected by means of an electronic (web-based) survey 

questionnaire. The target sample of usable responses of this research survey was approximately 

200 usable sets of data. The final collected usable sample set was 103 responses.  

Sample Size 

There are no reliable statistics available to indicate exactly how many households in New 

Zealand use a wireless router in their home network. It is known that, as of 2007, one million 

New Zealand homes are connected to the Internet. If we assume that just one-half of one percent 

of that population use a wireless router in their home, the estimated population in New Zealand 

would be about 5000 people. Using the formula established in Cochran (1977) for determining 

sampling size in continuous data, we would find that the minimum returned sample size would 

be 116 samples. This indicates that the sample size (103 responses) used in this study is most 
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certainly below a standard accepted amount. See Figure 13 for the estimated sample size 

calculation: 

 

 

In the next section, the several statistics concerning the independent variables will be examined 

to determine just how well this particular sample represents the overall population. But, it must 

be made explicitly clear that the sample size of 103 used in this research report is indeed below 

the minimum acceptable amount which would indicate statistical validity. 

Data Analysis 

This first part of this section discusses the demographic data collected in terms of the dependent 

variable. The second part of this section describes the data collected relating to the independent 

variables through histograms. The third part of this section discusses and tests the data in context 

of Hypothesis One. The last part of this section carries out several statistical analyses in order to 

test the data in the context of the statements contained within Hypothesis Two.    

Demographic Data 

The first part of this section illustrates many of the basic details regarding the survey 

respondents. Frequency distributions were run on the dependent variable and then on the 

demographic measures in order to categorize the 103 respondents into those who have not 
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enabled the security feature on their home wireless routers and those who have enabled security 

features on their routers.  

First, a bimodal distribution was generated with the dependent variable to determine exactly how 

many respondents have not enabled security features and how many respondents have enabled 

security features. The expectation was that the distribution of non-enablers to enablers would be 

more equal; but as the chart below illustrates, 21 respondents have not enabled and 82 have 

enabled security features. The fact that nearly 80% of respondents have enabled security features 

is higher than expected and indicates that people in this sample may be much more security 

conscious than the actual population. 
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Similarly, a trimodal distribution was used to assess how the respondents fit into the three-tier 

subset of coping stages; this test concluded that there were Non-Intenders, Intenders, and Actors 

(n = 9, 12, 82, respectively). An individual was categorized as being in the “Actor” stage if that 

person had performed the recommended behavior (i.e., enabled the security settings on the 

wireless device); this was decision stage behavior (question) number seven in the survey 

instrument – see Appendix. 

The remaining nine decision stage behaviors (questions) assessed the Non-Intenders and 

Intenders. An individual was categorized as a “Non-Intender” if that person had four or more 

behaviors that they answered as “will not do.” All those who did not fall into the “Actor” or the 

“Non-Intender” categories were classified as “Intenders.”  
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Respondents were asked how long they had been using a home wireless router. The average 

duration of use was 12.3 months.  
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The results indicate the average age of the respondents was 32.  
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Comparing the age of the respondents to their respective coping stage reveals that there are 

relatively even distributions of ages within each stage. From this chart, it appears that age does 

not appear to be a factor in how respondents fit into a coping stage. 
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Comparing respondents’ duration of use to their respective coping stages reveals that there are 

several respondents within the sample who have been using a home wireless router for more than 

12 months, yet still do not intend on activating wireless security features.  
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Describing the Variables 

The second part of this section describes the data collected relating to the independent variables 

through histograms.  

Table 1 describes the test questions used in the survey instrument to gather data for each of the 

six independent variables (i.e., perceived vulnerability, perceived severity, perceived rewards, 

response efficacy, self efficacy and response cost). Each question was assigned a code to aid in 

tracking and interpreting the data during statistical analysis. For example, there were two test 

questions used with perceived vulnerability independent variable; the first question was assigned 

the code ‘PerVul1’ and the second question was assigned the code ‘PerVul2’. Each of the other 

questions used with the other five independent variables were coded in a similar manner. 

To gather data concerning these test questions, the survey instrument used a seven-point Likert 

scale (where 1 = high/most and 7 = low/least).  
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Histograms 

Simple histogram charts are used below to visual these results; the mean (average) of the scores 

as well as the standard deviation of the mean are also presented to help describe the data.  
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The mean represents a summary of the data for a scale item question. If that summary is not 

really representative of the actual scores, than the mean may not be completely reliable in 

representing the question in statistical analysis tests in which a ‘poor’ mean is compared against 

a more accurate mean. 

To determine the accuracy of how well the mean represents the data for the question, the 

standard deviation is used. Small standard deviations (in relation to the value of the mean itself) 

indicate that data points are close to the mean (Field, 2005). Large standard deviations (in 

relation to the mean) indicate that the data points are distant from the mean (i.e., the mean is not 

an accurate representation of the data) (Field, 2005).   

Based upon the theoretical investigation of these variables from the previous section, a positive 

skew should be present for perceived vulnerability; that is, the mean score would be on the 

higher end of the scale for each of these questions (i.e., most people would agree to feeling 

susceptible to wireless hacking).  

The histograms for PerVul1 and PerVul2 show that the positive skews did not occur; also, the 

high standard deviation scores (2.007 and 1.967, respectively) imply that the means (3.33 and 

4.28, respectively) are not good fits for each question. 
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The PMT-based research suggests a positive skew should be present for perceived severity; that 

is, the mean score would be on the higher end of the scale for each of these questions (i.e., most 

people would agree that the threats posed from wireless hacking are a serious issue).  
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The histograms for PerSer1, PerSer2, PerSer3 and PerSer4 show that the positive skews did not 

occur; also, each scale item had a relatively high standard deviation scores compared to the 

mean. This implies that the means are not good fits for each item. 
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The PMT-based research suggests a negative skew should be present for perceived rewards; that 

is, the mean score would be on the lower end of the scale for each of these questions. 

The histograms for Rwrd1, Rwrd2 and Rwrd3 show that the negative skews did not occur; also, 

each scale item had relatively high standard deviation scores compared to the mean. This implies 

that the means are not good fits for each item: 
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The PMT-based research suggests a positive skew should be present for response efficacy; that 

is, the mean score would be on the higher end of the scale for each of these questions (i.e., most 

people would agree that enabling security features will deter hacker attacks). 
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The histogram for the ResEff1 question shows the expected positive skew and the other three 

items (ResEff2, ResEff3, ResEff4) show a slightly positive skew. However, each of the four 

scale items had a relatively high standard deviation score compared to its mean. This implies that 

the means are not good fits for each item. 
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The PMT-based research suggests a positive skew should be present for self efficacy; that is, the 

mean score would be on the higher end of the scale for each of these questions (i.e., most people 
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would probably feel like they could enable security features by themselves and not need some 

form of human assistance to help them getting enabled).  

The histograms for SelfEff1, SelfEff2 and SelfEff3 show that slightly positive skews did occur. 

However, each scale item had a relatively high standard deviation scores compared to the mean. 

This implies that the means are not good fits for each item. 

76543210

50

40

30

20

10

0

Fr
eq

ue
nc

y

Mean =2.12�
Std. Dev. =1.381�

N =103

SelfEff1

 



Page | 47  

 

86420

40

30

20

10

0

Fr
eq

ue
nc

y

Mean =2.29�
Std. Dev. =1.57�

N =103

SelfEff2

 

86420

40

30

20

10

0

Fr
eq

ue
nc

y

Mean =2.76�
Std. Dev. =1.897�

N =103

SelfEff3

 

 

The PMT-based research suggests a negative skew should be present for response cost; that is, 

the mean score would be on the lower end of the scale for each of these questions (i.e., most 
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people would agree that enabling security features would be easy and would not require extra 

efforts of time and money on their part). 

The histograms for ResCost1, ResCost2 and ResCost3 show that slightly negative skews did 

occur, but ResCost4 does not show this trend. Each scale item however, had a relatively low 

standard deviation score compared to its mean. This implies that the means could possibly be 

good fits for each item. 
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Testing Hypothesis One 

The third part of this section begins by examining the patterns illustrated within the above 

histograms to find out if there are in fact underlying groups of people who can be classified as 

concerned or not concerned about wireless security. These observations are then confirmed via 

statistical testing.  

Each one of the above histograms shows a relatively uneven distribution of response values – 

only a handful of the items show strong means values. The most recognizable pattern emerging 

from nearly each scale item is one of a group of response values clustered on the high end of the 

scale and a group of response values clustered on the lower end of the scale. That is, two 

distributions appear on an individual scale: one group of responses distributed between 1-3 and 

another group of response distributed between 5-7. (For example, the PerVul2 question clearly 

showed two distributions on the response scale.) This helps to corroborate the belief that there is 

a dichotomy of respondents. But to validate the postulation that two (or more) series of these 

scale item readings represent basically the same or significantly different values, the T-Test is 

performed on the independent variables. The T-Test assesses whether the means of two groups 

are statistically different from each other (T-Test, 2008). 
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Independent Samples T-Test 

The T-Test compares one grouping variable against the twenty independent variables. For this 

research, the grouping variable is constructed by taking the PerVul2 scale item (i.e., because the 

original histogram clearly showed two distributions on the response scale) and recoding as a 

grouping or classification variable. The resulting variable categorizes responses 1-3 as the people 

who feel concerned about wireless security and responses 4-7 as the people who do not feel 

concerned about wireless security.  

With an Independent Samples T-Test, the equality of variances must first be assessed to 

determine whether the variances from the two samples are different (Levene's F-Test for 

Equality of Variances). If the p-value is greater than .05 than the two variances are 

approximately equal – the ‘equal variances assumed’ output is used for interpreting the T-Test. If 

the "Sig.", or p-value, is less than .05 than the two variances are significantly different – the 

‘equal variances not assumed’ output is used for interpreting the T-Test.  

The t-value itself will be positive if the first mean is larger than the second and negative if it is 

smaller. The larger the t-value, the less likely it occurred by chance (Field, 2005). 

The recoded PerVul2 variable classifies 42 respondents as ‘concerned’ (the distribution of 

respondents in the high end of the scales) and 61 respondents as ‘not concerned’ (the distribution 

of respondents in the low end of the scales). 
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The below Group Statistics and Independent Samples T-Test tables indicate: 

• Eight of the twenty scale items do not have statistically different groups in their means: 

Rwrd1-3, ResEff1-4 and SelfEff3. 

o For each of these items it is apparent in the Group Statistics table that the reported 

means for each item appear too close to be dissimilar. Plus in the Independent 

Samples T-Test table, the F-Test results for each item show that the t-value is not 

significant (at p < .01 level [2-tailed]). 

• Twelve of the twenty scale items do have two statistically distinct groups in their sample 

means: PerVul1-2, PerSer1-4, SelfEff1-2 and ResCost1-4. 

o Each of these items showed considerable differences in the means per item 

(Group Statistics Table) as well as significant results in the Independent Samples 

T-Test table within each F-Test (at the p < .01 level [2-tailed]). 
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Group Statistics
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Independent Samples Test

30.905 .000 -3.814 101 .000 -1.442 .378 -2.192 -.692

-4.155 99.688 .000 -1.442 .347 -2.130 -.753

.240 .625 -23.023 101 .000 -3.651 .159 -3.966 -3.337

-23.201 90.618 .000 -3.651 .157 -3.964 -3.339

4.569 .035 -2.642 101 .010 -1.044 .395 -1.829 -.260

-2.719 96.166 .008 -1.044 .384 -1.807 -.282

5.298 .023 -2.664 101 .009 -1.064 .399 -1.856 -.272

-2.746 96.632 .007 -1.064 .387 -1.833 -.295

15.061 .000 -3.181 101 .002 -1.173 .369 -1.905 -.442

-3.422 100.869 .001 -1.173 .343 -1.853 -.493

11.662 .001 -3.264 101 .002 -1.214 .372 -1.951 -.476

-3.492 100.999 .001 -1.214 .348 -1.903 -.524

.177 .675 -.279 101 .781 -.083 .297 -.671 .506

-.281 90.032 .780 -.083 .295 -.669 .503

.023 .881 -.225 101 .822 -.089 .395 -.873 .695

-.225 87.879 .823 -.089 .396 -.875 .697

.353 .554 -.586 101 .559 -.168 .287 -.738 .402

-.579 84.640 .564 -.168 .291 -.746 .410

1.437 .233 1.051 101 .296 .208 .198 -.185 .602

1.023 79.744 .309 .208 .204 -.197 .614
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-3.644 87.359 .000 -1.125 .309 -1.738 -.511

8.308 .005 -3.869 101 .000 -1.128 .292 -1.706 -.550
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ResEff3

ResEff4

SelfEff1

SelfEff2

SelfEff3

ResCost1

ResCost2

ResCost3

ResCost4

F Sig.
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t df Sig. (2-tailed)
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95% Confidence
Interval of the
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t-test for Equality of Means
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Testing Hypothesis Two 

The last part of this section explains and executes several statistical analyses with the aim of 

testing the data in the context of the statements contained within Hypothesis Two (i.e., 

determining the factors that influence behavioural intention).  

It has been noted that the mean values emerging for many of the independent variables are not 

good summaries of their respective models. This does not necessarily imply that statistical 

analyses should not be performed with these mean values, rather it suggests that any test results 

coming out of these analyses may not accurately reflect what occurs in the actual population of 

wireless router users in New Zealand. Therefore, testing of the six postulations contained within 

Hypothesis Two continues below beginning with a factor analysis and a reliability analysis to 

assess the validity and reliability of the independent variables. Then, correlation analysis and 

regression analysis are used to relate the variables and predict outcomes for dependent variable 

from one or more of the independent variables. 

Factor Analysis 

Factor analysis is a technique for identifying groups or clusters of variables (Field, 2005). 

Performing a factor analysis on the independent variables will help to understand the structure of 

the set of variables; that is, it will help to visualize that the questions used to assess each 

independent variable are really measuring the concept within that variable which they are 

supposed to. For example, are the four questions regarding response efficacy all really measuring 

the concept of response efficacy. 

KMO 

The Kaiser-Meyer-Olkin (KMO) statistic is used to measure sampling adequacy. The KMO 

produces a statistical value between 0 and 1: a result close to 0 indicates dispersion in the pattern 

of relationships (consequently, factor analysis is likely an unsuitable for correlating factors); a 

result close to 1 indicates that patterns of relationships are relatively compact (as a result, factor 

analysis should yield distinct and reliable factors) (Field, 2005). Values between 0.5 and 0.7 are 

mediocre, values between 0.7 and 0.8 are good, values between 0.8 and 0.9 are great, and values 
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above 0.9 are superb (Hutcheson & Sofroniou, 1999). Therefore, values of more than 0.5 are 

considered acceptable in this study. 

Validity 

Testing for validity was done by utilizing factor analysis with principal component analysis and 

varimax rotation. Varimax rotation is a method of orthagonal rotation in statistical factor 

analysis. The calculation methods in orthagonal rotation try to keep the underlying factors 

independent (i.e., not correlated); this means that varimax calculations try to load a smaller 

numbers of variables highly onto each factor (Field, 2005). The result is simply more 

interpretable clusters of factors in the output scores. Output scores (or, loadings) of 0.45 to 0.54 

are considered fair results; 0.55 to 0.62 good results;  0.63 to 0.70 very good results; and above 

0.71 excellent results for assessing validity of the variables (Comrey 1973). 

For this study, there are two methods to interpret and use these validity scores. The first is to test 

for convergent validity. Convergent validity defines the extent to which a scale item (question) is 

similar to (converges on) other scale items that it theoretically should also be similar to 

(Construct Validity, 2008). The second way is test for discriminant validity. Discriminant 

validity explains the degree to which the scale items do not correlate with other scale items that 

they theoretically should not be similar to (Cook and Campbell, 1979). These methods work 

together – if proof can be provided for both convergent and discriminant validity, then evidence 

for construct validity is demonstrated (Construct Validity, 2008). 

Reliability Analysis 

The concept of reliability suggests that a scale should consistently reflect the variable it is 

measuring (Field, 2005); Cronbach’s alpha is used to test reliability (Cronbach, 1951). 

Cronbach’s Alpha α describes whether or not the items in the resulting output factors are 

measuring the same thing. It does this by assessing the correlation between each item and the 

total of all items in the scale. Research suggests that the high reliability of variables can be seen 

with alpha results above 0.70; however, reliability results of 0.50 to 0.60 are sufficient in early 

stages of research (Nunnally, 1978). Therefore, alpha values of more than 0.50 are considered 

acceptable in this study. 
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Initial Analysis Results 

Table 2 indicates the KMO for all six of the independent variables. The KMO value of 0.76 

suggests that factor analysis should yield distinct and reliable factors and therefore is an 

acceptable score for this study.  

 

Table 3 indicates the validity loading scores for all six of the independent variables. The factor 

analysis of the twenty scale items resulted in five components. Near the bottom of the table, a 

row of output indicates that the five components have eigenvalues over 1.00 (eigenvalues greater 

than 1.00 are regarded as important as they account for a significant amount of the variability in 

the data). These five components explained 73.11% of the total cumulative variance; however, 

the two main factors account for slightly less than 40% of the total % of variance (ideally the two 

main factors should together account for at least 40-50% of the total % of variance).  
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Convergent validity was tested by checking loadings to see if items for the same variables 

correlated highly among themselves. Testing for discriminant validity was done by assessing the 

factor loadings to see if items loaded more highly on their intended variables than on other 

variables.   

Upon initial inspection of the scale item scores in Table 3 (above), the output indicates that there 

is a chance of collinearity between some of the independent variables – that is, several items did 
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not load cleanly into their respective variable categories. For example, the perceived 

vulnerability and perceived severity variables appear to have loaded onto the same component. 

The perceived rewards are spread across the table and do not appear to be valid for any single 

component. The last two scale items in the response cost variable appear to be loading across 

two different components; however the other remaining questions came close to having at least 

fair loadings on their proposed variables.  

Table 4 indicates the reliability scores for all six of the independent variables. Five of the six 

variables have acceptable alpha scores; however, the perceived rewards variable is less than the 

minimum acceptable value of 0.5.  

 

 

The results from Table 3 indicate that the last two scale items of the response cost variable 

should be removed from the analysis; the last two remaining items should then load cleanly onto 

that variable component. More importantly though, Tables 3 and 4 indicate that the perceived 

rewards variable should be removed entirely from the analysis since the three scale items are not 

necessarily measuring the same variable; plus, the reliability alpha result is below the acceptable 

level for this study.  
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The Re-Analysis Results 

All three of the scale items from perceived rewards were removed plus two of the four scale 

items from response cost were removed and the factor analysis re-generated.  

Table 2-A indicates the KMO went slightly down from previously. The score of 0.726 is still 

acceptable for this study though.  

 

 

Table 3-A indicates the newest factor analysis resulted in four components. All four of the 

components have eigenvalues over 1.00 (which is significant here) and they explain 76.88% of 

the total cumulative variance. Additionally, the two main factors account for slightly less than 

49.3% which is ideal. The rows pertaining to the remaining fifteen scale items show that the 

scale items for perceived vulnerability and perceived severity are all falling into the same 

component (i.e., all six questions are actually measuring the same thing and not two different 

components). More importantly, the remaining three components within the table all load cleanly 

onto their respective variable categories – thus indicating that the scale items measure their 

intended component.  
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Lastly, Table 4-A indicates that the reliability scores for the four different components all have 

acceptable alpha scores above the minimum satisfactory value of 0.5.  
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Testing the Relationships 

Correlation analysis is used to relate the dependent and independent variables. Regression 

analysis is used to predict outcomes for the dependent variable from one or more of the 

independent variables. To begin with, the bimodal dependent variable measures are assessed and 

discussed in the below analyses. The coping stages are then evaluated for important relationships 

and predictions; however the sample size presents some issues regarding the analysis tables.   

It is important to note that the dualistic dependent variable of ‘Enabled’ – ‘Not Enabled’ is 

labeled as “PMT” in the following tables. The data for this variable from respondents is derived 

directly from the survey instrument (See Appendix) Decision Stage question number seven (i.e., 

the ‘Already Done’ response equals Enabled and all other responses equal Not Enabled). What’s 

more, in keeping with the results emerging from the factor analysis, only the fifteen scale items 

for the independent variables are included in these analyses. 

Correlation 

The Pearson correlation statistic r is a standardized computation of the power of the relationship 

linking two variables (Pearson, 1896). This statistic can “take any value from -1 (as one variable 

changes, the other changes in the opposite direction by the same amount), through 0 (as one 

variable changes the other does not change at all), to +1 (as one variable changes, the other 

changes in the same direction by the same amount)” (Field, 2005). The resultant values are 

referred to as effect sizes. Cohen (1988, 1992) describes how the effect sizes can be interpreted 

as compared to the strength of the relationship they measure. For example: 

R = .10: small effect (to the relationship); 

R = .30: medium effect; 

R = .50: large effect. 

When performing correlational analyses it is important to use two-tailed significance tests when 

a relationship between two variables is expected, but the direction of the relationship is not 

predicted (Field, 2005) – as is the case in this study. Thus, the Correlation Table below lists the r 
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values plus the significance values of the relationships between the fifteen independent scale 

items to the dependent variable of the PMT. 

The Correlation Table helps to confirm the results emerging from the reliability and validity 

testing: each of the scale items correlates well amongst their intended component items. For 

example, the perceived vulnerability and perceived severity items all showed strong significant 

correlations with each other (e.g., PerVul1 positively related to PerSer4 with r = .515, significant 

at p < .01 level [2-tailed]); and so forth for each of the scale items within the other three 

components. 

The results from the correlation matrix also indicate that certain scale items correlated well 

across other independent variable items: 

• The SelfEff3 item positively related to all four of the perceived severity items: 

o PerSer1 (r = .280; significant at p < .01 level [2-tailed]);  

o PerSer2 (r = .211; significant at p < .05 level [2-tailed]);  

o PerSer3 (r = .279; significant at p < .01 level [2-tailed]);  

o PerSer4 (r = .225; significant at p < .05 level [2-tailed]). 

• The PerVul2 negatively related to both SelfEff1 (r = -.395) and SelfEff2 (r = -.401), both 

significant at p < .01 level (2-tailed). But, Pervul2 positively related to both ResCost1 (r 

= -.391) and ResCost2 r = .294), both significant at p < .01 level (2-tailed). 

• More importantly though, the four ResEff items all showed negative relationships with 

the two ResCost items (e.g., ResEff2-ResCost2, r = -.505; yet all others significant at 

least at p < .05 level [2-tailed]). 

 

The results also indicate that nine of the fifteen independent variable scale items showed 

important relationships with the dependent variable (PMT):  

• PerVul2 to PMT, r = -.257, significant at p < .01 level (2-tailed); 

• ResEff1 to PMT, r = .381, significant at p < .01 level (2-tailed); 

• ResEff2 to PMT, r = .443, significant at p < .01 level (2-tailed); 

• ResEff3 to PMT, r = .391, significant at p < .01 level (2-tailed); 
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• ResEff4 to PMT, r = .424, significant at p < .01 level (2-tailed); 

• SelfEff1 to PMT, r = .430, significant at p < .01 level (2-tailed); 

• SelfEff2 to PMT, r = .368, significant at p < .01 level (2-tailed); 

• ResCost1 to PMT, r = -.265, significant at p < .01 level (2-tailed); 

• ResCost2 to PMT, r = -.305 – both significant at p < .01 level (2-tailed).  
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Regression 

Regression is a statistical analysis process by which the independent variables in a regression 

model are able to make a distinction between pairs of groups (Hair, Anderson, Tatham & Black, 

1998). Essentially, it takes correlation a step further and looks at predicting one variable from 

another (Field, 2005). Simple regression involves testing a prediction with one independent 

variable at a time against the dependent variable. Multiple regression is just an extension of this 

– using more than one independent variable at a time to test for prediction against the dependent 

variable. 

Model Summary Table 

A model summary table indicates the different models (or scenarios) of independent variable that 

would best predict the outcome variable (dependent variable). For this study, the statistics that 

will be assessed from this table are the multiple R and the R Square.  

The multiple R is a gauge of how well the model predicts the observed data; large values of R 

represent a large correlation between the predicted and observed values of an outcome (e.g., an R 

of 1 represents a situation in which the model perfectly predicts the observed data) (Field, 2005).  

The R Square is the amount of variation in the outcome variable that is accounted for by the 

model; it actually represents the percentage of the variation in the outcome that can be explained 

by the model (Field, 2005). 

ANOVA Table 

An ANOVA (analysis of variance) table describes whether each model is a significant fit of the 

data overall (Field, 2005). For this study, the F-test is assessed. A good model should have a 

large F-ratio (greater than 1 at least) and values of less than .05 in the column labelled ‘Sig’ 

(Field, 2005). 

Coefficients Table 

The unique contribution of variables to the regression model is viewed in a coefficients table. 

Whether each independent variable scale item made a significant contribution to predicting the 
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dependent variable can be seen in the column ‘Sig’ – with values less than .05 being significant 

(Field, 2005). Standardized beta values show the importance of each independent scale 

(“predictor”) item – the bigger the absolute value, the more important it is.  

Regression analysis results are most reliable when the independent variables are not 

multicollinear; this means that two or more independent variables should not have a high level of 

correlation with each other (Woon, Tan & Low, 2005; Hair et al., 1998). A determinative sign of 

multicollinearity can be taken from the VIF. VIF values in the range of 1 to 1.8 are designative 

of nonmulticollearity (Gammie, Jones & Robertson-Miller, 2003).  

Analysis 

The first series of regression tables presented will use the forced entry regression method to 

predict if any one of the four components is a good predictor of the dependent variable. 

The second series of regression tables will use the Stepwise method of linear regression to 

predict any possible relationships between one or more of the fifteen scale items and the 

dependent variable.  

Entry Method 

Table 5 shows that the multiple R of .487 for ‘Model 2’ (i.e., the response efficacy variable) 

provides the largest predictive value of any of the four components to the PMT dependent 

variable. 

Additionally, the R Square for Model 2 is .206 which shows that about 20% of the variation in 

the outcome can be explained by that particular model. 
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Table 6 helps to support the theme that Model 2 predicts the PMT dependent variable the best 

out of any other combination of variables. Model 2 had the highest value of the four models in 

the F-test (7.618) and was significant at p <.001. 

 

 

Table 7 however, indicates that none of the four models shows any levels of importance in the 

standardized beta coefficient values, which means they are actually not very significant in 

predicting the dependent variable. Moreover, it appears that these components show 

multicollinearity since all the items have VIF values exceeding 1.8.  
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Stepwise Method 

In the correlation section, there were certain items within each component that showed small to 

medium relationships with dependent variable PMT; here we want to see if these and/or any of 

the other items might be used alone or in combination to predict relationships with the dependent 

variable.  

In Table 8, the multiple R of .601 for ‘Model 3’ (i.e., the ResEff2, SelfEff1 and ResEff4 items) 

provides for the largest correlation between any one (and combination thereof) of the fifteen 

predicted values and the observed values.  

Additionally, the R Square for ‘Model 3’ is .362 which shows that about 36% of the variation in 

the outcome that can be explained by that particular model. 
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Table 8: Stepwise Method - Model Summary 

Model Summary

.443a .196 .188 .365

.570b .325 .311 .336

.601c .362 .342 .328

.588d .345 .332 .331

Model
1

2

3

4

R R Square
Adjusted
R Square

Std. Error of
the Estimate

Predictors: (Constant), ResEff2a. 

Predictors: (Constant), ResEff2, SelfEff1b. 

Predictors: (Constant), ResEff2, SelfEff1, ResEff4c. 

Predictors: (Constant), SelfEff1, ResEff4d. 

 

 

Table 9 tells a different story for ‘Model 3’ – the particular variable combination provided the 

lowest of the four models in the F-test (18.695). Table 6 shows that ‘Model 4’ with an F of 

26.379 for SelfEff1 and ResEff4 (significant at p <.001) predicts the PMT dependent variable the 

best out of any other combination of variables.  

Table 9: Stepwise Method - ANOVA 

ANOVA e

3.282 1 3.282 24.667 .000a

13.437 101 .133

16.718 102

5.429 2 2.714 24.043 .000b

11.290 100 .113

16.718 102

6.046 3 2.015 18.695 .000c

10.672 99 .108

16.718 102

5.774 2 2.887 26.379 .000d

10.944 100 .109

16.718 102

Regression

Residual

Total

Regression

Residual

Total

Regression

Residual

Total

Regression

Residual

Total

Model
1

2

3

4

Sum of
Squares df Mean Square F Sig.

Predictors: (Constant), ResEff2a. 

Predictors: (Constant), ResEff2, SelfEff1b. 

Predictors: (Constant), ResEff2, SelfEff1, ResEff4c. 

Predictors: (Constant), SelfEff1, ResEff4d. 

Dependent Variable: PMTe. 
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In Table 10, the SelfEff1 item within Model 3 does appear to have more of a medium 

standardized beta coefficient with a value of .383 and a significance result of 0.00; plus it falls 

into the acceptable range for nonmulticollearity. However, the ResEff2 and ResEff4 items show 

low importance in their standardized beta coefficient values (.184 and .273 respectively) and 

ResEff2 is shown to not be significant in predicting the outcome with a result of .115. Moreover, 

both items are multicollinear since their VIF values exceed 1.8. As such, Model 3 is not the best 

of these four models for reliably predicting the dependent variable. 

The scale items within Models 1, 2 and 4 show scale items with small to medium importance 

values; they all appear to be significant in predicting the dependent variable and they all have 

acceptable VIF values. In fact, Model 4 (with the SelfEff1 and ResEff4 items) appears to show 

the best coefficient data for predicting the dependent: standardized beta coefficient values (.407 

and .401 respectively) and low VIF values (1.003).  

Table 10: Stepwise Method Coefficients 

Coefficientsa

.879 .075 11.789 .000

.136 .027 .443 4.967 .000 1.000 1.000

.700 .080 8.748 .000

.117 .026 .379 4.544 .000 .969 1.032

.107 .024 .364 4.361 .000 .969 1.032

.635 .083 7.674 .000

.057 .036 .184 1.589 .115 .483 2.069

.112 .024 .383 4.670 .000 .961 1.041

.074 .031 .273 2.393 .019 .497 2.012

.662 .082 8.102 .000

.119 .024 .407 5.028 .000 .997 1.003

.109 .022 .401 4.945 .000 .997 1.003

(Constant)

ResEff2

(Constant)

ResEff2

SelfEff1

(Constant)

ResEff2

SelfEff1

ResEff4

(Constant)

SelfEff1

ResEff4

Model
1

2

3

4

B Std. Error

Unstandardized
Coefficients

Beta

Standardized
Coefficients

t Sig. Tolerance VIF

Collinearity Statistics

Dependent Variable: PMTa. 

 

Assessing the Coping Stages 

Regrettably, because the sample size of collected data was insufficient, the analyses on three-tier 

subset of coping stages are not able to be evaluated (i.e., correlation and regression analyses 

output values were disproportionately skewed and inaccurate in most instances).  
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Discussion and Findings 

This section provides a discussion of the results emerging from the statistical data testing and 

states whether main hypotheses were supported.  

Hypothesis One – Is There an Underlying Group of Users? 

To answer this test question, this part of the section will look at the findings of the Independent 

Samples T-Tests.  

To begin with, it is important to reiterate the fact that the testing for Hypothesis One was 

completed entirely separately from the testing for Hypothesis Two. All of the twenty scale items 

were included in the assessment and testing phases and none were ruled out for this instance.  

The Independent Samples T-Tests showed that eight of the twenty independent variable scale 

items did not support the supposition that there would be two groups in the collected data. Three 

of these eight scale items were from the perceived rewards variable. These three particular items 

are probably not capturing the construct of perceived rewards appropriately anyway and this is 

discussed in greater detail further on. Four of the remaining scale items belonged to the response 

efficacy variable and the fifth to the self efficacy variable. Although the test results do not support 

a clear pattern of different respondents within these five scale items, it could imply that the 

overall means values for each item may be more representative of the item model than the 

standard deviation initially suggested. This is also discussed in more detail further on. 

Twelve of the twenty independent variable items clearly contained considerable differences in 

the means per item as well as showing significance in the T-Tests. These results indicate that the 

means of the two groups in those samples are statistically different from each other.  

This finding is important because it confirms that there is indeed a sub-group of wireless router 

users in New Zealand. This information is crucial for security advocacy or security policy-

making organizations – security strategies should be developed and focused around those people 

who are not concerned about wireless security.   
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Hypothesis Two –Are There Factors Effecting Behavioral Intention? 

To answer this test question, this part of the section will first look at the reliability and validity 

findings and then focus on the correlation & regression results. 

Reliability and Validity Results 

It was shown that the scale items within the perceived vulnerability and perceived severity 

variables were all shown to be measuring the same component. Merging of the variables was 

acceptable because although the scale items did not capture the intended dimension of the threat, 

they were still capturing the fact that respondents recognized an existence of threat.  

The perceived rewards variable and the response costs variables were intended to assess aspects 

that weaken protection motivation intentions. The removal of the perceived rewards items and 

two of the response costs items was implicit as they were probably not measuring their intended 

variables. The literature suggests that researchers have pragmatically focused on factors that 

support protection motivation intentions (Pechman et al, 2003). The scale item questions used in 

the survey instrument were based upon existing PMT research; this could suggest that future 

PMT research needs to develop the testing of the factors that weaken intentions. 

Correlation & Regression Results 

Independent Variable to Independent Variable 

It was fully expected to see that scale items measuring the same variable correlated well between 

themselves (e.g., the perceived vulnerability items positively related to the perceived severity 

items; and the response efficacy items related positively to the self efficacy items).   

Although it was expected that some scale items (from different appraisal pathways) would 

correlate well with items outside of their intended variables, it was not necessarily known how 

this would occur. Some noteworthy examples:  

• The SelfEff3 (self efficacy) positively relating to all four of the perceived severity items. 

This is an interesting finding as it indicates that as people notice an increase in the degree 

of risk posed by wireless hacking, the more they feel like they could autonomously 

enable security features.  
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• The perceived vulnerability items negatively related to the self efficacy items. This may 

indicate that as people feel more vulnerable to threats of wireless hacking, the more they 

feel that they would need help in setting up security features on their wireless network.  

• The PerVul2 (perceived vulnerability) item negatively related to the response costs. This 

may indicate that as people feel more susceptible to wireless hacking, the more they feel 

that enabling security features would require extra efforts of time and money on their 

part. This correlation makes sense when put into the context of the previously described 

relationship (i.e., perhaps the time and money is analogous to getting help in network 

setup). 

 

The response cost scale items in the correlation matrix showed that negative relationships existed 

between the two response cost items and the seven items within the response efficacy and self 

efficacy items. Although many of these relationships show only small size effects, the overall 

existence of the negative correlations show the coping appraisal elements of the PMT model (See 

Figure 8; Coping Appraisal: as response efficacy and self efficacy increase, response cost 

decreases).  

The perceived rewards variable was removed because of low alpha scores, so the similar threat 

appraisal elements were not tested. 

Independent Variables to Dependent Variable 

First, it is important to take into account that some of the test results for Hypothesis One. That is, 

weak T-Test results for the response efficacy variable and the self efficacy variable could imply 

that the means values are more representative of the item model than the standard deviation 

initially put forward. This suggests that these two variables would probably provide more 

reliable test results than the other four variables during regression analysis. 

Coming back to the Hypothesis Two assessments – it was shown that nine of the fifteen 

independent variable scale items had important relationships with recommended (adaptive / 

“Have Enabled”) response of the dependent variable (PMT):  
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• Scale item PerVul2 (perceived vulnerability) negatively related to PMT; this was not 

expected as PMT-based research has shown that individuals who exhibit high levels of 

perceived vulnerability also show increased intention to adopt the recommended coping 

response. 

• All four response efficacy items positively related to PMT; these results were expected as 

PMT-based research has shown that there are positive correlations between response 

efficacy and the recommended coping response.  

• Two of the three self efficacy items positively related to PMT; these results were expected 

as PMT-based research shows there are significant positive correlations with self efficacy 

on adopting the recommended coping response.   

• Both of the response cost items negatively related to PMT; these results were expected as 

PMT-based research provides that there is a significant link between response cost and 

the recommended coping response. 

 

Overall, the regression results help to justify the correlations described previously regarding how 

the response efficacy and self efficacy correlated well overall with the PMT dependent variable. 

• The Entry Method has shown that the response efficacy variable was the closest to 

showing legitimate statistics in predicting the recommended coping response of the 

dependent variable. Although it did not pass the coefficient tests, it is notable that four 

scale items in the response efficacy variable also showed important relationships in the 

correlation analysis.  

• The Stepwise Method has shown that three of the fifteen scale items (i.e., ResEff2, 

ResEff4 and SelfEff1 – from models 2 and 4) were good predictors of the recommended 

coping response of the dependent variable (i.e., PMT) This is also noteworthy because 

these items were also shown in the correlation analysis to be three of the nine 

independent variable scale items which showed important relationships with the 

dependent variable (i.e., PerVul2, ResEff1, ResEff2, ResEff3, ResEff4, SelfEff1, 

SelfEff2, ResCost1, ResCost2).  
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The PMT Assessment – Summation of the Six Postulations in Hypothesis Two  

H1: Perceived vulnerability is significant in determining if an individual adopts the 

recommended behavior of enabling security measures on a home wireless network. 

The findings did not support this hypothesis that perceived vulnerability would be a significant 

predictor of behavior. Indeed, one of the scale items was actually negatively correlated to the 

dependent variable, and there were no indications of prediction in the regression models. 

Research has ascribed the lack of a positive relationship to considerable differences in which a 

person perceives dissimilar threats (Plotnikoff & Higginbotham, 2002). This could be the case 

here as well. That is, media reports of security breaches are common but often times those 

reports do not specifically highlight if the breach arose from the use of undefended wireless 

networks (Woon, Tan & Low, 2005). 

 

H2: Perceived severity is significant in determining if an individual adopts the recommended 

behavior of enabling security measures on a home wireless network. 

Research suggests that it is often very difficult to obtain variability in the data for perceived 

severity (Harrison, Mullen & Green, 1992; Janz & Becker, 1984). Accordingly, the scale items 

showed no significant correlations and there were no indications of prediction in the regression 

models for this study either. Surprisingly enough, although these findings did not support the 

hypothesis that perceived severity would be a significant predictor of behavior, this is actually 

consistent with findings coming out of the health literature regarding protection motivation 

theory (Maddux and Rogers 1983; Milne, Sheeran & Orbell, 2000) for perceived severity. 

 

H3: Perceived rewards are significant in determining if an individual adopts the recommended 

behavior of enabling security measures on a home wireless network. 

It was revealed in reliability and validity testing that the scale item questions in the respondent 

survey instrument were most likely improperly constructed. This was evaluated from data 

gathered for the questions which suggested that the scale items were probably measuring 
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different components (that may in fact not have even been part of the PMT model). Abraham et 

al (1994) also had difficulties in attempting to operationalize perceived rewards. It has been this 

difficulty factor in operationalizing perceived rewards which may be the reason why it appears 

to have been neglected in most PMT research (Milne, Sheeran & Orbell, 2000). Therefore, the 

variable data was left out entirely during the relationship testing phase of this study and the 

hypothesis was not assessed. 

 

H4: Response efficacy is significant in determining if an individual adopts the recommended 

behavior of enabling security measures on a home wireless network. 

The findings in this study support this hypothesis that response efficacy is a significant predictor 

of behavior. This conclusion keeps in line with several previous health research studies regarding 

protection motivation theory (Maddux and Stanley 1986; Wurtele 1988).  

For this research study, this could mean that in order to get users to secure wireless networks, 

they must be convinced that enabling security features will deter hacker attacks. The message 

should involve easy-to-understand and rational explanations of why people should make the 

effort to adopt security measures and should probably come from recognizable, trusted sources 

(e.g., New Zealand government agencies – SSC; hardware retailers, ISPs or hardware 

manufacturers).  

 

H5: Self efficacy is significant in determining if an individual adopts the recommended behavior 

of enabling security measures on a home wireless network. 

The findings in this study support this hypothesis that self efficacy is a significant predictor of 

behavior. This conclusion can also be supported by the results of several previous health research 

studies regarding protection motivation theory (Fruin, Pratt & Owen, 1991; Maddux and Rogers 

1983; Maddux and Stanley 1986). 

For this research study this could mean that in order to get users to secure networks they may 

need to feel that they could actually enable security features by themselves and not need some 
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form of human assistance to help them do it. This could be accomplished through education and 

training programs, however, since these are home users of wireless routers and networks, other 

potential solutions may involve:   

• Retailers delivering customized installation materials at the point of sale of the technical 

hardware; or,  

• Hardware manufacturers, ISPs and retailers referring users to websites which offer 

simple, customizable, step-by-step installation procedures. 

(Woon, Tan & Low, 2005) 

 

H6: Response cost is significant in determining if an individual adopts the recommended 

behavior of enabling security measures on a home wireless network 

Research states that response cost should be a significant predictor of behavior (Neuwirth, 

Dunwoody & Griffin, 2000; Helmes, 2002). The findings emerging from this study are too 

inconclusive to support this hypothesis though. There were several indicators found within the 

correlation matrix to support the statement, but there was not strong evidence in the prediction 

(regression) tests.  

This summation shows that two out of the six proposed (Hypothesis Two) postulations were 

positively supported. Just as in previous health research studies regarding protection motivation 

theory, the coping-appraisal component of the model was found to have greater predictive 

validity than was the threat-appraisal component (Cox, Koster & Russell, 2004; Wurtele 1988; 

Wurtele and Maddux 1987; Milne, Sheeran & Orbell, 2000).  
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Limitations, Implications and Future Research 

Sample Size 

The sample size of 103 respondents is in all probability not a reliable sample of the actual total 

number of home users of wireless routers in New Zealand.  

The values in the correlation matrix (and many of the values used in the regression analysis) are 

based upon the mean of the scale items and the mean scores for many of these items are not good 

fits for the population because the sample size of respondents is too low. As such, a word of 

warning must be provided that the correlation and regression analyses data and subsequent 

explanations described below may not be entirely accurate or reliable. These analyses and 

explanations would need to be validated by enlarging the sample size in order to deliver more 

accurate and reliable results.  

To accomplish this, efforts would need to be focused on making certain more representative and 

appropriate numbers of samples are obtained for the study. And if the TTM elements are to be 

assessed, additional attention should be placed in ensuring that the composition of the samples in 

each subgroup of the coping stage (i.e., non-intenders, intenders, actors) is uniformly distributed.  
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Breakdown of the Two Underlying Groups 

The first main research question in this report is largely successful in identifying that besides 

those that enable or do not enable wireless security on their home networks, there is a sub-group 

of distinct users in New Zealand that are worried about security and those that are not.  

A process was performed on the current sample set to recode all of the scale items of the 

independent variables and that was compared against the dependent variable. The chart below 

helps to illustrate that further research could examine these sub-groups and more thoroughly 

assess the characteristics that differentiate those persons who are both unconcerned about 

security and who have not enabled security.  
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Conclusion  

This report replicated and expanded upon research found in Woon, Tan and Low (2005) in order 

to ascertain characteristics of home wireless network users in New Zealand.  

 

The first research area focused on groups of users – that is, aside from the people who activate 

and those who do not, are there also people who are worried about wireless security and those 

who are not? The second objective of this report was to replicate the overall theme of the 

research found within Woon, Tan and Low (2005) – to determine the factors that influence 

behavioral intention.  

 

In regards to the first main research question, this report analyzed and assessed patterns of 

responses to independent variable scale items in order to determine whether there is indeed an 

underlying group of people who are worried about security. In regard to the second main 

research question, this report focused exclusively on measuring the concept of behavioral 

intention. Six testable ideas (independent variables) were developed to evaluate and determine 

the intentions of wireless network users (the dependent variable). The data collected from the 

thirty-three item online questionnaire was then statistically tested for the two main hypotheses.  

 

The statistical testing provided proof to support the first main research hypothesis: besides the 

enablers, there is indeed a sub-group of “worried” wireless router users in New Zealand. This 

information is crucial for security advocacy or security policy-making organizations – security 

strategies should be developed and focused upon those people who are not concerned about 

wireless security.  

The statistical testing for the second main research hypothesis revealed both expected and 

unexpected results. First, from the preliminary correlation testing, three unexpected findings 

emerged: 

• The more people notice an increase in the degree of risk posed by wireless hacking, the 

more they feel like they could autonomously enable security features.  
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• The more people feel vulnerable to threats of wireless hacking, the more they feel that 

they would need help in setting up security features on their wireless network.  

• The more people feel susceptible to wireless hacking, the more they feel that enabling 

security features would require extra efforts of time and money on their part.  

 

From the Hypothesis Two postulation summations: 

• The independent variable assessing the perceived rewards hypothesis had to be 

completely removed due to the fact that the scale items utilized to measure it did not 

function as intended, even though they were based upon existing PMT research. This 

leads to the assumption that future PMT research needs to develop the testing of the 

theoretical factors that weaken intentions.  

• The independent variable assessing the perceived severity hypothesis could not be 

supported by the data, however, this result is actually consistent with other PMT-based 

research which has not found this variable to be a significant predictor of behavior 

intention.  

• The independent variable assessing the response efficacy hypothesis was supported. This 

may imply that in order to get users to secure wireless networks, they must be convinced 

that enabling security features will deter hacker attacks. The message should involve 

easy-to-understand and rational explanations of why people should make the effort to 

adopt security measures and should probably come from recognizable, trusted sources 

(e.g., New Zealand government agencies – SSC; hardware retailers, ISPs or hardware 

manufacturers). 

• The independent variable assessing the self efficacy hypothesis was supported. This may 

imply that in order to get users to secure networks they may need to feel that they could 

actually enable security features by themselves without some form of human assistance to 

help them. This could be accomplished through education and training programs, 

however since these are home users of wireless routers and networks, other potential 

solutions may involve:   
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o Retailers delivering customized installation materials at the point of sale of the 

technical hardware; or,  

o Hardware manufacturers, ISPs and retailers referring users to websites which offer 

simple, customizable, step-by-step installation procedures. 

 

Although the results and implications described above seem plausible, it must be reiterated that 

the sample size of 103 respondents is in all probability not a reliable sample of the actual total 

number of home users of wireless routers in New Zealand. These analyses and explanations 

would need to be validated by enlarging the sample size in order to deliver more accurate and 

reliable results which could then be used by public officials, academics or area businesses to 

develop policies, procedures or other educational mechanisms to address and reduce the risks 

posed to the users of unprotected wireless devices. 
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Appendix 

The Survey Instrument 

Introduction and Informed Consent: 
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Page 2, Demographics: 
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Page 3, Perceived Vulnerability: 
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Page 4, Perceived Severity: 
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Page 5, Response Efficacy: 
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Page 6, Self Efficacy: 
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Page 7, Response Cost items & one Perceived Rewards item: 
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Page 8, second Perceived Rewards item: 

 

 

Page 9, third Perceived Rewards item: 
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Page 10, Coping (decision) Stage items: 

 


