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Abstract

Threats arising from wireless hacking have beeemdyg acknowledged both
within academic literature and in the mainstreandrae Additionally, it has
been reported that many users of wireless netwoikse no attempt to activate
security measures on their networks.

This report replicates and expands upon researanddn Woon, Tan and Low
(2005) in order to ascertain characteristics of heomireless network users in
New Zealand.

The first research area asks the question: asidmfthe people who activate and
those who do not, are there also people who areiesabout wireless security
and those who are not? This was proven to be tngetlaat there is indeed a sub-
group of wireless router users in New Zealand wieoveorried about wireless
security.

The second research area seeks to determine wttat$aaffect a person’s
intention to enable or not enable security featwwes home wireless network.
The results showed that:
= The more people notice an increase in the degrésloposed by
wireless hacking, the more they feel like theydaultonomously enable
security features.

= The more people feel vulnerable to threats of leg®hacking, the
more they feel that they would need help in setiimgecurity features
on their wireless network.

» The more people feel susceptible to wireless hgckine more they feel
that enabling security features would require exdfforts of time and
money on their part.

= In order to get users to secure wireless netwdhey must be
convinced that enabling security features will détacker attacks.

= In order to get users to secure networks they neéeel that they
could actually enable security features by theneselithout some form
of human assistance to help them do it.
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Introduction
Results from a 2006 Statistics New Zealand surbeyved that almost two-thirds (or 1 million)

of New Zealand homes are connected to the IntéWidelch, 2007). Wireless local area networks
(WLANS) have been growing in popularity recentlyaimumber of vertical markets among
OECD countries, including New Zealand (OECD, 2003)e flexibility presented by WLANs

has been the most important reason in their widespdeployment and popularity (Srikanth,
2004).

Although both wired and wireless communicationstaonsecurity risks, wireless requires
special deliberation because of its “air” mediunoy&er, 2005). WLANSs use radio frequencies
which contain the same features and benefits ofexaonal LAN technologies but without the
restrictions of a cable (Srikanth, 2004). This camence however, brings with it certain risks.
Examining the technical specifications of curremtiailable wireless routers reveals that WLAN
radio frequencies can often travel anywhere fronbio2@ver 200 meters away from their source.
This means that wireless signals go beyond theigddysroperty of the user and are present to
everyone and everything that is within range. Ugnted wireless signals can be detected by
wireless devices outside a user’s physical homwoarktand information being sent across it can

be seen by uninvited hackers.

There are simple and cheap hacking tools availalieday’s market that have slanted the
balance of price, complexity, and deterrence ifaif the novice wireless attacker (Royster,
2005). Additionally, wireless technology is increggy found as standard hardware within many
off-the-shelf computers on the market today — agiogswireless signals (a.k.a., Wi-Fi) with
these machines simply involves flipping a switchoking at the situation globally, a 2008
Accenture survey report states that despite Wikggybacking being classified as criminal
hacking in the U.S. and the U.K., 12% of the sumespondents from those countries admit to
having logged on to someone else's unsecured \éb+iiection (McMillan, 2008). Furthermore,
in the 2007 CSI/FBI Computer Crime and Securitw8url 7% of the 2007 respondents reported
abuse of wireless networks within their organizagigRichardson, 2007). This is noteworthy

because nearly all categories of attacks or miswesgsured in the survey indicate a decreasing
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trend in the number of attacks detected. Misuseii@ess networks, however, is one of the few

types of attack on the rise.

The concept of businesses adopting teleworkinghi@ir employees is a growing trend in New
Zealand (Bland, 2004; Griffin, 2005) and the gowveent has recently begun advocating the idea
as well (Sustainability NZ, 2008). Wireless netwsdcurity has been shown to be a significant
concern for New Zealand businesses (Bryce, 200d juatifiably so. Teleworkers using home
based unsecured wireless networks to connect ilodiganizations’ networks present the

possibility of compromising company systems andrimiation.

The threats arising from wireless hacking have l@mowledged in recent research (Arbaugh,
Shankar, Wang & Zhang, 2002; Thomas 2004); howetber recent research has documented
that oftentimes users of WLANs make no attempictorate security measures on their wireless
networks (Mimoso 2003; Poulsen 2001).

This report replicates and expands upon reseatstdfomm Woon, Tan and Low (2005) but will
focus on ascertaining characteristics of home es®hetwork users in New Zealand. To begin
with, the research is based upon the simple retl#iysome people enable security features and

some do not.

The first research question of this report expamum this idea and looks at a different
dimension of groups of wireless network users. Thdtased upon certain clues contained
within Woon, Tan and Low (2005) there appears ta lgeoup of people who are worried about
security in general and there is a group who ate\Woon, Tan and Low (2005) do not
specifically acknowledge these details within tlresearch; this report seeks to find if there
really is an underlying group of concerned wirelessvork users in New Zealand.

The second research question in this report idaita the theme of the research presented by
Woon, Tan and Low (2005) and seeks to discovefatters that influence the behavioral

intentions of wireless network users in New Zealand

In order to determine whether there is indeed aterying group of people who are worried
about security, this report will analyze and asgegterns of responses to the independent

variable scale item data. Likewise, in order tanitfg the elements which set apart people who
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enable wireless network security from those whmalp this report will focus on measuring the
concept of behavioral intention. Behavioral intentivas selected because it is understood to be

the immediate precursor to actual behavior (Aj2802).

To facilitate the objective of measuring behavianéntion, this report will provide background
on certain motivational theories and then useitifatmation to develop a series of tests to
determine the intentions of wireless network uséng protection motivation theory (which is a
health behavior theory) is used to develop six peeelent variables which help to assess the
dependent variable of behavioral intention. Adaisithy, the transtheoretical model (a stage
theory) is added to further help analyze the badranientions of the dependent variable.

The report then presents the methodology of the ciatection for the independent variables and
the coping stages. That is, a thirty-three itemnanjuestionnaire which incorporated the test

guestions was made available electronically to Mealand-based respondents.

Next, the report presents some of the overallsdiesi of the survey respondents and tests the
data for both main hypotheses with various staastinalyses using SPSS. The findings
emerging from these tests are then discussed vpéntecular focus on whether they support the
statements made in the two main hypotheses.

Finally, some of the implications and limitatiorfstiee research are discussed and the results of

the report are summarized.

The results emerging from this report are importantwo reasons. First, they will add to the
academic legitimacy of the original work done by aldpTan and Low (2005). Secondly, they

will contribute data to Wellington area public affils, academics and area businesses that could
be used to develop policies, procedures or othecattnal mechanisms to address and reduce
the risks posed to the users of unprotected wsalesices.

Research Issue One
The basis for this research item emerges from atueaddressed factors within the report by

Woon, Tan and Low (2005). Regardless of whethebithey have enabled security measures,
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is there another way to categorize wireless netwseks: those who are worried about wireless

security versus those who are not?

The Woon, Tan and Low (2005) report was based apbt80 response sample set. Out of the
189 respondents, 73 people had not enabled thairigefeatures and 116 people had enabled
their security features. What is noteworthy abbig sample set is that the researchers also asked
respondents to reveal who enabled the securityesbn their wireless networks. The aim of
this question was to help assess the behavioueadtion of study respondents and the
researchers used the data for that purpose ongir fi@sults showed that only 62 of the 116
enablers performed the enabling actions themselhéds the remaining 54 enablers had
someone else perform the enabling actions for tAdns. means that only 33% of the 189
responders actually made the effort to performatyons by themselves. This is important for
two reasons: it suggests that there may in fatibedifferent types of people using home
wireless routers; and that these two groups camexessarily be identified by assessing enabled

versus not enabled.

Woon, Tan and Low (2005) do not address this igstigeir report; although it appears they
unwittingly provide supporting evidence for it imeir research with what they describe as a
technical “knowledge quiz” assessment of the redpots. The statistical tests on the quiz data,
as completed by Woon, Tan and Low (2005), showttietjuiz resulted in two clear groups of
study respondents. The quiz was intended to ideatibw knowledge group and a high
knowledge group; it would be expected then thantimaber of low knowledge respondents
would be about equal to the number of non-enalalledslikewise that the number of high
knowledge respondents would be about equal touh®oer of enablers. Since this did not occur,
their knowledge quiz may not actually have beetirtgdechnical knowledge. Rather, it may
suggest that there are two different types of peaplng home wireless networks: those who
seem worried (or concerned) about wireless secanitithose who do not. Establishing if this

categorical determinant exists is the first primasearch objective of this report.
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Research Issue Two

The second objective of this report seeks to raf#ithe overall theme of the research found
within Woon, Tan and Low (2005): determining thetéas that influence behavioral intention.
Simply put, what factors affect a person’s intemtio enable or not enable security features on

home wireless networks?

This section of the report discusses two theorieighvhelp to explain behavioral intention (i.e.,

why people engage in unsafe practices and whdtbgrtian on changing those behaviors):

* The PMT (Protection Motivation Theory);
* The TTM (Transtheoretical Model).

Research suggests that protection motivation iaferred mental state (i.e., it cannot be
observed directly), but it can be measured by biehalvintention (Neuwirth, Dunwoody &
Griffin, 2000). Likewise, TTM supports the assegsii and analyzing of behavioral intention by
categorizing an individual into one of a seriesle€ision stages.

Since behavioral intention is thought to be a reabte predictor of behavior (Neuwirth,
Dunwoody & Griffin, 2000), identifying the behavadrintentions of home wireless router users
will reveal the characteristics that set apart sisémwireless routers who secure their wireless

routers from those who do not.

Protection Motivation Theory

Components of PMT

PMT posits that environmental and personal faatorabine to create potential threat inputs to
an individual. These inputs initiate two cognitivediating processes within an individual: the
threat-appraisal pathway and the coping-appraesdivyay. (See Figure 1). Each pathway
addresses certain responses to threats: the maledegsponse in the threat-appraisal pathway
and the adaptive response in the coping-apprashiyay. The overall outcome of the two
appraisal processes is the coping response, angopdode — which could be either adaptive

coping or maladaptive coping (Rippetoe & Roger871Tanner, Day & Crask, 1989).
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Sources of Information Cognitive Mediating Processes Coping Modes

Environmental Threat Appraisal:
Verbal Persuasion ‘ Evaluation of Maladaptive
Observational Learning Response ‘Adaptive Coping |

Protection
Motivation

.-’/a

Intrapersonal ‘ Coping Appraisal:

Maladaptive Coping |

Porsondlity Variables Evaluation of Maladaptive
Prior Experience Response

Figure 1: Overall model of PMT (Source: Floyd et al, 2000).

It is important to note that though the sourcemfufrmation (environmental and personal
factors) are essential within the PMT model, thekigaound of and features comprising these

elements are out of scope of this report.

Threat-Appraisal

Threat-appraisal is an individual's judgment ofdngount of risk presented by a threat. In the
PMT model, a maladaptive response means sometmangstcounterproductive to the
individual. In the context of reacting to a threatnaladaptive response is one in whioh
measures are taken to protect oneself from thepris&ented by the threat. The threat-appraisal
process is addressed first, since a threat mys¢toeived or identified before there can be an

evaluation of the coping options (Floyd, PrenticenD & Rogers, 2000).
The three components of threat-appraisal:

* Perceived vulnerability (the individual's assesstr@rithe chances of the threatening
event occurring);
» Perceived severity (the severity of the repercurssal the event); and,

» Perceived rewards (intrinsic and extrinsic incesdivelated to the threatening event).

See Figure 2. Rewards will increase the likelihobdhoosing the maladaptive response (not to
protect the self or others), while threat (i.e Inewability and severity) will decrease the

likelihood of choosing the maladaptive responsey(] Prentice-Dunn & Rogers, 2000).
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Coping-Appraisal

Coping-appraisal is an individual’s perceived apilo contend with and prevent the potential
loss or damage resulting from a risk. In the PMTdelpan adaptive response is something that
is productive to the individual. In the contextrefcting to a threat, an adaptive response is one

in which protective measurese taken to reduce the risk posed by the threat.

The three components of coping-appraisal:

» Self efficacy (the individual's belief in his/hewa competence to accomplish the
adaptive response);

* Response efficacy (the potential success of thptagaresponse); and,

* Response cost (the envisioned expenditures—moneiaey, effort—in adopting the

adaptive response).

See Figure 2. Response efficacy and self-efficatynerease the likelihood of choosing the
adaptive response, while response costs will deertee likelihood of choosing the adaptive
response (Floyd, Prentice-Dunn & Rogers, 2000).

Dcrsasing Decrsasing
Maladaptive |Extrinsic Rewards Severity _ Threat
Response | Intrinsic Rewards Vulnerability | | Appraisal| |
Protection
| Motivation
Dncreasing Decreasing
Adaptive  |Response Efficacy Response _ Coping
Reponse Self Efficacy Costs ~ | Appraisal [

Figure 2: PMT Cognitive Mediating Process (Source: adapted from Rogers, 1983; Floyd et al, 2000).

Coping Response
The output of these appraisal-mediating processt®eicoping response. Coping response refers

to an individual’s intentions to begin, maintaim,reduce the pertinent adaptive responses
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(Floyd, Prentice-Dunn & Rogers, 2000). Coping resaois “protection motivation”. Measuring
the coping response of an individual will revea trehavioral intention, or coping mode of an

individual.

Value of using PMT

PMT research has traditionally been carried ounaalth focused studies; however, numerous
studies have identified and demonstrated its ciarsstional utility outside of health related
matters (Rogers & Prentice-Dunn, 1997). Such topéage included political issues,
environmental concerns and protecting others (FIBydntice-Dunn & Rogers, 2000).
Additionally, PMT has been formally extended tolude social risks (Ho, 1998). The PMT has
been used effectively in social research for ptadidehaviors (Stanton et al, 2005; Matrtin,
Bender & Raish, 2007; Pahnila, Siponen & Mahmodf) 72 Woon, Tan & Low, 2005).

Bringing the PMT and TTM together

Recent research suggests that there is an imipteztk in the linking of intention and behavior in
non stage-based theories (Schwarzer, 2008). Agretied PMT-TTM model can lead to a more
thorough assessment of the cognitive and motivatiprocesses that individuals experience in
mitigating risk, thus helping to bridge the gapvietn intention and behavior (Martin, Bender &
Raish, 2007). The integrative model accomplishish revealing which risk variables are most
successful at motivating individuals in the assbdecision stages (Martin, Bender & Raish,
2007). See Figure 3:

Area of the proposed gap

——»{ Protection Motivation | —— Intention —_— Action

T Lammaantmting AF 2 itha
Implementation of e ither

(=]

Coping Response ' the Adoptive or

Maladaptive Response

Figure 3: Need for Combining PMT & TTM
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Transtheoretical Model (TTM)

Stage Theories

The degree of readiness to accept and act on aaskeen shown to impact individuals’
motivation to protect themselves from a risk (Mar8ender & Raish, 2007). Attaining a new
healthy behavior or adjusting an unhealthy behasitine consequence of a dynamic process
involving advancing through a series of specifagsts (Grimely, Williams, Miree & Baichoo,
2000).Stage theories put forth that individuals can egntiated based upon assessing those
who have not yet decided to change their behathose who have decided to change, and those

already performing the new behavior (Martin, BenfldRaish, 2007).

Importance for this Research

The transtheoretical model (TTM) is a stage thebay analyzes behavior change by presenting
an ordered set of categories into which individweals be classified (Grimely et al, 2000). Based
upon ordered classifications, it is then possiblestognize the factors (e.g., vulnerability, risk
severity) that clarify how to more effectively cormmcate with each subgroup (Weinstein,
Rothman & Sutton, 1998; Martin, Bender & Raish, 200

Components of TTM

The TTM consists of six decision-making stages &maindividual encounters when exposed to a
risk (See Figure 4); TTM research places individuato one of the six stages (or some
predetermined subset) according to their behavidrimtentions to undertake risk-mitigating

actions (Prochaska, Norcross & DiClemente, 1994).
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Precontemplation
not thinking about changing

&

¥

Contemplation
seriously thinking about changing

L J
Preparation
ready to change

L J
Action
actively engaging in the new bahavior or

guitting the old behavior

Y

Aaintenance

sustaining the behavior change over time

Termination

only oceurs when it is clear that the
problem behavior will not retuwrn, and

former temptations are no longer a thraat

Figure 4: TTM Components
(Source: adapted from Block & Keller, 1998; Grimely et al, 2000)

Although the actual number of stages has fluctuated the years of TTM development (Block
& Keller, 1998), most empirical studies of the TT®tluce the assessment of individuals to a
subset of these six stages based on their beh@awvibintentions to undertake risk-mitigating
actions (DiClemente et al, 1991). The most typmatel of reduced TTM stages is a three-tier

subset. The method to create this type of subsetofiduals usually requires using subjective
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knowledge criteria (Martin, Bender & Raish, 200@ylahe three resultant coping stages are

characterized in Figure 5:

Precontemplation *  Non-Intenders
Contemplation
Intenders
Preparation
Action ) Actors
Maintenance

Figure 5: TTM 3-Tier subsers (Source: adapted from Velicer & Prochaska, 2008)

Value of using TTM

The transtheoretical model (TTM) of change has he#ized across a wide array of addictive
and non-addictive health-related behaviors, sudmasking cessation, alcohol abuse, AIDS risk
reduction, exercise adoption, weight control aret,diunscreen use, condom and other
contraceptive use, and medication adherence (Bo€kller, 1998; Grimely et al, 2000).
Decision stage theories (such as TTM) have beeth tosgtudy health behavior transformations
based on the postulation that a set of variablésniluence different people in different ways

(Horwath, 1999).
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First Main Hypothesis
The first research question seeks to determinehgnet different category of home wireless

network users exists beyond simply those enablégrisgdeatures versus those who do not.

Woon, Tan and Low (2005) unintentionally showed thgpplemental quizzes may not in fact
measure intended concepts. Therefore, this resegpont avoids that method and assesses the
existence of the proposed sub-groups based uparattatned through more reliable devices: the
independent variable scale items. Response vatuesa€h of the independent variable scale
items would indicate two patterns, or groups, i d¢bllected data. Diagram 1 (below) illustrates
an example of this effect: a bunching of resporaees clustered on the high end of the scale

and a bunching of response values clustered olower end of the scale.

Hypothesis One

10 Mot Concerned Group
{answers clustered an low end]
- N
N
20
)
c
a
=
o 15
a
|
L
10
5
0 T T L
0 2 4 L g

'Any Independent Variable - Scale Response Values

Diagram 1: Research Question One
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The hypothesis for this first main research quesscstraightforward:

There are two significantly distinct groups of howieeless network users: those who

are concerned about wireless security and those avbaot.

Note: The existence of this pattern of responsesrhplications for other types of statistical

analyses and that will be addressed further on.

Second Main Hypothesis

The second research question focuses on deterntherfgctors that influence behavioural
intention. As such, this section of the reportizei the components of the PMT to put forward
six hypotheses that will help to identify the beiloaal intentions (coping modes) of home

wireless router users.

Defining the Dependent and Independent Variables

The coping response (i.e., an individual's intergrnbrace a recommended behavior) is the
measured (or dependent) variable in this study.ddpendent variable is assessed by testing the
six independent variables contained within thedteppraisal and coping-appraisal elements of
the PMT. Since these two elements are made uppafsapg principles, the outcome of these

independent variables tests will indicate two casting behavioral intentions.
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Essentially this means that we end up with a dialiependent variable (i.e., a variable

possessing two distinct aspects — parts from tteattappraisal and parts from the coping

appraisal). See Figure 6:

Dualistic Dependent Variable

[l Have Not Enabled
Mal adaptive Resporse

Coping

Response

U Have Enabled

Adaprive Response --
The Recommended Behavior'

Figure 6: Coping Reponse - The Dependent Variable

Threat Appraisal Element

The outcome, or behavior, arising out of the theggiraisal tests is called the maladaptive

response. The maladaptive response is the behbawitsation of an individual to not protect his

or her self from wireless network threats (i.et, @able the security features on their home

wireless router). See Figure 7:

- )
Tncreasing

Decreasing

Extrinsic Rewards

Threat Appraisal | = .
feal Apprats Intrinsic Rewards

Severity
WVulnerability

Maladaptive
Response

———d——p

A
~

-

—

Security
Features

-

- -

+* Not Enabling >

-

A
]

)
&
-

Figure 7: Maladaptive Response
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Coping Appraisal Element

The outcome, or behavior, arising out of the co@ppraisal tests is the adaptive response. The
adaptive response is the behavioral intention ahdividual to protect his or her self from
wireless network threats (i.e., enable the secteayures on their home wireless router). In this

study, the recommended behavior is this adaptisieorese. See Figure 8:

-
-

= .-':r:rss';:§ Decreasing . - - T g ~. R
\ \ esponse Bificacy Adaprve
Coping Appraisal e Response Costs -=--t--+ Features

puag App Self Efficacy P Response - L
Figure 8: Adaptive Response \_

-
The 'Recommended
Behavior'

The following two sub-sections will discuss theallstof the tests (or hypotheses) for each of the

six independent variables contained within thedheppraisal and coping appraisal.

Threat Appraisal

The threat appraisal process evaluates behavibistbaunterproductive to an individual (Floyd,
Prentice-Dunn & Rogers, 200Werceived vulnerabilityperceived severitgndperceived
rewardsare the three constructs of the threat appraitfa amount of threat experienced by an
individual is a combination of severity and vulrighi#y, minus the rewards. Figure 9 provides

an overview of how the maladaptive coping respasmsssessed for this study:
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Vulnerability
H1: Likelibood of unauthorized access to an
individual’'s wireless network
Severity
H2: Likelifood of loss of personal
information and loss of online idewtity

Threat
Appraisal

h 4

minus

Rewards
H3: Positive aspects of starting or contimuing
the weale behavior
Figure 9: Threat Appraisal Hypotheses

Perceived Vulnerability

Perceived vulnerabilityefers to a person’s assessment of his/her owmcelsaof being exposed
to a security threat (Rogers, 1983). The concefihcgat’ for this research report refers to
unauthorized access to an individual's wirelessvoek. PMT-based research has shown that
individuals who exhibit high levels of perceivedmnerability also show increased intention to
adopt a recommended coping response (Rogers, R3§3toe & Rogers, 1987; Wurtele, 1988;
Wurtele & Maddux, 1987).

H1: Perceived vulnerability is significant in deternmg if an individual adopts the

recommended behavior of enabling security measameshome wireless network.

Perceived Severity
Perceived severitsefers to the consequences to individuals if arsgcinreat occurs (Pahnila,
Siponen & Mahmood, 2007). The concept of a ‘consaqa’ for this research report refers to

the loss of personal information and loss of onidentity.

There are inconsistencies between the existingyrewd practice in regards to this construct.
Health related PMT research has found that sevisritye least significant of the cognitive
mediating factors (i.e., Maddux and Rogers, 198Bn&] Sheeran & Orbell, 2000); conversely,

the most commonly utilized IT security managemeatiieworks (SIGS, 2002; Stoneburner,
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Goguen & Feringa, 2002; ISO/IEC, 1998) promotesk assessment (i.e., risk management)

approach to handling security threats.

Risk management plans operate on the principleafgived severity — since risk levels increase
when the severity of a loss from a threat increasg&sreduction actions are taken only when
those levels of risk become unsatisfactorily high.

H2: Perceived severity is significant in determinihgn individual adopts the

recommended behavior of enabling security measameshome wireless network.

Perceived Rewards

Perceived Rewardare intrinsic and extrinsic maladaptive (i.e., muproductive) responses to
a security threat (Floyd, Prentice-Dunn & RogeX)@. In this context, rewards refer to
personal feelings of safety, personal comparisonghat others are doing and evaluation of

future exposure to risk.

Whereas ‘threat’ decreases the chances of an thdil/selecting the maladaptive response, an
intrinsic or extrinsic reward increases the chamdem individual selecting the maladaptive

response (Floyd, Prentice-Dunn & Rogers, 2000).

There is a controversy in the social sciences #st@ros and cons of measuring intrinsic and
extrinsic motivations in research (Cameron & Pie&#2). As such, there has been sparse PMT
related research incorporating therceived rewardsonstruct (Abraham, Sheeran, Abrams, &
Spears, 1994; Stanton et al, 2005). As the airhisfresearch report is to wholly analyze the
behavioral intentions of individuals utilizing wiess router security features, the intrinsic

satisfaction and extrinsic approval of taking oa tacommended behavior are measured.

H3: Perceived rewards are significant in determinifgn individual adopts the

recommended behavior of enabling security measameshome wireless network.

Coping Appraisal
The coping appraisal process evaluates the abiligy individual to deal with and avert an

exposed threat (Floyd, Prentice-Dunn & Rogers, 20R@sponse efficacgelf efficacyand
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response cogre the three constructs of the coping appraisia&-amount of coping ability
experienced is a combination of response efficacyself efficacy, minus response costs. Figure

10 provides an overview of how the adaptive copagponse is assessed for this study:

Response Efficacy
H4: Effectiveriess of the recommended

= o I S F1 = PP [P N
b hevior inre MOVING OF preveniing possitie

harm
Self Efficacy
HS: Baligf thar oneg can succesgfully enact the
recommnencs d be favior
. ~ Coping
minus » .
Appraisal

Response Costs

Hb: Cosis associaied with the recommended

behavior (e g, Monsiary expense
IMCoMy erignce)

Figure 10: Coping Appraisal Hypotheses

Response Efficacy

Response efficaaglates to the belief in the perceived benefitarofction and that that action
(i.e., the coping response) will be useful in pdovg protection from risks (Rogers, 1983;
Pahnila, Siponen & Mahmood, 2007). The ‘coping oese’ for this research report is
contextualized using guidelines taken from US-CHRblications (Wireless Security, 2006;
McDowell, Householder & Lytle, 2005) as these reses highlight many of the potential
threats of wireless technology and suggest howedare a home wireless network.

PMT-based research has shown that there are osiivelations between response efficacy
and coping response ranging from significant to imackffects (Maddux & Stanley, 1986;
Wurtele, 1988).

H4: Response efficacy is significant in determinirgniindividual adopts the

recommended behavior of enabling security measameshome wireless network.

Page | 23



Self Efficacy
Self efficacystresses an individual’s judgment of their capid to cope with the task ahead
(i.e., their ability to perform the coping respon@eahnila, Siponen & Mahmood, 2007).

PMT-based research on self efficacy beliefs pravg®of that self efficacy is a considerable
controlling agent in motivational, cognitive, arffeative processes (Floyd, Prentice-Dunn &
Rogers, 2000).

For example, the following PMT-based research shbee are significant positive correlations

with self efficacy on:

» Behavioral change (Bandura, 1977; Bandura, Adamasjy& Howells, 1980; Condiotte &
Lichtenstein, 1981);

» Coping response (Fruin, Pratt & Owen, 1991; Madflukogers, 1983; Maddux & Stanley,
1986); and,

* Intention (Milne, Sheeran & Orbell, 2000).

H5: Self efficacy is significant in determining if eudividual adopts the

recommended behavior of enabling security measameshome wireless network.

Response Costs

Response costse the estimated expenditures an individual aastescwith a particular course of
action (Woon, Tan & Low, 2005; Floyd, Prentice-DuaiRogers, 2000). In this context, costs
refer to the expenditures involved with performthg coping response (e.g., monetary expenses,
difficulty of the action, or personal inconveniennderms of both time and effort).

Whereas ‘efficacy’ (i.e., sense of individual afyiliincreases the chances of an individual
selecting the adaptive response, response costsagdes the chances of an individual selecting

the adaptive response.

PMT-based research provides that there is a sigmifilink between response cost and coping
response (Helmes, 2002; Neuwirth, Dunwoody & Grif2000).

Page | 24



H6: Response cost is significant in determining ifratividual adopts the

recommended behavior of enabling security measameshome wireless network.

PMT-based Research Model

Figure 11 represents how the dualistic dependerdhla is assessed by testing the six

independent variables contained within the threat-@sal and coping-appraisal elements of the
PMT.

| Independent Variables

Threat Appraisal
Perceived Vulnerability
Hypothests £1)
Perceived Severity
Hypothesi 22)
Perceived Rewards

Hypotheses = 3)

Dualistic Dependent Variable

O Have Not Enabled
Maladaptive Response

Coping

Response T Have Enabled
Adaptive Response -

| Independent Variables 1

Coping Appraisal
Self Efficacy
Hypothesis 24)
Response Efficacy
Hypathests £3)
EResponse Cost
Hypothesi =a)

The Recommended Behavior'

V4

Figure 11: PMT-based Research Model

Incorporating TTM Elements
Adding TTM elements onto the PMT-based model alllavenhanced analysis and prediction
of the dualistic dependent variable. In this stutis essentially means breaking down the
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dependent variable into three components insteadafThe overall objective is to further

analyze the intent of the individuals within theladaptive (have not enabled) response.

Breaking down the dependent variable into threecaubponents is accomplished by assessing
the number of risk-reduction behaviors that indist$ have already performed or intend to
perform to protect their computer systems fromdtse(The survey instrument assesses ten risk
reduction behaviors). Based on these results, ishais are grouped into one of three possible

coping stages:

* Non-Intenders (Individuals completing three or lask-reduction behaviors);
* Intenders (Individuals completing four to six rigduction behaviors); and

» Actors (Individuals completing seven or more riskuction behaviors).

Figure 12 illustrates how the TTM elements are ddul@o the PMT-based model:

| Independent Variables

Thireat Appraisal
Perceived Vulnerability
(Hypothesis 1)
Perceived Seventy
(Hypothesis 22)
Perceived Rewards

(Hypotheses 23

| Dualistic Dependent Variable |

Coping Stage

T Have Not Enabled Non-Intenders |
Maladaptive Resporse <

Intenders |

Coping
Respornse O Have Enabled
Adaptive Response -- Actors |

| Independent Variables |

Coping Appraisal
SelfEfficacy
(Hypothesis 24)
Response Efficacy
(Hypothesis 23)
Response Cost
(Hypothesis £6)

The 'Recommended Behavior'

\/

Figure 12: PMT-based Research Model with TTM added
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Methodology

This section describes the approach to collectiegiata concerning the independent variable
test questions. It is important to reiterate thatdata collected from the independent variable

scale items are essential in analyzing both mapotheses.

In order to collect the research data, a thirtg¢hitem online questionnaire comprised of three
sections was made electronically available to Nealand-based users of home wireless routers.
The survey consisted of three sections: demograpRiT elements and TTM risk behavior
assessment items. See Appendix — The Survey Instrium

Demographics

The demographics section captures the brand ofesseouters used by the respondent, the
duration of use of the router by the respondentthadge of the respondent. This was in part
based upon Woon, Tan and Low (2005) who also clittleownership of home wireless
networks by asking respondents for the brand of thieeless network; thus, adding a sense of
eligibility and suitability of a respondents’ reszes.

PMT Elements

The PMT research items are measured using a serentjkert scale. This level of
measurement was based upon the design of the swithely Woon, Tan and Low (2005).

Previous PMT-based research has been successfiabimporating the use of surveys to measure
all the cognitive variables and to examine the @ogmintention links (Pechmann, Zhao,
Goldberg & Reibling, 2003). The final wording artdusture of the threat-appraisal and coping
appraisal questions were based upon the validasidrdfound within the survey of Woon, Tan
and Low (2005).

TTM Stages
The research items that assess the risk reduatioaviors within the TTM portion of the
research model are measured using five-point sca@iese these scales were not intended for

direct comparison with or against the independanible scales, the levels of measurement
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were not based upon the same seven-point LikelescBhe assessment of risk behaviors is only
intended to break down the dualistic dependenabégiinto three coping stages. The

independent variable scales could then be usec&sune the resultant three coping stages.

Each of the ten risk-reduction behaviors was measusing the following five-point scale: 1 =
already done, 2 = will do next month, 3 = will dp3-6 months, 4 = will do within the next year,

and 5 = probably will not do.

Previous TTM-based research provides validity amg@se of structure regarding the primary
TTM research components included in this surveyr{MaBender & Raish, 2007). The ten risk-
reduction behaviors included in this survey wereettgped based upon guidelines taken from
US-CERT publications (Wireless Security, 2006; Me@d, Householder & Lytle, 2005).

Design & Respondents

The data collection within this report is set upss-sectionally rather than longitudinally.
Concerning eligibility, any person living in New &@and (regardless of age, sex, race, ethnicity,
education or citizenship) who used a wireless rouatéheir home qualified as a respondent for

the survey. There were no other qualificationsestrictions.

Collection Device

The data for the research report was collected &g of an electronic (web-based) survey
guestionnaire. The target sample of usable respafatis research survey was approximately
200 usable sets of data. The final collected ussdnieple set was 103 responses.

Sample Size

There are no reliable statistics available to iathexactly how many households in New
Zealand use a wireless router in their home netwioi& known that, as of 2007, one million
New Zealand homes are connected to the Internet Hssume that just one-half of one percent
of that population use a wireless router in theimle, the estimated population in New Zealand
would be about 5000 people. Using the formula distadxd in Cochran (1977) for determining
sampling size in continuous data, we would find tha minimum returned sample size would

be 116 samples. This indicates that the samplg30&responses) used in this study is most
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certainly below a standard accepted amount. Seed-IJ3 for the estimated sample size

calculation:
(0= * (s)° (1.96)%(1.167)°
No= —mmmmmmmmes = - = 18
(d)? (7*.03)°
1o (118)
. - S ., ; ;
(1 + ne / Population) {1+ 118/3000)

Souce based on Bartett, Kotlik, & Higgins, 2001

Figure 13: Using Cochran sample size calculations

In the next section, the several statistics conogrthe independent variables will be examined
to determine just how well this particular samm@presents the overall population. But, it must
be made explicitly clear that the sample size & d€ed in this research report is indeed below

the minimum acceptable amount which would indicd#gistical validity.

Data Analysis

This first part of this section discusses the demplgic data collected in terms of the dependent
variable. The second part of this section desctiheslata collected relating to the independent
variables through histograms. The third part of 8ection discusses and tests the data in context
of Hypothesis One. The last part of this sectiamies out several statistical analyses in order to

test the data in the context of the statementsaaued within Hypothesis Two.

Demographic Data
The first part of this section illustrates manytloé basic details regarding the survey
respondents. Frequency distributions were run erdépendent variable and then on the

demographic measures in order to categorize thed€pndents into those who have not
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enabled the security feature on their home wiralesters and those who have enabled security

features on their routers.

First, a bimodal distribution was generated with dependent variable to determine exactly how
many respondents have not enabled security featmaebow many respondents have enabled
security features. The expectation was that thelgigion of non-enablers to enablers would be
more equal; but as the chart below illustrates,e8pondents have not enabled and 82 have
enabled security features. The fact that nearly 80%spondents have enabled security features
is higher than expected and indicates that peoplleis sample may be much more security
conscious than the actual population.

Dependent Variable
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Similarly, a trimodal distribution was used to asshow the respondents fit into the three-tier
subset of coping stages; this test concluded tieaetwere Non-Intenders, Intenders, and Actors
(n=9, 12, 82, respectively). An individual waseggorized as being in the “Actor” stage if that
person had performed the recommended behavigrdghabled the security settings on the
wireless device); this was decision stage behdgiestion) number seven in the survey

instrument — see Appendix.

The remaining nine decision stage behaviors (questiassessed the Non-Intenders and
Intenders. An individual was categorized as a “Nisiender” if that person had four or more
behaviors that they answered as “will not do.” thibse who did not fall into the “Actor” or the

“Non-Intender” categories were classified as “Imters.”

Dependent Variable by Coping Stage
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Respondents were asked how long they had been aisiage wireless router. The average

duration of use was 12.3 months.

Number of months respondents have used router

104 —

Frequency
|

P ol

1 12 60
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The results indicate the average age of the regmisdvas 32.

Age of Respondents

20

15

|
™~
|

Frequency

N Mean =32.57(]
Std. Dev. =11.7610]
N =103

10 20 30 40 50 60 70
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Comparing the age of the respondents to their otisecoping stage reveals that there are

relatively even distributions of ages within eatdge. From this chart, it appears that age does
not appear to be a factor in how respondentstfiténcoping stage.

Intenders

e Gﬂ?%g 5w
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Comparing respondents’ duration of use to thejpeeBve coping stages reveals that there are
several respondents within the sample who have bsieg a home wireless router for more than
12 months, yet still do not intend on activatingeléss security features.

10

Count

Intenders

= . Nen- 29°
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Describing the Variables
The second part of this section describes theatdlacted relating to the independent variables

through histograms.

Table 1 describes the test questions used in tiveysinstrument to gather data for each of the
six independent variables (i.pgrceived vulnerability, perceived severity, peredirewards,
response efficacy, self efficacy and response.déath question was assigned a code to aid in
tracking and interpreting the data during stat@tanalysis. For example, there were two test
guestions used witperceived vulnerabilityndependent variable; the first question was asslg
the code ‘PerVull’ and the second question wagasdithe code ‘PerVul2’. Each of the other
guestions used with the other five independentbdes were coded in a similar manner.

To gather data concerning these test questionsutivey instrument used a seven-point Likert
scale (where 1 = high/most and 7 = low/least).
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Table 1: Independent Variable Test Questions
Variable Items

Perceived I could be subjected to a malicious wireless hacking attempt (Pervuli)
erceive = '

Vulnerability

I feel that I could be vulnerable to wireless hacking (Per]

Having myv online identity stolen as a result of wireless hacking is a sarious problem for me
(PerSeri)

Perceived E-mail savesdropping resulting from wireless hacking is a serious problem for me (PerSerl)
erceive = = '

Seventy

Losing data privacy as a result of wireless hacking is a serious problem for me (PerSerd)

Loss of personal information resulting from wireless hacking is a serious problem for m
PerSerd)

Enabling ssourifv measures on my homs wirsless natwork will make me feel safer (Rwrdl)

Perceived  iIn the next 6 months, how likelyis it that your home wireless network will endure a hacking
Rewards  iattempt (Rwrd2)

Ofthe home wirsless networks in New Zealand, how manv de vou think have enabled security
measures (Rwrdd)

Enabling ssourifv measures on myv home wirsless network will prevent hackers from stealing
network bandwidth (ResEf7)

Enabling the secunty measures on a home wireless network is an effective way of deternng hacker
Response  [attacks (ResEfZ)

Efficacy  Enabling sscurity measures on myv homs wirsless narwork will prevent hackers from gaining
important personal or financial information (Res Ef3)

Enabling security measures on myv home wireless network will prevent hackers from stealing myv
identitv (Res Eff4)

It would be sasv for me to enable security features on the home wireless network by mvself
faelfEffT)

I could enable wireless security measures if there was no-one around to tell me what todo as I go
along (SelfEf2)

WM E

SelfEfficacy

}..

I could enable wireless security measures if ] onlv had manuals for reference @524

The cost of enabling ssourity measures decreases the convenience afforded bv a home wirsless
network fResCosid

There are too manv overheads associated with trving to enable securty measurss on a homs
wireless network (ResCosi2)

Enabling security features on myv wireless router would require considerable investment of effort
other than time (ResCosi3)

Response Cost

Enabling sscurity featurss on a wireless router would be time consuming (ResCoszd)

Histograms
Simple histogram charts are used below to visieddhesults; the mean (average) of the scores

as well as the standard deviation of the meanlaoepaesented to help describe the data.
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The mean represents a summary of the data fol@isem question. If that summary is not
really representative of the actual scores, thamthan may not be completely reliable in
representing the question in statistical analysssstin which a ‘poor’ mean is compared against

a more accurate mean.

To determine the accuracy of how well the meanesgmts the data for the question, the
standard deviation is used. Small standard dewisifim relation to the value of the mean itself)
indicate that data points are close to the meaidF2005). Large standard deviations (in
relation to the mean) indicate that the data pangsdistant from the mean (i.e., the mean is not

an accurate representation of the data) (Field5200

Based upon the theoretical investigation of thesebles from the previous secti@positive
skew should be present fperceived vulnerabilitythat is, the mean score would be on the
higher end of the scale for each of these questiasmost people would agree to feeling

susceptible to wireless hacking).

The histograms for PerVull and PerVul2 show thatgbsitive skews did not occur; also, the
high standard deviation scores (2.007 and 1.96pgectively) imply that the means (3.33 and
4.28, respectively) are not good fits for each tjaas
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PerVul2
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The PMT-based research suggests a positive skevidshe present foperceived severitythat

is, the mean score would be on the higher endeo$tlle for each of these questions (i.e., most

people would agree that the threats posed fromesgisehacking are a serious issue).
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The histograms for PerSerl, PerSer2, PerSer3 adieshow that the positive skews did not
occur; also, each scale item had a relatively bighdard deviation scores compared to the

mean. This implies that the means are not goodditeach item.
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The PMT-based research suggests a negative skesmddiopresent faperceived rewardshat

is, the mean score would be on the lower end o$tlaée for each of these questions.

The histograms for Rwrd1l, Rwrd2 and Rwrd3 show thatnegative skews did not occur; also,
each scale item had relatively high standard deviatcores compared to the mean. This implies

that the means are not good fits for each item:
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Rwrd2
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The PMT-based research suggests a positive skewidshe present fatresponse efficagyhat

is, the mean score would be on the higher endeo$thle for each of these questions (i.e., most

people would agree that enabling security featwittgleter hacker attacks).
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The histogram for the ResEff1 question shows tipeeted positive skew and the other three
items (ResEff2, ResEff3, ResEff4) show a slightbgipive skew. However, each of the four
scale items had a relatively high standard deviagmre compared to its mean. This implies that

the means are not good fits for each item.
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ResEff3
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The PMT-based research suggests a positive skewidshe present faself efficacythat is, the

mean score would be on the higher end of the $oakach of these questions (i.e., most people
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would probably feel like they could enable secuf@gtures by themselves and not need some

form of human assistance to help them getting eaibl

The histograms for SelfEffl, SelfEff2 and SelfE&i3ow that slightly positive skews did occur.
However, each scale item had a relatively highddieshdeviation scores compared to the mean.
This implies that the means are not good fits &mheitem.
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SelfEff2
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The PMT-based research suggests a negative skeiddiepresent faresponse costhat is,

the mean score would be on the lower end of thie $oaeach of these questions (i.e., most
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people would agree that enabling security featwasdd be easy and would not require extra

efforts of time and money on their part).

The histograms for ResCostl, ResCost2 and Res€logtd that slightly negative skews did
occur, but ResCost4 does not show this trend. Eeale item however, had a relatively low
standard deviation score compared to its mean.ififpbes that the means could possibly be

good fits for each item.

ResCostl

40

30—

1 PN

/ \ Mean =5.14[]

_’—I7‘ Std. Dev. =1.7211(]
o N =103

T

(0]

Frequency
:
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ResCost2

40—

30—

Frequency
i

10—

ResCost3

40—

30—

Frequency
R

10

Mean =5.2110]
Std. Dev. =1.625(]
N =103

Mean =5.571]
Std. Dev. =1.55(]
N =103
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ResCost4

40—

30—

Frequency
:

N\
| NG

\ Mean =4.63(]
Std. Dev. =1.76!
| N =103
o

Testing Hypothesis One

The third part of this section begins by examirtimg patterns illustrated within the above
histograms to find out if there are in fact underygroups of people who can be classified as
concerned or not concerned about wireless seciiigse observations are then confirmed via

statistical testing.

Each one of the above histograms shows a relativedyen distribution of response values —
only a handful of the items show strong means \&llibe most recognizable pattern emerging
from nearly each scale item is one of a group sfhoase values clustered on the high end of the
scale and a group of response values clustereaedower end of the scale. That is, two
distributions appear on an individual scale: ormugrof responses distributed between 1-3 and
another group of response distributed between(bof.example, the PerVul2 question clearly
showed two distributions on the response scalag A¢lps to corroborate the belief that there is
a dichotomy of respondents. But to validate thdydagon that two (or more) series of these
scale item readings represent basically the saragoificantly different values, the T-Test is
performed on the independent variables. The T-dgstsses whether the means of two groups

are_statisticallydifferent from each other (T-Test, 2008).
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Independent Samples T-Test

The T-Test compares one grouping variable agawestwenty independent variables. For this
research, the grouping variable is constructedaking the PerVul2 scale item (i.e., because the
original histogram clearly showed two distributiarsthe response scale) and recoding as a
grouping or classification variable. The resultiggiable categorizes responses 1-3 as the people
who feel concerned about wireless security andomesgs 4-7 as the people who do not feel

concerned about wireless security.

With an Independent Samples T-Test, the equalitsadBnces must first be assessed to
determine whether the variances from the two sasrguie different (Levene's F-Test for
Equality of Variances). If the p-value is greateart .05 than the two variances are
approximately equal — the ‘equal variances assumibut is used for interpreting the T-Test. If
the "Sig.", or p-value, is less than .05 than the Yariances are significantly different — the

‘equal variances not assumed’ output is used terpmeting the T-Test.

The t-value itself will be positive if the first rae is larger than the second and negative if it is

smaller. The larger the t-value, the less likelyaturred by chance (Field, 2005).

The recoded PerVul2 variable classifies 42 respaisdces ‘concerned’ (the distribution of
respondents in the high end of the scales) ané$jiondents as ‘not concerned’ (the distribution

of respondents in the low end of the scales).

PervulZrecode

S0 — =

In
[=]
|
3
I

Frequency

20—

o T T
Concerned akbout wirsless security Mot Concerned about wirsless security

PerVfulZrecode
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The below Group Statistics and Independent Saniplesst tables indicate:

» Eight of the twenty scale items do r@ve statistically different groups in their means
Rwrd1-3, ResEff1-4 and SelfEff3.
o For each of these items it is apparent in the G&tagistics table that the reported
means for each item appear too close to be dissinilus in the Independent
Samples T-Test table, the F-Test results for ei@ech show that the t-value is not
significant (atp < .01 level [2-tailed]).
» Twelve of the twenty scale items do have two dialy distinct groups in their sample
means: PerVull-2, PerSerl-4, SelfEff1-2 and RedCst
o Each of these items showed considerable differeimcia® means per item
(Group Statistics Table) as well as significanufessin the Independent Samples
T-Test table within each F-Test (at the .01 level [2-tailed]).
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Group Statistics

PerVul2recode

Mean

Std. Deviation

Std. Error
Mean

penvit fvﬁgfez: i‘ifﬁﬁ?‘ 42 248 1.330 205
wireless securty o1 392 2.186 280
et wireloss securty. a2 212 772 110
ireless securty o1 5.77 804 103
rersen wireloss securty. a2 286 1788 276
ireless securty o1 390 2087 267
perserz \?vﬁgﬁeesr: i‘ifu?ﬁﬁ‘ 42 2.95 1.794 277
ireless securty o1 402 2117 n
persers fvﬁgfez: i‘ifﬁﬁ?‘ 42 229 1.384 214
wireless seourty o1 346 2004 268
persert \Sv?rglceesr: iicau?.?;‘ ' 42 2.26 1.432 221
ireless securty o1 348 2004 268
Furet \Sv?rglceesr: zgcit;i(:; ' 42 2.52 1.452 224
wireless securty o1 261 L4sg 19
Fune \?vﬁgﬁeesr: i‘ifu?ﬁﬁ‘ 42 3.71 1.979 305
ireless securty o1 380 L965 25
Funes 3ﬁ2§?§§§§ﬁ§§‘ 42 3.88 1.485 229
ireless securty o1 405 1396 79
Resit jﬁZEZQiijﬁﬁ;t 42 214 1.072 165
ireless securty 61 193 929 110
resE ireloss securty. a2 250 1263 199
ireless securty o1 230 1333 n
Resels 3ﬁ2§2§2§§ﬁ§§‘ 42 2.71 1.519 234
ireless securty o1 243 1420 18
Resene fvﬁgfez: i‘ifﬁﬁ?‘ 42 2.86 1.555 240
ireless securty o1 252 Laas 185
SelEr jﬁZEZQiijﬁﬁ;t 42 274 1.624 251
ireless securty 61 169 992 127
seere ireless securty. a2 3.00 1753 on
ireless securty o1 180 1222 156
sere wireless seoutty. a2 293 1731 267
ireless securty o1 264 2009 257
Rescostt fvﬁgfez: i‘ifﬁﬁ?‘ 42 4.29 1.642 253
ireless securty o1 5.72 1529 196
rescostz \?v?rgﬁeesr: 225?3;1 42 4.55 1.549 239
wireless securty 61 567 1524 105
Rescoss jﬁZEZQiijﬁﬁ;t 42 4.90 1.605 248
wireless securty o1 6.03 1301 a2
rescont wireess seoutty. a2 395 L7580 215
Not Concerned about 61 510 1599 205

wireless security
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Independent Samples Test

Levene's Test for
Equality of Variances t-test for Equality of Means
95% Confidence
Interval of the
Mean Std. Error Difference
F Sig. t df Sig. (2-tailed) Difference Difference Lower Upper
Pervull E:::Lgiames 30.905 1000 3.814 101 000 1442 378 2102 -692
Eg:‘:é::;i’;ces 4.155 99.688 000 -1.442 347 2130 -753
Pervui2 Es:fk‘gia"ces 240 625 23.023 101 000 3.651 159 -3.966 3.337
Eg:’:é;’:;i’:fes -23.201 90.618 000 3.651 157 3.964 3.339
PerSerl Es:mzﬂa"ces 4569 035 2642 101 010 1.044 395 -1.829 -.260
Eg:’:é;’:;i’:fes 2719 96.166 008 -1.044 384 -1.807 -.282
PerSer2 Es:mzﬂa"ces 5298 023 2664 101 009 -1.064 399 -1.856 272
Eg:’:é;’:;i’:fes 2746 96.632 007 -1.064 387 -1.833 -.295
PerSers Es:mzﬂa"ces 15.061 1000 3181 101 002 1173 369 -1.905 -442
Eg:’:é;’:;i’:fes 3.422 100.869 001 1173 343 -1.853 -493
PerSerd Es:mzﬂa"ces 11.662 001 3.264 101 002 1214 372 1951 -476
Eg:’:é;’:;i’:fes 3.492 100.999 001 1214 348 -1.903 -524
Rwrdl Eg:fr'n‘;z”ances 177 675 -279 101 781 -083 207 671 506
Eg:’:;;’f;ﬁzces -.281 90.032 780 -083 295 -.669 503
Rwrd2 Eg:fr'n‘;z”ances 023 881 -225 101 822 -089 395 -873 695
Eg:’:;;’f;ﬁzces -.225 87.879 823 -.089 396 -875 697
Rwrd3 Eg:fr'n‘;z”ances 353 554 -586 101 559 -168 287 738 402
Eg:’:;;’f;ﬁzces -579 84.640 564 -168 201 -746 410
ResEifl Eg:fr'n‘;z”ances 1.437 233 1.051 101 296 208 198 -185 602
Eg:’:;;’f;ﬁzces 1.023 79.744 300 208 204 -197 614
ResEif2 Eg:fr'n‘;z”ances 110 741 776 101 440 205 264 -319 729
Eg:’:;;’f;ﬁzces 781 90.059 437 205 263 -317 727
ResEiffs Eg:fr'n‘;z”ances 150 699 984 101 328 288 203 -203 869
Eg:’:;;’f;ﬁzces 971 84.316 334 288 207 -302 878
ResEif Eg::r;‘;z"ances 578 249 1113 101 268 333 299 -260 925
Eg:;:g:;zzces 1.098 83.947 275 333 303 -270 935
SelfEifL Eg::r;giames 14.408 000 4.068 101 000 1.050 258 538 1.561
Eg:;:g:;zzces 3.736 61.992 000 1.050 281 488 1611
SelfEif2 Eg::r;giames 9.955 002 4.085 101 000 1.197 203 616 1.778
Eg:;:g:;zzces 3.829 67.846 000 1197 313 573 1.820
SelfEifs Eg::r;giames 1.038 311 759 101 450 289 381 -467 1.045
Eg:;:g:;zzces 780 95.934 437 289 371 -447 1.025
ResCostl Eg::r;giames 1.683 108 4543 101 000 -1.436 316 2.062 -809
Eg:;:g:;zzces -4.483 84.079 000 -1.436 320 2072 -799
ResCost2 E:::Lgiames 2321 131 3.655 101 000 1125 308 1735 -514
ﬁg:‘:;;’:;aegces 3.644 87.359 000 1125 309 1738 -511
ResCosts E:::Lgiames 8.308 005 -3.869 101 000 1128 202 -1.706 -550
ﬁg:‘:;;’:;aegces 3743 77.640 000 1128 301 1728 -528
ResCost4 E:::Lgiames 1.182 280 3.413 101 001 1146 336 1812 -.480
ﬁg:‘:;;’:;aegces 3.345 81.934 001 1146 343 1.827 -464
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Testing Hypothesis Two

The last part of this section explains and execsggsral statistical analyses with the aim of
testing the data in the context of the statememnsained within Hypothesis Two (i.e.,
determining the factors that influence behavioureantion).

It has been noted that the mean values emergingday of the independent variables are not
good summaries of their respective models. This ca¢ necessarily imply that statistical
analyses should not be performed with these melaesaather it suggests that any test results
coming out of these analyses may not accuratelgateivhat occurs in the actual population of
wireless router users in New Zealand. Therefosgirig of the six postulations contained within
Hypothesis Two continues below beginning with adaanalysis and a reliability analysis to
assess the validity and reliability of the indepemidvariables. Then, correlation analysis and
regression analysis are used to relate the vasianid predict outcomes for dependent variable

from one or more of the independent variables.

Factor Analysis

Factor analysis is a technique for identifying grewr clusters of variables (Field, 2005).
Performing a factor analysis on the independenaibes will help to understand the structure of
the set of variables; that is, it will help to vadize that the questions used to assess each
independent variable are really measuring the qneghin that variable which they are
supposed to. For example, are the four questigyegdeng response efficacy all really measuring

the concept of response efficacy.

KMO

The Kaiser-Meyer-Olkin (KMO) statistic is used teasure sampling adequacy. The KMO
produces a statistical value between 0 and 1:utr@sse to O indicates dispersion in the pattern
of relationships (consequently, factor analysigey an unsuitable for correlating factors); a
result close to 1 indicates that patterns of refetnips are relatively compact (as a result, factor
analysis should yield distinct and reliable faci¢Fseld, 2005). Values between 0.5 and 0.7 are
mediocre, values between 0.7 and 0.8 are goodevdletween 0.8 and 0.9 are great, and values
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above 0.9 are superb (Hutcheson & Sofroniou, 19B8%refore, values of more than 0.5 are

considered acceptable in this study.

Validity

Testing for validity was done by utilizing factanalysis with principal component analysis and
varimax rotation. Varimax rotation is a method dhagonal rotation in statistical factor
analysis. The calculation methods in orthagonaition try to keep the underlying factors
independent (i.e., not correlated); this meansuhaatmax calculations try to load a smaller
numbers of variables highly onto each factor (Fi2leD5). The result is simply more
interpretable clusters of factors in the outputresoOutput scores (or, loadings) of 0.45 to 0.54
are considered fair results; 0.55 to 0.62 goodlt®s0.63 to 0.70 very good results; and above

0.71 excellent results for assessing validity eftariables (Comrey 1973).

For this study, there are two methods to interanet use these validity scores. The first is to test
for convergent validity. Convergent validity defsthe extent to which a scale item (question) is
similar to (converges on) other scale items thetdabretically should also be similar to
(Construct Validity, 2008). The second way is festdiscriminant validity. Discriminant

validity explains the degree to which the scalmgalo not correlate with other scale items that
they theoretically should not be similar to (Cooki&ampbell, 1979). These methods work
together — if proof can be provided for both cogesit and discriminant validity, then evidence
for construct validity is demonstrated (Construelifity, 2008).

Reliability Analysis

The concept of reliability suggests that a scakhconsistently reflect the variable it is
measuring (Field, 2005); Cronbach’s alpha is usdddt reliability (Cronbach, 1951).
Cronbach’s Alpha describes whether or not the items in the regutiimput factors are
measuring the same thing. It does this by asse#isingorrelation between each item and the
total of all items in the scale. Research suggaststhe high reliability of variables can be seen
with alpha results above 0.70; however, reliabii@gults of 0.50 to 0.60 are sufficient in early
stages of research (Nunnally, 1978). Therefordyaalfalues of more than 0.50 are considered

acceptable in this study.
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Initial Analysis Results
Table 2 indicates the KMO for all six of the indaegent variables. The KMO value of 0.76
suggests that factor analysis should yield distamet reliable factors and therefore is an

acceptable score for this study.

Table 2: KAO
Kaiser-Mever-Olkin Measure of Sampling
Adequacy

0.76

Table 3 indicates the validity loading scores fibsi of the independent variables. The factor
analysis of the twenty scale items resulted in ieenponents. Near the bottom of the table, a
row of output indicates that the five componentgeh@igenvalues over 1.00 (eigenvalues greater
than 1.00 are regarded as important as they acémuatsignificant amount of the variability in
the data). These five components explained 73.1flf¥tedotal cumulative variance; however,

the two main factors account for slightly less td@86 of the total % of variance (ideally the two

main factors should together account for at le@ss@% of the total % of variance).
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Table 3: Validitv of Variables
Component
1 2 3 4 5

Perull 0.63 048
Pervul?
PerSerl 0.92
PerSer? 0.50
PerSer3 0.54
PerSerd 0.%2
Rwrdl 0.75
Rowrd? 057
Rowrd3 075
ResEffl 0.71
ResEff? 0.82
ResEff3 0.92
ResEfft 0.93
SelfEffl 0.91
SelfEff2 .88
SelfEff3 0.56
ResCostl 087
ResCost? 040 0.82
ResCostl .71 0.43
FesCostd .62 0.43
Eigenvalues 425 3.63 325 2.08 138
% of Variance 2144 15.15 16.24 10.40 G689
%% of Curmulative Variance 2144 3958 5582 6.89 7311

* values under 0.4 have been suppressed within the ourpur.
Extraction Method: Principal Component Analvsis.
Rotation Method: Varimax with Kaiser Normalization.

Convergent validity was tested by checking loaditmgsee if items for the same variables
correlated highly among themselv@gsting for discriminant validity was done by asseg the
factor loadings to see if items loaded more higihiytheir intended variables than on other

variables.

Upon initial inspection of the scale item score3 able 3 (above), the output indicates that there
is a chance of collinearity between some of thepahdent variables — that is, several items did
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not load cleanly into their respective variablesgaties. For example, tiperceived
vulnerabilityandperceived severityariables appear to have loaded onto the sameamenp
Theperceived rewardare spread across the table and do not appeantalid for any single
component. The last two scale items in the respoosevariable appear to be loading across
two different components; however the other renmgmjuestions came close to having at least

fair loadings on their proposed variables.

Table 4 indicates the reliability scores for al ef the independent variables. Five of the six
variables have acceptable alpha scores; howeepeticeived rewardsariable is less than the

minimum acceptable value of 0.5.

Tahle 4: Reliability of Variables

Variable No. of Ttems Cronbach Alpha
Perceived
“ulnerability 2 064
Perliul)
Perceived
Severity 4 093
Perssari
Perceived
Revwards 3 042
Rwrd
Fesponse
Efficacy 4 050
Res B
Self Efficacy - -
SelEf . 073
iﬁffﬁfrie Cost 4 084

The results from Table 3 indicate that the last $wale items of theesponse costariable

should be removed from the analysis; the last #maining items should then load cleanly onto
that variable component. More importantly thougabl€s 3 and 4 indicate that therceived
rewardsvariable should be removed entirely from the asialgince the three scale items are not
necessarily measuring the same variable; pluggelrability alpha result is below the acceptable

level for this study.
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The Re-Analysis Results
All three of the scale items froperceived rewards/ere removed plus two of the four scale

items fromresponse cosvere removed and the factor analysis re-generated.

Table 2-A indicates the KMO went slightly down frgreviously. The score of 0.726 is still
acceptable for this study though.

Table 2-A: KNIO
Kaizer-Mever-Olkin Measure of Sampling
Adequacy

0.726

Table 3-A indicates the newest factor analysisltedun four components. All four of the
components have eigenvalues over 1.00 (which refgignt here) and they explain 76.88% of
the total cumulative variance. Additionally, theotwain factors account for slightly less than
49.3% which is ideal. The rows pertaining to th@aeing fifteen scale items show that the
scale items foperceived vulnerabilitgndperceived severitgre all falling into the same
component (i.e., all six questions are actually sneag the same thing and not two different
components). More importantly, the remaining theemponents within the table all load cleanly
onto their respective variable categories — thdgating that the scale items measure their

intended component.
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Table 3-A: Validity of Variables
Component
1 2 3 4
Pervull 0.72
Perivul2 0.49
PerSerl 0.90
PerSer? 0.90
PerSerd 0.93
PerSerd 0.93
ResEffl 0.76
ResEff? 0.85
ResEff3 0.94
ResEff4 0.93
SelfEff1 0.88
SelfEff? 0.85
SefEff3 0.65
FesCostl 092
ResCost2 086
Eigenvalues 4 28 312 222 1.92
%2 of Variance 2850 20.79 14.78 1280
%o of Cumulatve Variance 2850 49 29 64.07 76.88

* wvalues under 0.4 have been suppressed within the output.
Extraction Method: Principal Component Analvsis.
Rotation Method: Varimax with Kaiser Normalization.

Lastly, Table 4-A indicates that the reliabilityoses for the four different components all have
acceptable alpha scores above the minimum sabsjacalue of 0.5.

Table 4-A: Reliability of W ariables

A ariable ™No. of Ttems Cronbach Alpha

Perceived
“ulnerabilice
PerF ol

L L
Perceived © 050
Severity
PerSer)
Fesponse
Efficacy + 090

T e ETFFD
(s B0

Self Effi cacy

(e IR

Lid
o
: |
Lid

Fesponse Cost

i ResCosth

2 .86
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Testing the Relationships

Correlation analysis is used to relate the depera®hindependent variables. Regression
analysis is used to predict outcomes for the deg@nehriable from one or more of the
independent variables. To begin with, the bimodgdeshdent variable measures are assessed and
discussed in the below analyses. The coping stagethen evaluated for important relationships

and predictions; however the sample size presemsg sssues regarding the analysis tables.

It is important to note that the dualistic deperidamiable of ‘Enabled’ — ‘Not Enabled’ is
labeled asPMT in the following tables. The data for this vari@lirom respondents is derived
directly from the survey instrument (See Append)erision Stage question number seven (i.e.,
the ‘Already Done’ response equals Enabled andthér responses equal Not Enabled). What's
more, in keeping with the results emerging fromfteor analysis, only the fifteen scale items
for the independent variables are included in tlesdyses.

Correlation

The Pearson correlation statistits a standardized computation of the power ofétetionship
linking two variables (Pearson, 1896). This statisan “take any value from -1 (as one variable
changes, the other changes in the opposite direbfidhe same amount), through 0 (as one
variable changes the other does not change atalt), (as one variable changes, the other
changes in the same direction by the same amo(féld, 2005). The resultant values are
referred to as effect sizes. Cohen (1988, 1992)ribe=s how the effect sizes can be interpreted

as compared to the strength of the relationship theasure. For example:
R =.10: small effect (to the relationship);
R =.30: medium effect;
R = .50: large effect.

When performing correlational analyses it is impottto use two-tailed significance tests when
a relationship between two variables is expectatihe direction of the relationship is not

predicted (Field, 2005) — as is the case in thidystThus, the Correlation Table below lists the
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values plus the significance values of the relatgos between the fifteen independent scale

items to the dependent variable of the PMT.

The Correlation Table helps to confirm the reseiterging from the reliability and validity
testing: each of the scale items correlates wetirayst their intended component items. For
example, theerceived vulnerabilitandperceived severitjgems all showed strong significant
correlations with each other (e.g., PerVull posiiivelated to PerSer4 with= .515, significant
atp < .01 level [2-tailed]); and so forth for each bétscale items within the other three

components.

The results from the correlation matrix also intkcthat certain scale items correlated well
across other independent variable items:

* The SelfEff3 item positively related to all four thfe perceived severitifems:

PerSerli(= .280; significant ap < .01 level [2-tailed]);

PerSer21(= .211,; significant ap < .05 level [2-tailed]);

PerSer31(= .279; significant ap < .01 level [2-tailed]);

PerSer4 (= .225; significant ap < .05 level [2-tailed]).

* The PerVul2 negativelyelated to both SelfEfflr & -.395) and SelfEff2r(= -.401), both
significant atp < .01 level (2-tailed). But, Pervul2 positivelglated to both ResCosti (
=-.391) and ResCost2= .294), both significant gg< .01 level (2-tailed).

* More importantly though, the four ResEff itemsstibwed negative relationships with

o O O O

the two ResCost items (e.g., ResEff2-ResCwost2,.505; yet all others significant at
least ap < .05 level [2-tailed]).

The results also indicate that nine of the fifteetependent variable scale items showed

important relationships with the dependent varigBMT):

PerVul2 toPMT, r = -.257, significant gb < .01 level (2-tailed);
ResEffl toPMT, r = .381, significant g < .01 level (2-tailed);
ResEff2 toPMT, r = .443, significant gb < .01 level (2-tailed);
ResEff3 toPMT, r = .391, significant gb < .01 level (2-tailed);
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ResEff4 toPMT, r = .424, significant gb < .01 level (2-tailed);
SelfEffl toPMT, r = .430, significant gb < .01 level (2-tailed);
SelfEff2 toPMT, r = .368, significant gb < .01 level (2-tailed);
ResCostl t&MT, r = -.265, significant gb < .01 level (2-tailed);
ResCost2 t&MT, r = -.305 — both significant at< .01 level (2-tailed).
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Regression

Regression is a statistical analysis process bgwiie independent variables in a regression
model are able to make a distinction between diggsoups (Hair, Anderson, Tatham & Black,
1998). Essentially, it takes correlation a stephierr and looks at predicting one variable from
another (Field, 2005). Simple regression involhestimg a prediction with one independent
variable at a time against the dependent varildtiple regression is just an extension of this
— using more than one independent variable at @ tintest for prediction against the dependent

variable.

Model Summary Table
A model summary table indicates the different medel scenarios) of independent variable that
would best predict the outcome variable (dependariable). For this study, the statistics that

will be assessed from this table are the multipénd theR Square.

The multipleR is a gauge of how well the model predicts the phesedata; large values Bf
represent a large correlation between the predaméedobserved values of an outcome (e.gR an
of 1 represents a situation in which the modelgmly predicts the observed data) (Field, 2005).

TheR Square is the amount of variation in the outcoargable that is accounted for by the
model; it actually represents the percentage oVénetion in the outcome that can be explained
by the model (Field, 2005).

ANOVA Table

An ANOVA (analysis of variance) table describes thiee each model is a significant fit of the
data overall (Field, 2005). For this study, Fhéest is assessed. A good model should have a
largeF-ratio (greater than 1 at least) and values oftless .05 in the column labelled ‘Sig’
(Field, 2005).

Coefficients Table
The unique contribution of variables to the regssnodel is viewed in a coefficients table.
Whether each independent variable scale item maagmdicant contribution to predicting the
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dependent variable can be seen in the column “Svgth values less than .05 being significant
(Field, 2005). Standardized beta values show timitance of each independent scale

(“predictor”) item — the bigger the absolute valtiee more important it is.

Regression analysis results are most reliable wiemdependent variables are not
multicollinear; this means that two or more indegemt variables should not have a high level of
correlation with each other (Woon, Tan & Low, 206&ir et al., 1998). A determinative sign of
multicollinearity can be taken from the VIF. VIFluas in the range of 1 to 1.8 are designative

of nonmulticollearity (Gammie, Jones & Robertsoriiéti 2003).

Analysis
The first series of regression tables presentdduad the forced entry regression method to

predict if any one of the four components is a gpaatlictor of the dependent variable.

The second series of regression tables will us&tapwise method of linear regression to
predict any possible relationships between onearerof the fifteen scale items and the

dependent variable.

Entry Method
Table 5 shows that the multipgiReof .487 for ‘Model 2’ (i.e., theesponse efficacyariable)
provides the largest predictive value of any offth& components to the PMT dependent

variable.

Additionally, theR Square for Model 2 is .206 which shows that al2®%b of the variation in

the outcome can be explained by that particularehod

Table 5: Enter Method - Model Summary

IModel ] F Square Adiusted B Square Std. Error of the Estimate
1 0.371 0137 0.083 0338
2 0487 0237 0.206 0.361
3 0.436 0180 0.166 0.370
4 0.310 0.086 0.078 0339

Model 1: {Constant), PerSerd, PerVulZ, PerVull. PerSerl, PerSerZ, PerSer3
Model 2: {Constant), ResEffd, ResEff1. ResEff2. ResEff3

Model 3: {Constant), SelfEff3. SelfEff2, SelfEf1

Model 4: {Constant), ResCostZ2, ResCostd
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Table 6 helps to support the theme that Model diptethe PMT dependent variable the best
out of any other combination of variables. Modéla?l the highest value of the four models in
theF-test (7.618) and was significant@a&.001.

Table 6: Enter Method - ANOVA(D)

Model Sum of Squares df IMean Square F Sig.

1 Regression 2206 g 0.383 2.547 [025(a)
Residual 14,423 96 0.150
Total 16.718 102

2 Regression 3,066 4 0.991 7.618 .000¢a)
Residual 12,753 98 0.130
Total 16.718 102

3 Regression 3180 3 1.0860 7.750 .000(a)
Residual 13.539 jeie] 0137
Total 16.718 102

4 Regression 1.609 2 0.804 5.323 .006(a)
Residual 15.110 100 0181
Total 16.718 102

Model 1. (Constant), PerSerd, Pervul2, Pervull, PerSert, PerSer, PerSer3
IModel 2; (Constant), ResEff4, ResEff1, ResEff2, ResEf2

Model 3 (Constant), SelfEff3, SelfEM2, SefEf

Model 4 (Constant), ResCost?2, ResCost

b. Dependent Variable: PMT

Table 7 however, indicates that none of the fouda®shows any levels of importance in the
standardized beta coefficient values, which melaeg are actually not very significant in
predicting the dependent variable. Moreover, itegpp that these components show

multicollinearity since all the items have VIF vakiexceeding 1.8.
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Table7: Enter Method Coefficients(a)

Unstandardizad Cosflicients Standardized Cosflicients Collinesity Statiztics
ol B Std. Emor Bets t Sig. Tolersnos YIF
1 Caonstant) 14% 0102 14124 0000
Faull 00z 0.0x 0120 i: 2.2 0.355 0.537 1.881
PaulZ -0.078 0oz -0.273 22,354 0.001 0.7 1,287
Fiat -0.0%8 .04 -0.178 .54 0.389 0.210 475
Pefal -0.02 0041 012 SR 0584 0.208 4358
Fial -0.083 0am -0.288 1.183 0.240 0.081 12.413
PerSad 0157 0om 0.754 1242 0.027 0080 12578
Constant) ] 0.088 143 0.000
ResEfft 00 0047 0141 24 0224 0.8 1.701
ResEfE 0.080 004 0.280 8 0.0 0.450 22
ResEff? -0.081 0.078 -0.213 (.80 0.428 0104 B.651
ResEfie 0.0 0.078 0.3 kit 0.180 0.103 97386
3 Constant) 0.983 0.078 1258 0.000
SeiEft 018 0.081 0.5821 154 0.0z 0.1 £281
SeiEfZ -0.023 0om 0.08 .47 0.ge3 0134 5183
SiEf2 -0.013 0o 008 0.2 0522 0.888 3
4 Constant) 1620 01 2128 0.000
RasCostl -0.020 00u -0.083 0.578 0.5e8 .47 128
ResCost? -0.081 0.0% 0242 ] 0.024 0.427 2258
Mgl 1: [Constant), PerSerd, PerVUE, Per\Ult, Perlet, Pelal Peiel

Constant), ResEffé, ResEff, ResEf2 ResER
Wadel % [Constant), SefER2, S=FERZ S=iEM

Medel 4 {Constant), ResCost2, ResCost

& Dependant Variatle: FMT

Stepwise Method

In the correlation section, there were certain gemthin each component that showed small to
medium relationships with dependent varidPMT; here we want to see if these and/or any of
the other items might be used alone or in comlnaty predict relationships with the dependent

variable.

In Table 8, the multipI® of .601 for ‘Model 3’ (i.e., the ResEff2, SelfEffind ResEff4 items)
provides for the largest correlation between arg/ @md combination thereof) of the fifteen
predicted values and the observed values.

Additionally, theR Square for ‘Model 3’ is .362 which shows that ab®6f6 of the variation in

the outcome that can be explained by that particuatadel.
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Table 8: Stepwise Method - Model Summary

Model Summary

Adjusted Std. Error of
Model R R Square R Square the Estimate
1 4432 .196 .188 .365
2 .570b .325 311 .336
3 .601° .362 .342 .328
4 .588d .345 332 .331

Predictors: (Constant), ResEff2

Predictors: (Constant), ResEff2, SelfEffl
Predictors: (Constant), ResEff2, SelfEffl, ResEff4
Predictors: (Constant), SelfEffl, ResEff4

a o o w

Table 9 tells a different story for ‘Model 3’ — tiparticular variable combination provided the
lowest of the four models in thetest (18.695). Table 6 shows that ‘Model 4’ withFaof
26.379 for SelfEffl and ResEff4 (significant at §681) predicts the PMT dependent variable the

best out of any other combination of variables.

Table 9: Stepwise Method - ANOVA

ANOVA ¢
Sum of
Model Squares df Mean Square F Sig.
1 Regression 3.282 1 3.282 24.667 .0002
Residual 13.437 101 133
Total 16.718 102
2 Regression 5.429 2 2.714 24.043 .000P
Residual 11.290 100 113
Total 16.718 102
3 Regression 6.046 3 2.015 18.695 .000¢
Residual 10.672 99 .108
Total 16.718 102
4 Regression 5.774 2 2.887 26.379 .0004
Residual 10.944 100 .109
Total 16.718 102

Predictors: (Constant), ResEff2

Predictors: (Constant), ResEff2, SelfEffl
Predictors: (Constant), ResEff2, SelfEffl, ResEff4
Predictors: (Constant), SelfEffl, ResEff4
Dependent Variable: PMT

® a0 o p
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In Table 10, the SelfEffl item within Model 3 desggpear to have more of a medium
standardized beta coefficient with a value of .888 a significance result of 0.00; plus it falls
into the acceptable range for nonmulticollearitpwéver, the ResEff2 and ResEff4 items show
low importance in their standardized beta coeffitalues (.184 and .273 respectively) and
ResEff2 is shown to not be significant in predigtthe outcome with a result of .115. Moreover,
both items are multicollinear since their VIF vaduexceed 1.8. As such, Model 3 is not the best

of these four models for reliably predicting thg@ededent variable.

The scale items within Models 1, 2 and 4 show sitahas with small to medium importance
values; they all appear to be significant in predgthe dependent variable and they all have
acceptable VIF values. In fact, Model 4 (with trefBffl and ResEff4 items) appears to show
the best coefficient data for predicting the degendstandardized beta coefficient values (.407

and .401 respectively) and low VIF values (1.003).

Table 10: Stepwise Method Coefficients

Coefficients?

Unstandardized Standardized
Coefficients Coefficients Collinearity Statistics

Model B Std. Error Beta t Sig. Tolerance VIE
1 (Constant) .879 .075 11.789 .000

ResEff2 136 .027 443 4.967 .000 1.000 1.000
2 (Constant) .700 .080 8.748 .000

ResEff2 A17 .026 379 4.544 .000 .969 1.032

SelfEffl .107 .024 .364 4.361 .000 .969 1.032
3 (Constant) .635 .083 7.674 .000

ResEff2 .057 .036 184 1.589 115 483 2.069

SelfEffl 112 .024 .383 4.670 .000 961 1.041

ResEff4 .074 .031 273 2.393 .019 497 2.012
4 (Constant) .662 .082 8.102 .000

SelfEffl 119 .024 407 5.028 .000 .997 1.003

ResEff4 109 .022 401 4.945 .000 .997 1.003

a. Dependent Variable: PMT

Assessing the Coping Stages
Regrettably, because the sample size of colled&wlas insufficient, the analyses on three-tier
subset of coping stages are not able to be evdl(iate, correlation and regression analyses

output values were disproportionately skewed aaddarate in most instances).
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Discussion and Findings
This section provides a discussion of the resuterging from the statistical data testing and

states whether main hypotheses were supported.

Hypothesis One - Is There an Underlying Group of Users?
To answer this test question, this part of theiseatill look at the findings of the Independent

Samples T-Tests.

To begin with, it is important to reiterate thetftltat the testing for Hypothesis One was
completed entirely separately from the testingHgpothesis Two. All of the twenty scale items

were included in the assessment and testing plaasiesone were ruled out for this instance.

The Independent Samples T-Tests showed that eighé dwenty independent variable scale
items did not support the supposition that therald/de two groups in the collected data. Three
of these eight scale items were from pleeceived rewardsariable. These three particular items
are probably not capturing the construct of pemeirewards appropriately anyway and this is
discussed in greater detail further on. Four ofrémaining scale items belonged to tesponse
efficacyvariable and the fifth to theelf efficacyariable. Although the test results do not support
a clear pattern of different respondents withirséhBve scale items, it could imply that the
overall means values for each item may be moreseptative of the item model than the

standard deviation initially suggested. This ialscussed in more detail further on.

Twelve of the twenty independent variable itemsudiecontained considerable differences in
the means per item as well as showing significamtlee T-Tests. These results indicate that the
means of the two groups in those samples aretstalig different from each other.

This finding is important because it confirms ttiedre is indeed a sub-group of wireless router
users in New Zealand. This information is crucalgecurity advocacy or security policy-
making organizations — security strategies shoalddveloped and focused around those people

who arenot concerned about wireless security.
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Hypothesis Two -Are There Factors Effecting Behavioral Intention?
To answer this test question, this part of theiseatill first look at the reliability and validity
findings and then focus on the correlation & regi@s results.

Reliability and Validity Results

It was shown that the scale items within geeceived vulnerabilitandperceived severity
variables were all shown to be measuring the sammgonent. Merging of the variables was
acceptable because although the scale items dichptire the intended dimension of the threat,

they were still capturing the fact that respondeat®gnized an existence of threat.

Theperceived rewardsariable and theesponse costgriables were intended to assess aspects
that weaken protection motivation intentions. Temoval of theperceived rewardgems and

two of theresponse costtems was implicit as they were probably not meagutheir intended
variables. The literature suggests that researdtzess pragmatically focused on factors that
support protection motivation intentions (Pechmial €2003). The scale item questions used in
the survey instrument were based upon existing Pdd€arch; this could suggest that future

PMT research needs to develop the testing of tttermthat weaken intentions.

Correlation & Regression Results

Independent Variable to Independent Variable

It was fully expected to see that scale items nmaagthe same variable correlated well between
themselves (e.qg., theerceived vulnerabilitytems positively related to thperceived severity
items; and theesponse efficacjems related positively to theelf efficacyitems).

Although it was expected that some scale itemsn(fddferent appraisal pathways) would
correlate well with items outside of their intendediables, it was not necessarily known how

this would occur. Some noteworthy examples:

» The SelfEff3 gelf efficacy positively relating to all four of thperceived severitgems.
This is an interesting finding as it indicates tasfpeople notice an increase in the degree
of risk posed by wireless hacking, the more they lige they could autonomously

enable security features.
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» Theperceived vulnerabilittems negatively related to tiself efficacyitems. This may
indicate that as people feel more vulnerable teats of wireless hacking, the more they
feel that they would need help in setting up ségtdieatures on their wireless network.

* The PerVul2 erceived vulnerabilifyitem negatively related to thesponse costF his
may indicate that as people feel more susceptiereless hacking, the more they feel
that enabling security features would require egtfarts of time and money on their
part. This correlation makes sense when put irgactntext of the previously described
relationship (i.e., perhaps the time and money&agous to getting help in network

setup).

Theresponse cosicale items in the correlation matrix showed tiegjative relationships existed
between the twoesponse costems and the seven items within tiesponse efficacgndself
efficacyitems. Although many of these relationships sholy emall size effects, the overall
existence of the negative correlations show théncpappraisal elements of the PMT model (See
Figure 8; Coping Appraisal: assponse efficacgndself efficacyincreaseresponse cost

decreases).

Theperceived rewardsariable was removed because of low alpha scecethe similar threat
appraisal elements were not tested.

Independent Variables to Dependent Variable

First, it is important to take into account thatneoof the test results for Hypothesis One. That is,
weak T-Test results for thhesponse efficacyariable and theelf efficacywariable could imply

that the means values are more representativeeatfietimtk model than the standard deviation
initially put forward. This suggests that these tamiables would probably provide more

reliable test results than the other four variab@sng regression analysis.

Coming back to the Hypothesis Two assessmentaasitshown that nine of the fifteen
independent variable scale items had importantioelships with recommended (adaptive /

“Have Enabled”) response of the dependent varign&T):
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» Scale item PerVulZ2perceived vulnerabilifynegatively related tBMT,; this was not
expected as PMT-based research has shown thatduaais who exhibit high levels of
perceived vulnerabilityalso show increased intention to adopt the recamdex coping
response.

» All four response efficacyems positively related tBMT; these results were expected as
PMT-based research has shown that there are postivelations betweaesponse
efficacyand the recommended coping response.

» Two of the threeself efficacyitems positively related tBMT; these results were expected
as PMT-based research shows there are significaitiyie correlations witlself efficacy
on adopting the recommended coping response.

* Both of theresponse costems negatively related MT, these results were expected as
PMT-based research provides that there is a sigmifilink betweemesponse cosind

the recommended coping response.

Overall, the regression results help to justify tberelations described previously regarding how
theresponse efficacgndself efficacycorrelated well overall with the PMT dependent able.

* The Entry Method has shown that ttesponse efficacyariable was the closest to
showing legitimate statistics in predicting theaexnended coping response of the
dependent variable. Although it did not pass theffament tests, it is notable that four
scale items in theesponse efficacyariable also showed important relationships in the
correlation analysis.

* The Stepwise Method has shown that three of theefif scale items (i.e., ResEff2,
ResEff4 and SelfEffl — from models 2 and 4) weredypredictors of the recommended
coping response of the dependent variable BMT) This is also noteworthy because
these items were also shown in the correlationyarsato be three of the nine
independent variable scale items which showed itaporelationships with the
dependent variable (i.e., PerVul2, ResEffl, ResBRESEff3, ResEff4, SelfEffl,
SelfEff2, ResCostl, ResCost2).
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The PMT Assessment - Summation of the Six Postulations in Hypothesis Two
H1: Perceived wulnerability is significant in determining if an individual adisphe

recommended behavior of enabling security measameshome wireless network.

The findings did not support this hypothesis feiceived vulnerabilityvould be a significant
predictor of behavior. Indeed, one of the scalm#a&vas actually negatively correlated to the
dependent variable, and there were no indicatibpsealiction in the regression models.
Research has ascribed the lack of a positive oglstip to considerable differences in which a
person perceives dissimilar threats (Plotnikoff &dinbotham, 2002). This could be the case
here as well. That is, media reports of securigabhes are common but often times those
reports do not specifically highlight if the breaatose from the use of undefended wireless
networks (Woon, Tan & Low, 2005).

H2: Perceived severity is significant in determining if an individual adispghe recommended
behavior of enabling security measures on a homeleas network.

Research suggests that it is often very diffiaulblbtain variability in the data for perceived
severity (Harrison, Mullen & Green, 1992; Janz &Ber, 1984). Accordingly, the scale items
showed no significant correlations and there werendications of prediction in the regression
models for this study either. Surprisingly enouglthough these findings did not support the
hypothesis thgberceived severitwould be a significant predictor of behavior, tisigctually
consistent with findings coming out of the heaiterhture regarding protection motivation
theory (Maddux and Rogers 1983; Milne, Sheeran Bely2000) forperceived severity

H3: Perceived rewards are significant in determining if an individual aoks the recommended

behavior of enabling security measures on a homelegs network.

It was revealed in reliability and validity testitigat the scale item questions in the respondent
survey instrument were most likely improperly consted. This was evaluated from data

gathered for the questions which suggested thatdhle items were probably measuring

Page | 76



different components (that may in fact not havendween part of the PMT model). Abraham et
al (1994) also had difficulties in attempting tceogtionalizeperceived rewarddt has been this
difficulty factor in operationalizingerceived rewards/hich may be the reason why it appears
to have been neglected in most PMT research (M8hegran & Orbell, 2000). Therefore, the
variable data was left out entirely during the tielaship testing phase of this study and the

hypothesis was not assessed.

H4: Response efficacy is significant in determining if an individual adispghe recommended

behavior of enabling security measures on a homelegs network.

The findings in this study support this hypothdékatresponse efficacig a significant predictor
of behavior. This conclusion keeps in line withesg¥ previous health research studies regarding

protection motivation theory (Maddux and Stanle®@9/Vurtele 1988).

For this research study, this could mean thatdeoto get users to secure wireless networks,
they must be convinced that enabling security featwill deter hacker attacks. The message
should involve easy-to-understand and rationalangtions of why people should make the
effort to adopt security measurasd should probably come from recognizable, trusteaesi
(e.g., New Zealand government agencies — SSC; lamedmetailers, ISPs or hardware

manufacturers).

H5: Sdf efficacy is significant in determining if an individual adispghe recommended behavior

of enabling security measures on a home wirelesgark.

The findings in this study support this hypothdkat self efficacyis a significant predictor of
behavior. This conclusion can also be supportethéyesults of several previous health research
studies regarding protection motivation theory {(rrératt & Owen, 1991; Maddux and Rogers
1983; Maddux and Stanley 1986).

For this research study this could mean that irioral get users to secure networks they may

need to feel that they could actually enable secteatures by themselves and not need some
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form of human assistance to help them do it. Taidatbe accomplished through education and
training programs, however, since these are hormes w$ wireless routers and networks, other

potential solutions may involve:

* Retailers delivering customized installation matisrat the point of sale of the technical
hardware; or,
» Hardware manufacturers, ISPs and retailers refgusers to websites which offer
simple, customizable, step-by-step installatiorcpdures.
(Woon, Tan & Low, 2005)

H6: Response cost is significant in determining if an individual apiis the recommended

behavior of enabling security measures on a homele@ds network

Research states thasponse costhould be a significant predictor of behavior (Nethy
Dunwoody & Griffin, 2000; Helmes, 2002). The findsemerging from this study are too
inconclusive to support this hypothesis though.réhveere several indicators found within the
correlation matrix to support the statement, batéhwas not strong evidence in the prediction

(regression) tests.

This summation shows that two out of the six preglo@iypothesis Two) postulations were
positively supported. Just as in previous healseaech studies regarding protection motivation
theory, the coping-appraisal component of the ma@eal found to have greater predictive
validity than was the threat-appraisal componewix(&oster & Russell, 2004; Wurtele 1988;
Waurtele and Maddux 1987; Milne, Sheeran & Orbeli0@).
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Limitations, Implications and Future Research

Sample Size
The sample size of 103 respondents is in all pridibabot a reliable sample of the actual total
number of home users of wireless routers in Newateh

The values in the correlation matrix (and manyhef values used in the regression analysis) are
based upon the mean of the scale items and the sueegs for many of these items are not good
fits for the population because the sample sizegfondents is too low. As such, a word of
warning must be provided that the correlation agtession analyses data and subsequent
explanations described below may not be entiretyiate or reliable. These analyses and
explanations would need to be validated by enlgrgie sample size in order to deliver more

accurate and reliable results.

To accomplish this, efforts would need to be foduse making certain more representative and
appropriate numbers of samples are obtained fosttiay. And if the TTM elements are to be

assessed, additional attention should be placedsaring that the composition of the samples in
each subgroup of the coping stage (i.e., non-irgexdntenders, actors) is uniformly distributed.
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Breakdown of the Two Underlying Groups
The first main research question in this repolaigely successful in identifying that besides
those that enable or do not enable wireless sganitheir home networks, there is a sub-group

of distinct users in New Zealand that are worribdua security and those that are not.

A process was performed on the current samplegetbde all of the scale items of the
independent variables and that was compared aghmsiependent variable. The chart below
helps to illustrate that further research couldneixe these sub-groups and more thoroughly
assess the characteristics that differentiate thessons who are both unconcerned about

security and who have not enabled security.

40—

Enablecd

PMT

Auinoas ssapEim |
Jnoge pauaouoy”

Page | 80



Conclusion

This report replicated and expanded upon researaidfin Woon, Tan and Low (2005) in order

to ascertain characteristics of home wireless nétwsers in New Zealand.

The first research area focused on groups of ustat is, aside from the people who activate
and those who do not, are there also people whavamged about wireless security and those
who are not? The second objective of this repod twaeplicate the overall theme of the
research found within Woon, Tan and Low (2005) ddtermine the factors that influence

behavioral intention.

In regards to the first main research questioss, idyport analyzed and assessed patterns of
responses to independent variable scale itemslar éo determine whether there is indeed an
underlying group of people who are worried abogusy. In regard to the second main
research question, this report focused exclusigrlyneasuring the concept of behavioral
intention. Six testable ideam@ependentariables) were developed to evaluate and determin
the intentions of wireless network users (tependentariable). The data collected from the

thirty-three item online questionnaire was thetistiaally tested for the two main hypotheses.

The statistical testing provided proof to suppbé first main research hypothesis: besides the
enablers, there is indeed a sub-group of “worrignleless router users in New Zealand. This
information is crucial for security advocacy or sety policy-making organizations — security
strategies should be developed and focused upse tteople who amot concerned about

wireless security.

The statistical testing for the second main resehypothesis revealed both expected and
unexpected results. First, from the preliminaryrelation testing, three unexpected findings

emerged:

» The more people notice an increase in the degraskoposed by wireless hacking, the

more they feel like they could autonomously enaleleurity features.
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* The more people feel vulnerable to threats of wsglhacking, the more they feel that
they would need help in setting up security featune their wireless network.
* The more people feel susceptible to wireless hggckire more they feel that enabling

security features would require extra efforts ofdiand money on their part.

From the Hypothesis Two postulation summations:

* The independent variable assessingaireeived rewardlypothesis had to be
completely removed due to the fact that the sd¢athas utilized to measure it did not
function as intended, even though they were baped axisting PMT research. This
leads to the assumption that future PMT researelds® develop the testing of the
theoretical factors that weaken intentions.

» The independent variable assessingahieeived severitilypothesis could not be
supported by the data, however, this result isadigtgonsistent with other PMT-based
research which has not found this variable to brgaificant predictor of behavior
intention.

» The independent variable assessing#sponse efficaclyypothesis was supported. This
may imply that in order to get users to secure les®networks, they must be convinced
that enabling security features will deter hacktacks. The message should involve
easy-to-understand and rational explanations of pdople should make the effort to
adopt security measurasd should probably come from recognizable, trusteacsu
(e.g., New Zealand government agencies — SSC; laaedmtailers, ISPs or hardware
manufacturers).

» The independent variable assessings#léefficacyhypothesis was supported. This may
imply that in order to get users to secure netwtinky may need to feel that they could
actually enable security features by themselvelsouit some form of human assistance to
help them. This could be accomplished through etlutand training programs,
however since these are home users of wirelesereahd networks, other potential

solutions may involve:

Page | 82



o Retailers delivering customized installation matisrat the point of sale of the
technical hardware; or,

o Hardware manufacturers, ISPs and retailers refgusers to websites which offer
simple, customizable, step-by-step installatiorcpdures.

Although the results and implications describedvatseem plausible, it must be reiterated that
the sample size of 103 respondents is in all pridibabot a reliable sample of the actual total
number of home users of wireless routers in Newaf®h These analyses and explanations
would need to be validated by enlarging the sarsigke in order to deliver more accurate and
reliable results which could then be used by putificials, academics or area businesses to
develop policies, procedures or other educatioredranisms to address and reduce the risks

posed to the users of unprotected wireless devices.
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Appendix
The Survey I nstrument

Introduction and Informed Consent:

Victoria University of Wellington, New Zegland
)
Wz

Te Whare Wananga o te Upoko o te a a Maui Aotearoa
School of Inormation Management

A survey of wireless netwark securtty
Informed Consent Information

This 15 & rasearch project that wil assess the factars that difierentiate betwaen users who secure therr home wirsless networks and those who do nat. The study is being conducted by
Dennis DiGiusta as patt of the project requirments far the Masters of Infarmation Management degres being undertaken at Victana University of Wellington and has been approved by the
University Human Ethics (HEC) Commities

ffyou agree to particinate in this study, you wil il out 3 web-based suney questionnaire which wil ask questions related to your general knowledge of your wirsless router set-up and your
apinions on wireless hacking and wireless security. The suney will take about 6-10 minutes to complete. In tems of confidentiality. the research will be conducted on a strictly anonymous
basis. (The suney does not ask for nor does i collect your personal identity. as such, all respanses to the surey will be collected and recorded such that you remain anonymaus). Any
respondent can email the Researcher listed below to obtain a copy of the final report

Researcher: Dennis DiGiusto, MIN Candidate, Schoal of Information Management, Victaria University of Welington, digiusdenn@student i ac.niz
Supenasor: Or. Daud Masan, Victona University of Wellington, 04-463-7434, davd mason(@w ac nz

bk BLLLCL UL AL L B

By clicking the Next Page button you are deemed to have gien your consent to paticipate

Next page »> |
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Page 2, Demographics:

Whit s the brand name of the wireless router in your home?

Router

|

About how long have you been using wireless router technology in your home?

Manths of use

|

Whatis your age?

Al (yar

Next page >

i
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Page 3Perceived Vulnerability

On a scale of 1to 7, where would you place yourself in terms of being expased to wireless hacking?

(1= Strongly Agree, 7 = Strongly Disagree)

| could be subjected to a malicious wireless hacking attempt”
1 - Strongly Agree
2 - Agree
£ 3 - Slightly Agres
" 4 - Neither Agree nor Disagree
" 5 - Slightly Disagree
" 6 - Disagree
7 - Strongly Disagres

| feel that | could be vulnerable to wireless hacking®
1 - Strongly Agree
2 - Agree
" 3 - Slightly Agree
" 4 - Neither Agree nor Disagree
" 5 - Slightly Disagree
" 6 - Disagree
7 - Strongly Disagres

Next page >> |
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Page 4Perceived Severity

yould you place yourself in terms of the importance of the following computer

Having my online identity stolen as a result of wireless hacking is a serious problem for me*

2 - Slightly Agres

o

@

995550
"

N
g
o

9995500
-

Losing data privacy as a result of wireless hackingis a serious problem for me*

[l
.
5 - Slightly Dissgras
e
.

Mext page >> |
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Page 5Response Efficacy

5}

& - Disagr

o
-
' 5 _ Slightly Disa
(=
-

- Strangl

Enabling the security measures on a home wireless network is an effective way of deterring hacker attacks™

Next page >> |
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Page 6Self Efficacy

On a scale of 1to 7. where would you place yourself in terms of the following computer security issues?

(1= Strangly Agree, 7 = Strongly Disagree)

It would be easy for me to enable security features on the home wireless network by myself*

1 - Strongly Agree

2 - Agree

3 - Slightly Agree

4 - Meither Agree nor Disagree
" 5 - Slightly Disagree

B - Disagree

7 - Strangly Disagree

| could enable wireless security measures even if there was no-one around instructing me as | go along®

1 - Strongly Agree

2 - Agree

3 - Slightly Agree

4 - Meither Agree nor Disagree
" 5 - Slightly Disagree

6 - Disagree

7 - Strongly Disagres

| could enable wireless security measures if | only had manuals for reference”
1 - Strongly Agree
2 - Agree
3 - Slightly Agree
4 - Neither Agree nor Disagree
" 5 - Slightly Disagree
6 - Disagree
7 - Strongly Disagres

Next page >> |
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Page 7Response Cogtems & onePerceived Rewardgem:

The cestofenabling security measures decreases the convenience afforded by a home wireless nebwoerk:

933335

There are too many overheads associated with trying te enable security measures on a home wireless network®

A933a3ah

Enakling security features on my wireless reuter would require censiderable investment of effort other than time*
1 -Stron

A933335

Enakling security features on a wireless router would be time consuming®

1 -Stro

s s s s B

Enabling security measures en my heme wireless netswrork will make me feel safer:

3993335

Mext page == 1

Page | 99



Page 8, seconderceived Rewardgem:

On a scale of 1to 7, where would you place yourself in terms of the following computer security issug?

(1= Extemely Likely, 7 = Extemely Unlikely)

In the next 6 months, how likely is it that your home wireless network will endure a hacking attempt”
" 1 - Extremely Likely
2 - Quite Likely
" 3 - Samewhat Likely
" 4 - Neither Likely nar Unlikely
" 5 - Somewhat Unlikely
6 - Quite Unlikely

7 - Extremely Unlikely

Next page >> |

Page 9, thirdPerceived Rewardsem:

On a scale of 1t 7, whers would you place yourself in terms of the following computer security issuss?

{1= All. 2= Mast. 3=Slightly mare than Half, 4=About Half, 5= Slightly less than Half, 6=Just a few, 7=None)

Of the home wireless networks in New Zealand, how many do you think have enabled security measures®
Al
7 - Wost
(" 3 - Slightly more than half
4 - About half
" 5 - Slightly less than half
- Only afew
7 - Nane
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Page 10, Coping (decision) Stage items:

The following statements describe various safe computing activities; where would you place yourself in terms of completing these actions? *

Aleady  Wildoinned  Wildomnext612  Wildonet Wil nat

dong- month- months- year- do-
Assign user account(s) and passwords) on your iame computer 3| y o o y o
Install Anti-Virus protection sottware on your home computer(s) o o o o
Install a Firzuall (software and/or hardware) on your home computer(s) r £ o r £
Install applicable updates for your intemet browser(s) r r r f o
Passuorc-protect files that contain sensitive persanal data. such as inancial account r f f { {
information
Adjust the ‘junk mal” settings on your email application f f f { f
Enable the securty featurels) on your wireless rauter f f f { {
Adust the “administrator” sttings on your wireless router f f f { f
Updats the “name” {or S3ID) of your wireless rauter f f f { f
Update the encryption settings on your wirsless rauter { { r { {

Submit form |
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