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THE MONETARY NEXUS

Recent debate on monetary theory has probed increasingly
into its fundamental conceptualisations, and some far-reaching
proposals for reform have emerged. This study is an attempt to
contribute towards such a reform. It begins with an appraisal
of the theory in order to evaluate its status as an empirical
theory, and finds that the ideas of money as a nexus between
producer and user, of economic processes as occurring through
time, and of the abseuce of general equilibrating tendencies,
need substantial reformulation if the processes of a modern
pecuniary economy are to be adequately represented. The study
devotes its major effort to structuring these ideas into a form
capable of sustaining the required theoretical development
while maintaining contact with the world of experience.
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FOREWORD

Many people working in the field of monetary and macro-
economic theory have been struck by unsatisfactory features of
this field. The following are not uncommon complaints: (a) many
of the terms and propositions of the theory are either so loose
and ill-defined as to leave obscure what is being said, or else
s0 highly artificial as to oblige one to make some nonsensical
statements about the way the world conducts its business if any
translation into ordinary language is attempted; (b) the internal
structure of the theory is marked by lack of cohesion, particularly
evident in the compartmentalisation of monetary theory, theory of
money and banking, theory of production and growth, and theories
of inflation; (c) despite the enormous amount of empirical work
that has been done in recent decades, and the bright promise held
out by the development of econometric techniques, the gain in
accurate information and in understanding of the system has
been meagre and disappointing; (d) despite the faith that many
modern economists still have in their model, its performance in
practical application is at best patchy, even when the various
schools can agree on what the problem is and what needs to be done.

While the state of economic theory has often been the subject
of complaint during its history, in recent years the note of
dissatisfaction seems to have taken on a perceptibly sharper
edge. Modifications and suggestions for reformulation have been
proposed, but despite a considerable fellow-feeling for their
authors I cannot feel that such proposals really go to the heart
of the matter; a much more fundamental investigation appears to
be necessary before any significant progress can be made.

This study is an attempt to make a contribution in that
direction. In essence, the task here undertaken is that of
carrying out a diagnosis and following that up, as far as possible,
with the development of an appropriate line of treatment. The
concentration is to be on monetary theory, but since that cannot
meaningfully be dealt with in isolation from the general context
of macroeconomic activity, the field necessarily extends beyond
purely monetary matters.




We cannot, however, embark at once on a diagnosis; the
tools do not lie ready to hand, and we need first to find and
assemble them, In the process, we shall have to deal with some
misconceptions which may stand in the way of the job in hand.
We start, then, with a search for criteria by which theories
may be evaluated, and by which the process of theory construction
may be given definition and purpose; that is to say, we start
with methodology.
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CHAPTER 1

ISSUES IN METHODOLOGY

Most practising economists tend to avoid methodological
debate mainly, it is to be supposed, because they see no need
for it.l In the normal course of economic debate, however,
when particular models are being discussed, reference is
frequently made to the "realism” of the model under discussion,
and since this question of "realism” is a central topic of
debate among those economists who do interest themselves in
questions of theory formation and use, it makes an obvious
starting-point for this study.
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1.1 THe DesaTeE oN “REALISM IN THE ASSUMPTIONS”

1.11 The Course of the Debate

We begin with an argument from Robbins which contains, by
implication, most of the issues with which we shall be dealing
in this chapter. It is now some forty years since Robbins argued
as follows:

"The propositions of economic theory, like all scientific
theory, zre obviously deductions from a series of postulates.
And the chief of these postulates are all assumptions
involving in some way simple and indisputable facts of
experience relating to the way in which the scarcity of
goods which is the subject-matter of our science actually
shows itself in the world of reality.” (Robbins, 1935,

p. 7’.)

Citing the main postulates of value theory, he continues:

"These are not postulates the existence of whose counter-
part in reality admits of extensive dispute once their
nature is fully realised. We do not need controlled
experiments to establish their validity: they are so much
the stuff of our everyday experience that they have only

to be stated to be recognised as obvious.” (op.cit., p. 79.)

He goes on to argue that the laws of economics are gquite general,
and independent of spatio-temporal anchorage:

“No one will really question the universal applicability
of such assumptions as the existence of scales of relative
valuation, or of different factors of production, or of
different degrees of uncertainty regarding the future....
and no one who has really examined the kind of deductions
which can be drawn from such assumptions can doubkt the
utility of starting from this plane. It is only the
failure to realise this, and a too exclusive preoccupation
with the subsidiary assumptions, which can lend any
countenance to the view that the laws of Economics are
limited to certain conditions of time and space. (op.cit.,
p. 81.)

He goes on to attack the operationist view, at that time made
fashionable by the Watsonians in psychology, that:
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“geientific method....demands that we should leave out
of account anything which is incapable of direct
observation.” (op.cit., p. 87.)

on the grounds that:

"we do in fact understand terms such as choice, indifference,
preference and the 1ike In terms of inner experience".

(02001"—‘, P 87/8.)
On the foregoing basis he concludes:

“The nature of economic analysis should now be plain. It
consists of deductions from a series of postulates, the
chief of which are almost universal facts of experience
present whenever human activity has an economic aspect.”

(op.cit., p. 99/100.)
from which he deduces that:

"Eeconomic laws describe inevitable implications. If the
data they postulate are given, then the consequences they
predict necessarily follow,....If the 'given situation'
conforms to a certain pattern, certain other features must
also be present, for their presence is "deducible” from
the pattern originally postulated....Granted the corres-
pondence of its original assumptions and the facts, its
conclusions are inevitable and inescapable.” (pp. 121-2.)

The importance of the position taken by Robbins is that, while
few economists would be willing these days to defend this method
as a sound precept of economic theorizing, it is much closer to
what economists actually do, particularly in policy discussions
and recommendations, than what the more 'scientific' economists
say ought to be done, and what they sometimes claim to be doing.
It is not always clear that the postulates used in modern theory
are as firmly rooted in experience as Rotbins' argument raquires,
or that the economic conclusions therefrom are validly deduced
or legitimately applied. But I shall nevertheless argue that
Robbins' position is not recessarily false, and that the contrary
view which advocates an ostensibly more scientific procedure is
not necessarily valid.

To Robbins' view may be opposed that of Friedman (1953):
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“Theory is to be judged by its predictive power for the
class of phenomena which it is intended to 'explain'...
the only relevant test of the validi of a hypothesis
is comparison of its predictions w experience.” (p. 8)

This assertion is plainly meant to be taken in conjunction with
Friedman's discussion of the difficulty in setting up valid
empirical tests of hypotheses, much of which stems from the
difficulty of specifying the 'class of phenomena which it is
intended to explain': this difficulty, says Friedman (op.cit.,
p. 14):

“makes it tempting to suppose that other, more readily
available, evidence is equally relevant to the validity
of the hypothesis - to suppose that hypotheses have not
only 'implications' but also 'assumptions' and that the
conformity of these 'assumptions' to 'reality' is a test
of the validity of the hypotheses different from or
additional to the test by implications’.

Although Friedman himself makes no reference to Robbins in
this context, Koopmans and Papandreou sea the connection and
juxtapose the relevant quotations;’ both find no difficulty in
accepting Friedman's view. But such acceptance has not been
universal; Rotwein, for example, assails the view that the
testing of predictions is the only relevant test of a hypoth-li-.’
It may not be entirely fair to Friedman to ignore his view that
the postulates need also to be empirically based, but he obviously
invites attack with:

"truly important and significant hypotheses will be found

o have 'assumptions' that are wildly inaccurate descriptive
representations of reality, and, in general, the more 4
significant the theory, the more unrealistic the assumptions.”

Nagel (1963) makes an attempt to sort out the confusion by
distinguishing three senses in which an assumption may be said
to be unrealistic:

(1) It does not give an exhaustive description of some
object; every model - indeed, every perception of
the world - must be unrealistic in this sense, since
no finite number of statements could exhaust the
characteristics present.
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(ii) It is believed to be either false or highly
improbable on the available evidence;

(iii) It is a 'pure' or 'ideal' case - the commonest
example cited being that of Galileo's law formulated
for the pure case of bodies falling in a vacuum.

To the extent that Friedman is referring to the unrealism
introduced by the process of abstraction and simplification
inherent in the construction of the model, it is unrealistic
merely in the first sense, and no objection can be raised; that
there is a considerable element of this in Friedman's argument
is undoubted; but this does not entirely dispose of his difficulty;
he rests considerable weight upon the example of bodies falling
in a vacuum as providing a parallel to what he evidently wishes
to classify as a pure case - the maximization of returns hypothesis.
But Nagel will not accept his argument (op.cit., p. 217):

“Professor Friedman's proposed paraphrase which omits |
all mention of a vacuum thus rests on the supposition
that theoretical terms can in general be replaced by
non-theoretical ones, without altering the meaning and
function of the statements containing them. But the
possibility of such a replacement is dubious on formal
grounds alone; and what is more important, the suggestion
that unless theoretical terms can thus be eliminated the
statements containing them are scientifically otiose
overlooks the rationale for stating laws in terms of pure
cases."

On the maximization hypothesis itself, Nagel finds an ambiguity
in Friedman's formulation, and suggests two possible inter-
pretations:

“"the behaviour of firms brings them returns equal to a
magnitude called the maximum of expected returns" or
"firms behave as if they were attempting to maximize
returns"”.

The first is merely a loose empirical generalization about what
returns firms receive, and is not unrealistic if, as Friedman

claims, "it is in good agreement with experience“.5

The second interpretation reduces to an attempt to construct
a pure case "“requiring the use of theoretical terms in its
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formulation which cannot be replaced by nontheoretical
expressions”, Priedman, he says, is wrong in attempting to
eliminate the theoretical terms; so too is xaopnans,‘ who
attempts to rework Priedman's hypothesis soc as to formuiate
it in operational terms: referring to the Friedman-Alchian
'survival' test, he comments:

“here a postulate about individual behaviour is made more
plausible by reference to the adverse effect of, and
hence penalty for, departures from the postulated behaviour.
But if (the observed penalties, as e.g. bankruptecy) are
the basis for our belief in profit maximization, then we
should postulate that basis itself and not the profit
maximization which it implies in certain circumstances".

As Hagel comments: this amounts to "a recommendation that would

replace the theory by the empirical evidence for the theory”.

It may be that a main source of confusion in Priedman's
argument is some ambivalence of purpose; both Rotwein and Simon
accuse Friedman, under the guise of expounding a methodological
principle, of in fact attempting to defend two major dogmas of
orthodoxy: the maximization-of-returns model and the perfect
competition model., There is something to be said for this
explanation, and what Nagel (op.cit., p. 218) renders gently as:
“the essay is marked by an ambiguity that perhaps reflects an
unresolved tension in his view on the status of economic theory”
perhaps has been put wmore bluntly by Priedman himself (op.cit.,
p. 300):

“A man who has a burning interest in pressing issues of
public policy....is not likely to stay within the bounds

of a method of analysis that denies him the knowledge he
seeks. He will escape the shackles of formalism, even if

he has to resort to illogical devices and specious reasoning
to do so."”

With the entry of Samuelson into the lists the debate takes
a new turn. Designating as the "P-twist" the following
proposition:

“A theory is vindicable if (some of) its consequences are
empirically valid to a useful degree of approximation; the |
(empirical) unrealism of the theory "itself", or of its
"assumption” is quite irrelevant to its validity and worth",
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Samuelson goes on to improve the shining hour:

"At points, the F-twist seems to go even farther and
claim: it is a positive merit of a th that (some
of) its content and assumptions be unrealistic since
only if it is not tailored closely to one small bit of
reality can it give a useful fit to a wide spread of
empirical situations. Unless we explain complex reality
by something simpler than itself we have accomplished
little (period or by theorizing)."

Samuelson concedes a germ of truth in the extension he provides,
but comments on the basic F-twist:

(it is) "fundamentally wrong in thinking that unrealism
in the sense of factual inaccuracy even to a tolerable
degree of approximation is anything but a demerit for a
theory or hypothesis”.

The rest of Samuelson's critique is taken up mainly by a
formal demonstration of the fallacv of the P-twist, which it is
hardly necessary to reproduce here,

Machlup’ charges Samuelson with rejecting all theory when
he denies that the assumptions are wider than the theory, and
the theory wider than the conseguence. Machlup says:

“A theory, by definition, is much wider than any of the
consequences deduced. If the consequences were to imply
the “"theory” just as the theory implies the consequences,
that theory would be nothing but another form of the
empirical evidence, (named 'consequence') and could never
*explain" the observed, empirical facts.,"

It is interesting to see Samuelson here - not unjustly - charged,
as Koopmans is charged by Nagel, with trying to replace the
theory by the evidence for the theory; since this is, in each
case, a direct consequence of an attempt to formulate the theory
directly in observational terms, is there perhaps a warning here
about a particular trap that operationalists may be specially
tempted to set for themselves?

Machlup then introduces a new element into the debate:
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“We never deduce a consequence from a theory alone. We
always combine the postulated relationships (which
constitute the theory) with an assumption of some change
or event and then we deduce the consequence of the
conjunction of the theoretical relationships and the
assumed occurrence."

This must surely be accepted as a fair statement of what is done
in practice. But it leaves er.tirely open, and hence impenetrable
to analysis, the place of this assumed "change or event” in the
formal structure; is it another assumption, or part of the
specification of the "class of phenomena which the hypothesis

is intended to 'explain'", or part of the deduced hypothesis?

- At this point Machlup goes on to compare Samuelson the
methodologist with Samuelson the practising economist:

"let us confront Samuelson's judgment with Samuelson's
pattern of theorizing when he discusses, not methodology,
but substantive propositions of economics. Let us choose
the brilliant performance with which he demonstrated an
important proposition in the theory of international trade”.

Machlup lists the highly artificial assumptions of the theoren,
and quotes the conclusion, that real factor prices are the same
in both countries; (an excellent example, one would have thought,
.0of patently false predictions derived from patently false
assumptions); however:

"at the end of his discussion Samuelson evaluates some
important qualifications....which furnish Samuelson with
the causes of factor-price differentials....by the
divergence of real conditions from the ideal ones which
form the basis of the theorem".

Now this, like Friedman's discussion of the vacuum and profit-
maximizing examples, can only be an attempt to claim the status
of Nagel's third type of unrealism for the assumptions, i.e.

the use of the pure or ideal case, which is capable of yielding
information about the real world provided that the divergences
of the real world from the pure case can be specified and their
influence accounted for. Once again, the emperor has no clothes;
as in the profit-maximization example, a method which stakes all

on the conformity of the predictions with the observations entirely

fails to produce the evidence.




In replying to Machlup, Samuelson reiterates his view that:

“the whole force of my attack on the P-twist is that the
doughnut of empirical correctness in a theory constitutes
its worth, while its hole of untruth constitutes its
weakness",

Ee concades, by the way, that in respect of his factor-price
theorem neither postulates nor consequences were valid. One
contribution he does make is to give - what is long overdue in
this debate - his definition of 'explanation':

“scientists never “explain"” any behaviour, by theory or
by any other hook. Every description that is superseded
by a 'deeper explanation' turns out upon careful
examination to have been replaced by still another
description”.?

Lerner (AER DEBATE, 1965) takes the view that: "'realism'
and ‘'unrealism’ constitute a trap. They sound like contradictory
qualities, but they mean nothing more than 'applicability' and
'generality'....'realism’' furthermore easily comes to stand not
only for being subject to empirical testing, but also for the
ability to survive such a test; and 'unrealistic' to mean either
'not subject to empirical testing' or 'failing in an empirical
test'". One could wish that the other discussants had been
clearer about this important distinction.

But Lerner's view of 'realism' is ambiguous:

"the 'realism' of the theory depends upon allowing accurately
enough for the differences between the actual world and the
abstract model. It does not mean that the abbreviated hint
at the infinitely compliex relationships....must consist of,
or contain, an accurate description of reality."

This leaves wide open which of Nagel's three senses of unrealism
Lerner has in mind. He concludes that Samuelson is not serious
about the F-twist, and that there is no real difference between
Friedman, Machlup and Samuelson, a conclusion which it is
difficult to sustain except by a feat of re-interpretation which
Lerner does not supply.
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An important contribution to the debate is made by Massey
(AER DEBATE, 1965), who distinguishes three structural components
of science:

(a) The postulates (or 'assumptions') from which, "by way of
logical and mathematical implications, flow all the remainirg
propositions of the sci:nce which are called its theorems or

derived propositions.

(b) The theorems together with the rules of inference by which
they are derived. "A theorem is simply a sentence which is the
last member of a proof, where a proof is defined as a finite
sequence of sentences each of which is eicher a postulate or is
inferrable from earlier sentences in the sequence by means of the
rules of inference."

(c) Semantical Rules (or 'rules of interpretation')

"These rules confer meaning, either partial or full, on the
postulates and theorems of scientific theory. Without inter-
pretative rules, a theory would reduce to an uninterpreted
calculus which points to nothing beyond itself...,the prime
function of interpretative rules is to render fact germane to
theory. They stipulate, in terms of facts, partial or full
truth conditions for the sentences of the theory, i.e. for all
sentences that can be written in the notation of the theory. In
virtue of the semantical anchorage effected by interpretative
rules, the acceptance and rejection of the sentences of a theory
become functions of observations and experimentation.®

In investigating further the semantical anchorage of
scientific theories Massey distinguishes between "basic"”
sentences, directly linked to observation, and "theoretic”
sentences not so directly linked; the problem, then, is to
“clarify the manner in which experience is germane to the
acceptance (as true) or the rejection (as false) of theoretic
sentences”. This point cannot be dealt with summarily here,
and we shall reserve it for the fuller discussion below.



We conclude the debate with a rejoinder by Samuelson (AER
DEBATE, 1965). He dismisses Garb's and Lerner's contributions as
mere misunderstandings of his position, which enables him to
assert that: "There has been no successful demolition of my
view that science consists of descriptions of empirical
regularities; nor of my insistence that what is called an
explanation in science can always be regarded as a description
at a different level”. On the distinction between 'basic
sentences' and 'theoretic sentences' he comments that: "this is
a monstrous perversion of usage” and cites four examples from
phynics.’

The easy appeal to the practice of scientists is much
overdone by economists, and frequently not only rests upon a
false analogy between physics and economics, but also reflects
a misconception about the nature of scientific enquiry.

A good illustration of the use of this analogy with science
is given by Krupp (AER DEBATE, 1963), who argues that the
"composition laws" governing the extension of relationships from
the micro units run into difficulties when factors are lumpy
and the "law of constant returns"” ceases to operate; he asserts:
“thus, composition laws may cease to apply at certain levels of
complexity or aggregation....it is obvious, therefore, that the
laws of composition may at some point stop yielding significant
results. In physics, for example, theorems based on the
independence of mass and velocity are no longer useful as
velocities approach the speed of light. In economics, theorems
based on the independence of firms are no longer useful when
firms enter into collusion”.

8ince the "composition laws" cited appear to reduce to a
simple assumption of additivity, their breakdown is predictable;
where the 'law of constant returns' comes from is not stated.

The facile parallel drawn with physics surely needs no formal
demolition; one can interpret it as showing a complete disregard
for tirz success of Hewtonian mechanics in predicting and
explaining a wealth of observations for which velocity does not
approach the speed of light; or one can interpret it as evidencing
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a wildly optimistic view of the power of the perfect competition
model to predict and explain. Either way, the analogy has the
effect of claiming a status for economic theory which cannot be

supported.

The paper by Papandreou (AER DEBATE, 1963), which is
directed to a formal examination of the domain of applicability
of economic theory, is more conveniently dealt with in a later
section.

1.12 Lessons of the Debate

The debate is notable for its inconclusiveness and a
considerable amount of talking at cross—-purposes; a common
source of confusion, for example, is the failure to distinguish
between that set of assumptions which specifies the situation
to which the model (or theory, or hypothesis) is held to apply,
and that set of assumptions which by implication asserts
something about behaviour within the given situation. A main
bone of contention is the questiom of whether the emphasis is
to be upon testing the assumptions, or the predictions, or both;
associated with this is the question of the extent to which
hypothesis testing is to be independent of whatever validation
procedure is applied to the assumptions.

Let us try to set out the bacic issue more clearly. A
hypothesis is a conjecture about the facts; it adds to our
information when it is tested against the facts, even when the
test, by refuting the hypothesis, serves to exclude rather than
to confirm one possibility. Provided that we have adequate and
reliable procedures for deciding when a conjecture is in
conformity with the facts, it should not matter where the
conjecture comes from as far as its validity is concerned;
it is either a true statement or not, regardless of how it
came to be made. Even in this case there is much to be said
for economising on tests by confining them to hypotheses where
there are some grounds for expecting regularities on the basis
of previous experience, as a matter not of validity but of
efficiency.
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There are, however, two major reasons why this simple and
direct view of hypothesis-testing fails to apply in the
examination of any activity much more complex than that of
verifying departure times of trains. In practice, the procedures
for testing conjectures against the facts turn out to be neither
reliable nor adequate; the results, taken on their own, are
usually so inconclusive that a need is felt to supplement them
by other criteria. In addition, the search for information
carries with it some need for understanding, for 'explanation’
in some sense different from that provided by statistical tests
for conformity; this need has in any case to be met when an
experimenter seeks acceptance by his colleagues of his
experimental results. Partly because of this the intuitive
plausibility of an argument is a considerable factor in how it
is assessed, and where the testing procedures are distinctly
unreliable and inadequate this may lead to an assessment by
consensus rather than by evidence.’?

In the final upshot the 'principle of unreality' of
assumptions, the F-twist, and the associated ideas can all be
dismissed as frivolous. The requirement that a hypothesis,
in addition to being checked against observations in respect
of its predictions, must first be shown to be in accordance with
common experience - which is what now appears to be meant by
'realism in the assumptions' -~ cannot be lgnotod.ll At least,
however one assesses Friedman's own position, his arguments
cannot now be regarded as providing any warrant for accepting
assumptions known to be unrealistic in some non-technical,
everyday lcxue.‘!2

Most of the economists contributing to the debate appear
to subscribe to the view that a scientific approach is by
generalization from observations.?? This is a crude and much
oversimplified view of the scientific process; it depends upon
a particular theory of knowledge that may or may not be tenable
on formal grounds, and its status as a description of what
gscientists do is even more dubious. But, even taking it at
face value, carrying such a procedure into effect would require
rules and criteria whose specification, in economics, is wholly

lacking.



A key phrase is "the class of phenomena the hypothesis
is intended to explain". The argument may be saved in a purely
formal sense by this qualification: given that we have indeed
succeaeded in identifying the requisite class of phenomena to
which the theory or hypothesis is held to be relevent, the
problems of assessing the "realism of the assumptions” and
the verificatory power of the hypothesis tests may be open to
solution. But, as Friedman rightly insists, it is precisely
in the provision of such specifications that the major practical
difficulties arise; in their absence this qualification, so far
from solving the problem, becomes a mere question-begging device.

Nagel's threefold classification of types of unrealism
does offer some help; in a purely formal sense it distinguishes
clearly: that form of unrealism which is inherent in the process
of abstraction as a consequence of the impossibility of arriving
at complete description; that form of unrealism which patently
contradicts the facts and calls for correction or rejection;
and that form which is acceptable provided that certain
conditions linking the pure case to the real case can be met.

But how, faced with a concrete example, do we go about
determining into which category it is to be put? What is
‘perfect competition'? A legitimate abstraction, unreal in the
first sense only, is that no essential particulars have been
omitted or falsified? Or is it so at variance with the facts
of a modern economy as to merit rejection out of hand? Or is
it, while not directly valid as description, nevertheless
acceptable as a pure case, towards which the economy has an
inherent tendency to converge, or from which it diverges only
in specified particulars whose divergent effects can be
accounted for? It is not difficult to find proponents of each
of these views.

Where are we going to put models which, without any
explication of the underlying theoretical preconceptions, start
off with a baldly-stated list of "“agsumptions” comprising:
"gstatic equilibrium, two country, two good case, under certainty
and perfect knowledge"? And when we come to monetary theory,
the case becomes even more desperate; what are we to make, for
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example, of: “Suppose that an initial stationary equilibrium

is disturbed by a feat of magic th at suddenly doubles all money
wage rates and all prioes"?z‘ S8ince this sort of invitation to
accompany the author into Fantasyland is all too common in
monetary economics, some way will have to be found of dealing
with it,

- Another bone of contention is the question of the
admissibility or otherwise of nonobservational terms. There
is a case to be made for operationalism in one at least of its
avatars, although it is not the case that Samuelson makes. A
strong wase can also be made for the contrary view, although
that must rest upon something more solid than the ground
commonly advanced, which is simply an appeal to what is taken
to be scientific practice. In fact, to go by the debate, the
issue turns merely upon which of two contradictory views one
accepts about what scientists do. There is much more involved
than this, and we shall have to look more closely at what we
are to understand by "scientific explanation”. But there are
some loose ends that ought to be tidied up first.

1.13 Rigour versus Realism

Moving along the spectrum of opinion from those who think
that economics already is a 'science' in some narrow sense,
through the central position of those who think that while
economics is at present unscientific it ought to be developed
along proper scientific 11n¢s,15 we find at the other extreme
some who think that economics never can be a 'hard' science like
the physical sciences.?® Contributing to the attitude to
economics as an area of study not open to scientific enquiry
there is a view that the field of study itself forces upon us a
conflict between rigour, in the sense of formal, deductive
argument, and realism, in the sense of descriptive verisimilitude.
This point of view was summed up by Wiles (1963, p. 195) as:

"It is of the nature of the social sciences that the more
rigorous the demonstration, the less interesting or .
important the point demonstrated."”
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Two major ideas tend, in general, to get bound up with this
attitude: (a) a distinction between guantitative and gualitative
aspects of economic activity, and (b) the idea that "science” means
"controlled laboratory experimentation”, which is usually denied
to economists. '

As a rough first approximation pending the more detailed
discussion below, we may begin from a view of science as the
application of logic to fact. This does not obviously imply
either of the above ideas; but since to most economists "logic"
means the elements of linear algebra and differential calculus
which are the traditional tools of economic analysis, while "fact"
means measurement, the association of "science"” with "mathematics"”
(in this narrow sense) becomes more direct. Opposed to it one
finds the idea that economics is the study of Man, and of his
behaviour in a given set of situations involving motives, practices
and policies in the context of institutional frameworks, and that
of the elements of this field of study, those which are susceptible
of quantification are the least important. Associated with this
opposed view is a dissatisfaction with the actual performance of
quantitative studies in economigs.

Arising directly from a narrow interpretation of "logic" as
"algebra"” is a distinction between 'rigorous' and 'non-rigorous’
argument or analysis, which usually implies a distinction between
mathematical models and verbal discussion. No one, I think, could
guarrel with the view expressed by Tinbergen (1950, pp. 71/2):

"What, now, is the sort of knowledge we can obtain by
mathematical business cycle theory?...We are forced to state
clearly what relations we assume to exist", particularly as his
stated example, the need to specify whether one is talking about
stocks or about changes in stocks, makes it clear that he is
talking about relations already conceived in a specific
quantitative form, and his assertion that algebraic formulation
removes some major ambiguities from the exposition of such
relations is surely unassailable. But, because a general
acceptance of this view seems to have led to the confused
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supposition that algebraic formulation extends a similar
assurance to the conception and formulation of the relations
in the first place, Bodenhorn (1956) has felt it necessary to
demonstrate the difference; he concludes that:

“There is nothing inherent in the mathematical technique
itself which requires a mathematical economist to state
?1. oc?nomic assumptions either clearly or correctly.”
p. 32

More specifically, it already seems to be doubtful whether
the narrow range of mathematical techniques traditionally used
by economists does not commit them to a type of problem-structure
badly suited to accommodate the more interesting and important
economic probl.ms.” They tend, as in the standard marginalist
approach, to direct attention to deterministic models within a
largely static equilibrium framework, which Wiles (1956) and,
more recently, Culbertson (1968) find disabling; they are not at
all well suited to examine problems of inter-industrial relations,
as Leontief found some years age; and yet, given their accepted
problen-structure, they are not rigorous and general enough for
Debreu (1959). It is for this sort of reason that Langholm (1969)
asserts:

"Economists relying on deductive mathematical analysis
are traditionalli resigned to study rather simple
problems, or, which may not always come to the same
thing, to radically simplify the problems they want to
study....as thingr stand at present it seems as though
we must follow some other route if we are to get any
further for some time to come."

Langholm's 'other route' is that of computer simulation, a
growing technique in economic analysis. Schoenman (1966) finds
computer simulation more accommodating to the study of processes
in contrast to the study of end states, and, as Holland and
Gillespie (1963) comment:

“It is especiaily usaful for studying mutually interacting
processes which involve non-linearities and time lags.

The studies on which this book is based could not have
been done by any other technique known today."
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Since computer simulation opens up the range of techniques
available to encompass a broader segment of logical relations
within a flexible language, it provides a means of controlling
the logic of the argument within a formal propositional structure
without restricting it to the narrow range of relations capable
of being handled by the limited equipment of standard economic
analysis. In some ways, computer simulation could be seen as a
substitute for controlled experimentation, but I am reluctant to
push this argument at all far; there is already too much importance
attached to the numbers extruded by computer processes to the
neglect of the thinking which has gone into the conceptualization
and construction of those processes; we should never lose sight
of the idea that it is not the use of mathematics in general
nor the use of one analytical or computational technique in
particular which provides clear thinking in economics, but rather
the prior ability to think clearly about economic problems that
leads to a search for suitable means of expression and techniques
of analysis.

The lack of laboratory experimentation is not in any case
so crucial; if "science" is %o refar only to that kind of field
in which the experimenter may set up and physically set in
motion the events that he wishes to observe under conditions
that enable him to hold constant all but one of a small pre~
salected set of variables, then the term must exclude most of
what is now called "sgiernce"” but may include much of the fine
arts. As Nagel has pointed out so cl.arly," the essential
feature is not that of the controlled and repeatable experiment,
but that of controlled enquiry. It is true that observation in
economics may involve complexities absent in physical
experimentation, but it may be argued that this is a difference
of degree rather than of kind.

But, in any case, it can hardly be doubted that an adequate
enquiry into any field of knowledge must be systematic; that
inferences must be explicit and controlled; and that if we are
to draw usefully upon the lessons of experience we must find
some way of organising the observations of singular events in
ways which will provide some guidance for ptcncnt'aotion.
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We need not remain content with present ways of selecting
and making observations or of drawing inferences from them;
indeed, if there is a conflict between "rigour” and "realism"
in economics, that may well be because both jobs are being done
badly.??



1.2 ReLevance: THE DoMAin OF APPLICABILITY

1.21 The Problem

A major problem arising in section 1.1 may be described in
Friedman's terms as that of specifying and identifying "that
class of phenomena which it is intended to explain”. This problem
is given a more formal statement by Papandroou,’o who requires
that a 'basic theory' be interpreted with reference to the
appropriate class of phenomena, the 'relevant social space';
there may be many such 'augmented theories' corresponding to a
single 'basic theory', and in order to refute the 'basic theory'
it is necessary to refute each of the corresponding 'augmented
theories'. Papandreou continues: "It is essential, therefore,
that the class of admissible interpretations be adequately
characterized by the theorist. If he fails to do so, hea ends
up with an inadequately interpreted theory -~ a theory which is
not ready to be subjected to any sort of empirical test. It will
be argued that this state of things is typical of current practice”.

Nagel (1963) presents a similar view as follows: "A universal
conditional neither asserts nor presupposes that the conditions
explicitly stated in its antecedent clause are actually realised;
accordingly, a theoretical statement having this logical form is
not proved to be false by showing that the specifications in its
antecedent are not embodied in some given spatiotemporal region®.
Thus a demonstration that the specified conditions are not met
in some given domain shows merely that the model is not relevant
to that domain, although it may be relevant to some other domain.
However, Nagel comments, “what can be said about a theory which
is ostensibly unrealistic in every domain?”

In general, one would expect this consideration to be more
important in economics than in the physical sciences; but
although one can expect the properties of physical space to be
invariant with respect to human actions or institutions, some
propositions once thought to be generally true have to be modified
for extreme velocities and temperatures, and the effects of human
activity on the environment are now thought capable of producing



irreversible changes in that environment; the problem of
relevance, i.e. of the proper specification of the domain of
applicability, is not one that scientists can always ignore.
Nevertheless, the difference remains that physical properties
that have been confirmed in, say, the United States, can be
confidently expected to hold in, say, China or Russia; but
economic propositions are much more dependent on their
institutional setting, and there is no reason why one should
expect, say, monetary or fiscal operations to have at all
similar effects in these three countries. For economists, then,
the extension of an economic theory from one context to another
is a much more hazardous matter. Still more must the uncritical
application of theories to policies in countries not remotely
like those in which the theories were worked out be regarded
with suspicion.

Warnings against this have been issued from time to time,
but are often disregarded; for example, although John Stuart Mill
regarded rural poverty as a problem outside the application of
his analysis of capitalist production,’z this did not prevent
Lewiz in a much-gquoted article?? from attempting what Mill
clearly would have seen as a misapplication of the analysis.
Both Cunningham (1892) and Seers (1963) have repeated this
warning against the application of general theories about economic
behaviour outside the context in which they were worked out; in
particular, the mis-application of so-called 'Keynesian remedies’
to backward economies may be seen to underlie much of the policy
advice the latter have received.?’

This direct result of the failure to specify domains of
applicability is obvious enough; a subtler result is that a
given measurement, event or set of events may be ambiguously
interpreted because of an uncertainty about precisely what are
the conditions expressed in the antecedent, and hence what
particular observations may be taken as lying within the domain
to which the theory is held to be applicable. This has two
results: (a) an uncertainty about what measuring operations
relate to a particular term in the theory.z‘ and (b) a tendency
to post hoc adjustment of the theory to accommodate a particular
set of observations.?”?
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The goal before us should, in my view, be to meet the
specification stated by Braithwaite (1960, p. 257): “Statements
expressing scientific hypotheses come to us with a well-defined
meaning given by the class of observations which would refute
them, or which would refute conjunctions of them with other
scientific hypotheses”.

Hassey seeks the link between the theoretical construct and
the observational domain to which it is to be applied in terms
of linking specifications which he calls “semantical rules” or
"rules of 1ntnrpr¢tation'|3‘ in Massey's words, “"the prime
function of interpretative rules is to render fact germane to
theory“. Since the term “rules of correspondence” appears to
be clearer we shall use it instead of Massey's terms. The
general task, then, of “"rendering fact germane to theory" which
the required rules of correspondence must perform, may further
be analysed into three components:

(a) a specification of the characteristics by which
a particular domain of applicability may be isolated,
that is delimited and identified;

(b) a specification by which the observables in the
given domain of application can be linked to
corresponding terms in the theory:

(c) a specification of the extent to which the structure
relating the terms or concepts of the theory is
intended or is held to correspond to the processes
by w?:cg’tho observables are produced in the given
domain.

1.22 Taxonomic A es

One possible way of providing specifications of type (a)
above might be to isolate particular domains according to some
pre~existing taxonomy of economic problems and problem~contexts.
Some rudimentary taxonomies have been attempted in certain
areas of economics. They have not dealt at all well with the
task of identifying and classifying degrees of development in
a macroeconomic -.nsoaz' Intriligator (1971) may be said to
have attempted a taxonomy of problem—-structures, but while his
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work can be very helpful in enabling one to piece together the
bits of a particular theoretical structure, the appearance given,
particularly in Part I, of providing interpretations of the
symbols relating them to observational matters is illusory; the
verbal terms are simply conventional names for the symbols.

The only area in which substantial attempts at a taxonomic
approach can be found is that concerned with market structure.
It is of particular interest here, for two reasons. In the
first place, it is an area where one would expect to be able to
bring the main tools of economic theory to bear with great effect,
since the fundamental ideas of price theory, markets and products
are all directly relevant to the practical issues. In the second
place the practical issues, of e.g. industrial concentration and
market power, are considered to be of major importance, and the
specific attempts, in case after case, to seek from economic
theory firm practical guidance in determining a 'market' and
defining a 'product' should have brought out anything of use
in this fundamental area of theory.

S8inger (1968) cites some contributions from the theory
towards the basic task of defining the extent of market pdwcr:
the indexes of monopoly power from Lerner, Bain, Rothschild and
Papandreou, and the alternative approaches through indexes of
industrial concentration, from the earlier applications of
Lorenz and Gini to Herfindahl's summary index and the widely-
used census concentration data. He discusses the bias and
inconclusiveness of this sort of exercise, which he sees as
arising from lack of honoqeneity.zg

An even more Central idea, that of elasticity, calls for
examination. Thiz is not only a key element in economic theory,
but is also particularly suited, if anything in economic theory
is, to the practical definition of a product, and it is no
surprise that it has been called into use in those judicial
cases where the defirition of a 'product' has been an
indispensable prerequisite for a judicial decision. Singer
gives an exanplc:’o
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"The use of the term 'cross-elasticity' of demand by the
Supreme Court marks a high point in the use of theoretical
economic concepts in judicial antitrust opinions....”

This was in the Cellophane case, where the Court was not unanimous
and the dissenting opinion attached importance to a difference of

view on what the numerical value of the cross-elasticity of demand
for Cellophane in fact was. Singer is led to connont:’l

“Only in the abstract world of economic theory can forcess
other than a change in the price of another good be held
constant. Since the economic concept of cross—elasticity
of demand presupposes such striot conditions as 'other
things remaining equal', it is open to the danger that
standard theoretical conclusions may be drawn when the
concept is utilized in examining empirical data. In
contrast, the legal concept of 'reasonable interchange-
ability', which considers factors other than price, such
as quality and type of end-use, appears as a more suitable
analytical tool for a court to employ in defining relevant
product markets."”

Massel (1962) comes to much the same conclusion about the

operational value of the concept of cross-elasticity, and poses

the qunstionz”

"should we suspend the use of such a concept in antitrust
until the economic analysis is on a firmer base and can
be made clear enough to be employed productively by
judges and lawyers?"

However, the other factors which may be taken into account
to replace or buttress the dubious concept do not seem to lead
to any definitions, in generic terms, that would be of use in

actual identification. As Massel comments:”

"the market definition cannot be produced by a simple
analytical exercise. It must be constructed with an
eye to the purpose for which it is intended”.

He goes on to consider various characteristics that have,
in one antitrust case after another, been explicitly taken into

account in judicial decisions; taking as the simplest basis for
defining a market as that of shared physical characteristics, he
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finds that that is not in practice so clear~cut or unambiguous,
and goes on to consider other characteristics that have been
considared." He concludes that:” "The policy requirements
are varied and complex. They do not lend themselves to simple
classifications. They will not be satisfied by theoretical
exercises in taxonomy."

Not only does the existing theory provide little practical
help, but the quite impressive collection of observed judicial
decisions does not seem tu have yielded any generalisations
to the theory. Thus in this important area of applied economic
theory it appears that there is a gap between theory and
observations which may not be crossed from either direction, as
things stand.

Another feature is the tendency for taxonomic approaches to
be forced, before they have developed very far, into measurement.
This does not, however, import any new element, since the first
problem of measurement, that of specifying the characteristic
to be measured, is already present in purely qualitative approaches,
as the discussions by Singer and Massel suggest.

The fundamental problsm is that any classificatory system
requires that the elements grouped into any one category have
some identifiable characteristic in common that is not shared,
or is not shared to a comparable aextent, with elements in other
categories. It cannot be required that all members of any group
he homogeneous with respect to all characteristics, since even
to speak of separate members implies that they are distinguishable
in at least one respect, but it is required that they be
sufficiently homogeneous with respect to at least one character-
istic. In practice such classifications as are required usually
have to deal with elements possessing a wide range of character-
istics, and the elements may be grouped quite differently
according to which characteristic is selected.

If the selection of the classificatory basis is not to be
purely arbitrary, then some prior criterion is necessary. S8ince
classificatory exercises are not in general undertaken seriously
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except for some specific purpose, it is the purpose in hand
which must provide the criterion. It seems inescapable,
therefore, that a taxonomy, so far from providing a source
from which we may derive a eriterion of relevance, itself
appears to need one as a prior construct if it is to be put
together in a meaningful and operationally useful way.

1.23 Operationalism

The search for "operationally useful” theories means,
in a broad sense, no more than the obvious requirement that
the theories be of empirical relevance; that we know what
objects and situations of everyday experience they are talking
about; and that we can distinguish clearly between those things
for which the theories are or are not asserted to hold, and
those for which they are or are not in error. But the term
'oporationnl"'il often used in a much narrower sense, in which
it imposes specific restrictions on the type of theories which
may be constructed, and it is that narrower sense that we shall
now look at.

One of the consequences of the persistent lack of criteria
of relevance and applicability in economics has been a tendency
to evaluate a theoretical construct in terms of its own inner
logiec. This has led to a proliferation of activities described
by Baumol" as:

“ses.sthe construction and manipulation of mathematical
models for their own sake, where the ultimate criterion
of success is the degree of entertainment provided to
the model builder. Elaborate structures are created to
show off spectacular applications of esoteric theorems
with little regard for relevance or illumination”.

This would not be very dangerous to economics if there
existed a sound body of well-supported theory against which
the substantive content of those structures could be evaluated.
In practice, it is very often the compelling power of the
mathematics alone which is intended, as it is taken, to carry

¥
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conviction, and as long merely as the variables have familiar
names curiosity about the subject matter rests. As Bodenhorn
(1956) has pointed out, not only does the correctness of the
algebra fail to guarantee the correctness of the economic
argument, but not infrequently the verbal explanation accompanying |
the algebra differs materially from what is expressed by the
algebra of the model; in such cases, Bodenhorn suggests, we
generally tend to rely on the algebraic argument, for that is
the source from which the conclusions are drawn. When this is
done fregquently, the situation described by Baumol is bound to
recur.

To this, as to other problems of relevance in economic
theory, Gordon is not alone in seeking a solution in operationalism:

“In economics....it has been found difficult in some
cases not only to produce valid empirical propositions
but even to distinguish empirical propositions from
others. The development of the concept of ?pqzationnliln
is a contribution to this latter problem,"?

Although the term "operationalism” or its equivalent form
“operationism" is usually attributed to Bridgman (1927), Bridgman
himself later repudiated it, and in any case the ideas in a
broad sense have been present much longer. It was already
evident in the Behaviourist approach to psychology made popular
by Watson, and as Machlup comments a favourable climate for the
reception of the operationalist approach was well established
when Bridgman's "Logic of Modern Physics” appeared. Machlup
says:

"Bridgman....proposed "operationalism” as a universal
program of scientific discourse....This program was
qgquickly endorsed by representatives of several fields
+ve+It particularly suited the radical empiricists in
their insistence on factual observations, the logical
positivists in their leanings towards physicalism, the
behaviourists in their antagonism to non-observables.”3¥

In its modern form, operationalism has had many critics.
Machlup himself lists six issues specifically raised by Bridgman's
position and program; among them the following distinction is not
only crucial but also throws light on what, among many people who
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use the term "operationalism" in a loose sense, is a source of
confusion by those who have not grasped the distinction: "It
is important to distinguish between three possible roles that
may be assigned to the identifying or measuring operations:
(1) the operations may be regarded as synonymous with the
object; (2) they may be regarded as essential directions for
finding the object; and (3) they may be regarded as a test or
criterion of meaning. The third, in effect, implies a threat
or attempted intimidation designed to obtain conformance: 'If
you don't prescribe physical or statistical operations, your
term and concept will be declared mganinqlenl!'”’g

Machlup goes on to cite some eminent authorities to show
how decisively physicists themselves have rejected the
operationalist programme, and discusses the more comprehensive
views of theory construction offered by philosophers. His
applications to method in economics are germane to the whole
question of realism and relevance in economics, particularly
in his reference to econometric models, of which he says:

“The fact that the numerical values of variables and
parameters are derived from gstatistical operations may
make some of us think that the terms in the equations
are not pure constructs but operational constructs after
all.” On the contrary, argues Machlup, an econometric
model "consists of pure constructs....Moreover, since
(the econometrician) immediately proceeds to apply his
model to data of observation, his model is always in

the nature of a theory: it specifies the empirical
(operational) concepts the magnitudes of which, he hopes,
it can 'explain'"“,¢

Philosophers have attacked the operationist position on
formal groundl:‘l Nagel has repudiated it as a scientific
procedure, in these terms:

"It is not reasonable to ask, as Bridgman appears to be
doing, that every theoretical term be associated with an
overt experimental procedure. It is even less reasonable
to require that each component assumption of a theory be
capable of independent experimental tests,"42

Caws also argues on much the same lines:
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“Operationalism is, undoubtedly, an extremely valuable
aspect of analysis, but it can hardly be made a
practicable method of science. One is constantly
turning to conceptual ideas in order to understand
what operationism is saying,"43

As with the debate reported above, those leaning toward
an operationalist position - as for example Samuelson - attempt
to defend their position on the grounds that, whatever the
formal grounds on which philosophers reject it, scientists do
in practice get their results that way. Some comment will be
offered on that in the section following, but here it will
suffice to cite the counter-argument given by Papz“

“The most important argument against operational
definability of physical functors....arises from
reflection on the interplay between measurement and
calculation which is characteristic of theoretical
physics. Suppose that, as consistent operationists,
we....use different functors for temperatures that
can be determined by calculation only and for
temperatures that can be determined by measurement.
But this analysis cannot be reconciled with the actual
procedures of theoretical physics.”

In 1954 a symposium on operationalism held under the
auspices of the American Association for the Advancement
of Bcience," was notable for a disclaimer by Bridgman:

"I have felt that I have only a historical connection
with this thing called "operationalism”....I abhor
the word operationalism, or operationism, which seems
to imply a dogma....It is often thought that there is
a normative aspect to “"operationalism” which is
understood as the dogma that definitions should be
formulated in terms of operations.”

Margenau commented on this:

"“Bridgman disavows its status as a philosophy and wisely
so, for as a general view it would be vulnerable on two
counts. First, it cannot define the meaning of

"instrumental procedure" in a manner that saves the view

from being either trivial....or too restrictive...."46

Yhe rest of the symposium is also generally condemnatory of
operationalism, but Margenau's view suffices to bring out the
fumdamental dilemma facing operationalists, a dilemma stemming
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from that unguarded aside by Bridgman, that included in his
definition of "operations” some "mental" or "paper and pencil"”
operations. The dilemma is briefly that if the theory be
extended to mental operations, it allows in th.. whole of the
structure of theoretical concepts that the critics of
operationalism require a theory to have, and ende up saying
nothing at all that positivists like RBraithwaite, Nagel,

Massey and Margenau, for example, are not saying, and the term
is otiose. If, on the other hand, only physical operations are
admitted, then operationalism ceases to be temmble as a theory
of knowledge, as a criterion of meaning, or as a descriptively
accurate account of what scientists do in practice. The dilemma
then, arises for those operationalists who, in the face of
sustained criticism, still want to maintain an operationalist
position without restricting themselves to the more vulnerable
position; this is why the term has appeared, during its currency,
to shuffle uneasily and confusingly between the two senses,

Gordon settles bravely for the narrow definition,
restricting himself explicitly to propositions implying only
physical operations, thus avoiding that dilemma. But in his

subsequent search for examples in economic theory of operational

propositions, particularly when he adduces the Leontief input-
output structure as a partial validation of the otherwise
empirically false and therefore (on his terms) meaningless
Walrasian system, his concept of “"physical” operations becomes
unclear.

Ackoff, however, while fully aware of the objections to
operationalism (indeed, his first chapter could be adduced
directly in support of the case against) nevertheless feels
impelled to try to save something from the wreck:

"The notion of the operationists that scientific
definitions should specify operations is one that
we will try to preserve without incurring the
difficulties in their theory."47

Is there, perhaps, an acceptable middle path here? Since
the specific reason for Ackoff's suggestion is that he is looking
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for a prescriptive rule which is intended to oblige researchers
to keep the empirical relevance of what they are doing firmly in
front of them, it is tempting for economists dissatisfied with
the relevance of much of present economic theory to any
ascertainable domain of observation to look for some way out
along Ackoff's lines. Even Nagel, so critical of operaticnalism,
does not reject behaviourism as a methodological orientation."

Where one of the dangers of this apprcach in economics
appears to lie is in the temptation to believe (wrongly) that
one is following this prescription by inspecting the numbers
presented by some historical measuring operation, in the hope
that direct induction from the inspected numbers will yield
insights, and even theories, of economic activity. One example
of this was the National Bureau approach to business cycles.
Consider, for example, Koopmans' evaluation of this approach in
a review of Burns' and Mitchell's "Measuring Business Cycles”:

“The book is unbendingly empiricist in outlook...the

decision not to use theories of man's economic behaviour
...limits the value to economic science and to the maker
of policies, of the results obtained or obtainable by the

methods developed."4?

Both Ackoff and Nagel clearly reguire a firm structure of
theory to start from, in which such -hservations as may be made
are defined and interpreted. What the advocates of operationalism
in economics obviously intend is to ensure that economic theory
be made subject to empirical testing as a condition of its being
accepted as refutable and hence meaningful; surely no economist
these days would dispute the desirability of a programme to
carry out such an intention. A key statement from Gordon sets
out the issue:

“Por a proposition to be testable by some physical
operation, it must predict that certain observations
will not occur, so that, if they do, the proposition
is refuted."50

Gordon could have cited almost any authority on scientific
method in support of this statement. !
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That economics does not in general meet this criterion is
brought out by a number of writers, the most damaging criticisms
being made by Culbertson (1968), and by Clarkson (1963). The
former, in Part One more directly but in the whole work by
implication specifically attacks economics on the ground of its
general evasiveness in the face of evidence; his comments on
"Relly's constant*’? reveal a popular device in economics by
which the stern application of Braithwaite's criterion is evaded.
Clarkson, in a work which for some inexplicable reason appears to
be little read, similarly spells out the irrefutability of much
of economic doctrine; his comments are addressed directly to the
theory of consumer demand, but his demonstration is intended to
have, as indeed it does have, more general applicability.
Clarkson, by the way, so far from being led by his critique to
embrace operationalism, fastens his ideas of a proper structure
of scientific theory to the logical structure expounded by
Braithwaite as indeed does Papandreou (1958).

It appears that people who have thought about the state of
method in economics and have sought diligently for guidance in
the abundant literature on scientific method, so far from being
attracted to operationalism tend rather to be attracted towards
the positivists. This does not mean at all that they reject
the need not only for empirical testing but for a firm criterion
of refutability for the application of such tests; what they
reject is the claim that operationalism can precvide such a
criterion. Culbertson throws 1ight53 on the difference, in
science as well as in economics, between the considerations
which occur to those seriously enquiring into the state of their
discipline, and the general act of faith by which others are
content to perform their routine activities. ‘

In spite, therefore, of the superficial appeal of
operationalism as offering a guarantee of "relevance” or
“realism” in economic theory, this guarantee is illusory;
theory constructed on this basis remains perpetually prey to
attacks on its formal status, if indeed it can in any case
survive its own conceptual confusion; and it carries, in any
attempt to apply it in practice, the danger that what is regarded
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as "empirical® work could degenerate into an erroneous and
misleading process of blind manipulation of uninterpretable
numbers. As a panacea for any present ills of econonmics,
Operationalism cannot be accepted in its restricted form; no
such cheap and easy remedy is at all likely to be effective.

The task of relating the constructs of economic theories
to the world of observation remains.
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1.3 OBSERVATION AND MEASUREMENT

1.31 WHAT 1s A “Fact™?

In an attempt to relate the logic of economic theory to
the facts of experience we need to be clear about what we mean
by "the facts of experience”, how we can "observe” them, and
how we expect to recognise a "fact” when we meet one. Economists
rarely treat the act of "observation” as anything but a quite
direct and straightforward affair; they are not alone in this,
to judge by Margenau's conmont." Not too many economists have
seriously questioned Robbins' term, 'the simple and indisputable
facts of experience', although economists frequently disagree
on what those facts are when the evidence of some particular
model is under discussion.

As a starting-point, it may be useful to separate cut two
basic elements: knowledge, and the external world, in terms
of the distinction made by Margenau between the C~domain (the
set of mental concepts and their interconnections), and the
P-domain (which provides the raw data of our ncnucl).ss The
initial question can thus be reformulated as: "what can we
perceive of the P-domain?". Initially, "the process of perception
includes the mception of changes in impinging energy, its
transduction into electrical impulses, and the encoding of the
impulses to prese:ve the information which the impingements

convey about avunta“.ss

Even this form of contact, as Day goes on to explain, is
limited to a small segment of the spectrum of electromagnetic
radiation; some creatures are equipped with receptors capable
of registering slightly different segments of the spectrum, but
in general we are confined to a narrow band of the totality of
aspects which any given phenomenon is thought to be able to
exhibit. Since we are not equipped to register, with our
personal physiclogical capabilities, any manifestation outside
this narrow band, we clearly cannot derive any information
about such events except indirectly, through the mediation of
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some apparatus capable of itself reacting to energy impingements
outside this band, and recording them in a form within the band
which we are equipped to register. Thus a large part of what
are usually regarded as "objective"” physical studies deal with
essentially non-observable entities, whose presence and
behaviour are not themselves observed but are at best inferred,
and in the last analysis posited, by some personal conceptual
act.

But even for those events which do produce energy
impingements within our power to register, it is still not
clear what could be meant by "direct"” observation. For, even
in the simplest kind of elementary visual perception, "...we
do not 'see' objects directly, nor do we 'see' the retinal
image, nor do we 'see' the excitation in the optic nerve. At
most, we can say that what we 'see' is the final effect on
the projection area of the cerebral cortex".57 Further problems
are involved in considéring how the raw perceptions are
structured or organised into an integrated perceptual whole,
and how far the information required for this is present in
the initial visual stimulus, It appears that seif-initiated
visual feed-backs are important, and that the information from
these is further supplemented by retention of impressions from
previous events, so that we can refer to learned perceptual

resolution.sa

The next stage in organising the raw sense data raises a
problem expressed as follows: "In response to sensory
stimulation, I experience a private parceptual world which is
an interpretation of specific events iu my brain. Hence I am
confronted by the problem of how this cerebral pattern of
activity can give me a valid picture of the external world...
Further problems are involved in attempting to understand
how the brain events derived from the various sensory inputs
can give me not only my private perceptual world, but also
experiences that are shared by other observers and which,
therefore, I have come to regard as manifestations of an

external world."59
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It is clear that even the simplest and ostensibly most
direct act of perception already involves elements of learning
and of conceptual organisation. When one carries on to
consider the relation between perception and cognition, another
question is raised: are the mental constructs, which are the
closest we can come to perceptual contact with the P-domain,
derived in some way from the operation of the raw sense data
on the otherwise unstructured mechanisms of the mind, or are
they imposed upon the raw sense data by the pre-existing
neurophysiological structure of the mind? Eccles (1964) seems
to settle for the second view. So, apparently, does caws. %’
Since the way in which this question is answered has important
implications for the way in whinh one sees the relation between

"logic" and "fact", it merits further enquiry.

That the fundamental relation between theory and
observation involves a view of epistemology which ultimately,
at least by implication, rests upon some prior view of the
processes of perception and cognition, has not always been
recognized by speculative philosophers, but two writers who
have investigated the perceptual underpinnings of epistemology
are Piaget (1969) and Harris (1970).

Piaget, who had been working for many years on the study
of conceptual development in children, hoped that it would be
possible to devise a 'genetic' theory of knowledge by studying
it as a function of its growth and development in the child,®?
He had found that "step by step comparisons of the evolution
of a concept and of corresponding perceptions....always give
rise to three supplementary questions. 'These are: (1) What
information do notions obtain from perception? (2) What new
elements (co-ordinations or new properties etc.) do notions
add to perception? (3) What corrections, rather than
additions, do notions make to the information they obtain
from perception?”

He thus adopts as his aim: "to decide whether or not
perception achieves that immediate contact between subject
and object that empiricism has always considered to be the




37.

fundamental guarantee of objectivity: the particular problems
to be tackled by a truly genetic analysis are whether that
objectivity is built up or whether it is present from the
beginning and, if built up, whether the prime instrument of
its eventual elaboration (even in the so-called 'perceptual’
verification made by the scientist at the end of a laboratory
experiment) is an operational or a perceptual structuring”.62

The bulk of the work following that introduction is
devoted to a review and evaluation of a considerable body of
experimentation, by himself and by others; he finds in this
that the links between notion and perception yield not a
simple linear or stage by stage progression, but a continual
process of reconstruction of knowledge, in which notion
and perception are continually interacting through sensory-
motor and representational activity. He comments: "The
problem of tracing the perceptual or non-perceptual origins
of notions becomes much more delicate when it is considered
in terms of this perspective of continucus reconstructions
than it would be if considered in terms of a concept of a
stratified mental life in which stages are simply superimposed

on one another".ss

One major conclusion drawn by Piaget raises a large
doubt about the positivist approach to theory construction:
“The essence of the operational concept of intelligence is to
negate the existence of any radical dualism between experience
and deduction. It considers experience to be a progressive
structuring rather than a simple recording, and deduction to
be a co-ordination of operations rather than simply an
exercise in logic: since experience consists in acting on
objects, and deductive operations consist of interiorised and
co-ordinated actions, there is only a difference in degree
(functionally speaking) between the structures of experience
and deductive constructions."s‘ But positivism might yet be
saved by Piaget's rider to this: "Nevertheless, a remarkable
concordance does exist between the possible frameworks, or
some of them, and the data of experience, so that one can

-
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always construct a logico-mathematical theory of the physical
phenomenon” .

Piaget rejects the idea that, even if perception did
yield an adequate knowledge of the object, it could provide
a source of all knowledge,65 and goes on to reject the idea
that perception does provide an adequate knowledge of the
object.66 Finally, the exchanges betwe=n subject and object
are not simply a matter of passively recording impressions
from objective reality, but the result of purposive activity
by the subject: "In the end, the relative adequacy of any
perception to any object depends on a constructive process
and not on an immediate contact. During this constructive
process the subject tries to make use of whatever information
he has, incomplete, deformed or false as it may be, and to
build it into a system which corresponds as nearly as possible
to the properties of the object. He can only do this by a
method which is both cumulative and corrective, and which, in
perception, is based on decentration or on a consideration
of successive centrations which correct one another's

deformations.""

Harris ):»egimis8 with an extensive critical survey of the
development of science, from which he finds "an intimate
interdependence between observation and theory, which has now
beer further illuminated by the realization that observation
is always conditioned and directed by the operative conceptual
scheme”. This leads him to investigate perception as a source
of empirical knowledge, and ultimately to "assess the claim of
science to be knowledge of the real world and examine the
notions of objectivity as attributable to science and of

reality as imputed to the world it studies".‘g

He begins his study of perceptual processes by asking
similar guestions to those of Piaget, and although drawing
upon different experimental reports arrives at much the same
conclusion,7o on which he comment-.: "if scientific procedure
is one of evolving, testing and establishing hypotheses, the
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view that the tcuchstone by which they are tested is sense-
perception must be significantly affected by the discovery
that sense-perception is itself a process of forming and
testing hypothesas“.71 The close correspondence of Harris'
argument with that of Piaget is shown, e.g. by his discussion
of the relation between perception and primitive sentience,
and his denial that inference is merely the transformation of

sentences or formulae in a deductive system.72

He finds, as does Plaget, that "observation is always,
in its commonest and most everyday forms....parasitic upon a
conceptual scheme". But he goes on to make a further connection
which is not found in Piaget: “It is, then, no wonder that
we found, when we examined the procedure of scientists and
the course of scientific revolutions, that observation and
theory were inseparable and interdependent".73 Only the
most wilfully obstinate empiricist could ignore the substantial
doubt thus raised about the 'immediacy' and 'objectivity' of
observation, a further implication of which is a weakening of
the distinction between the laboratory sciences and othew
fields. As Hochberg comments: “One rscurring objection to
the study of most of the phenomena of social perception is
that they are so clearly the result of learning. The same
argument would have to be made about the perception of physical

objects and events, however."7‘

When we move from consideration of the private perceptual
world to our knowledge of an external or "public" world,
we find that the 'external world' is itself a construct.
Associated with the development of a concept of an 'external
world' is a development also of social interactions, attitudes
and motivations.76 As with the initial conceptual development,
these are not developed as a separable segment of activity,
but are closely bound up with physiological activity.”

75

As the learning process continues, the child begins to
tap the inherited stock of information, which includes not
only 'facts' of some sort bhut social observances and attitudes,
and also includes the acquisition of the schemata or organising
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conceptual apparatus of his immediate cammunity.78 The schemata
so transmitted through social interaction (including formal
teaching) are not necessarily transmitted in unmodified form;
there are losses and distortions in transmission, and for them
to be received in any meaningful way they have to be integrated
into the schemata already available to the receiver. But all
information transmitted through social interaction carries
sanctions on the schemata employed, more subtly than the direct
physical penalties arising from bad defects in elementary
perception, but equally effectively.

To the extent, therefore, that contact with the world of
publi¢c knowledge is made, it occurs mainly through social
interactions which give a definite direction to the organising
and interpretative schemata which collectively define what
view of the world is adopted. What, therefore, is a 'fact' is
not a matter alone of the direct transaction between subject
and cbject (or observer and observed) but is also a matter of
the social communications which shape and direct what view of
the 'facts' is to be taken and, for complex events, what is a
'fact'.

When the field of enquiry is a highly organ.sed one, a
student of the field wust acquire the accepted schematz used
in that field, according to which the technical terms and
relations of the field are conceived and the 'facts' of the
field perceived, before he can acquire any of the 'known facts'.
By the time he has arrived at the stage of knowing 'facts'
about economic activity, he has already acquired a considerable
structure of schemata in terms of which to co-ordinate and
organise his responses both to his general environment and to
his special environment as a student of the field. The view,
therefore, that ultimately objects such as chairs and tables
which. are taken as 'commonsense objects', and constructs such
as G.,N.P,, do not differ in status since both are constructs,
has to be modified by the view that a student trained in
economics has usually learnt to treat G.N.P. as a commonsense
object in exactly the same way as he has learnt to treat chairs
and tables as commonsense objects.
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Thus, if we are to draw a line between the C-domain and
P-domain of economics (to apply Margenau's term) then both
commonsense objects and economic objects must be on the same
side of the line; either they are both to be treated as
percepts, or they are both to be treated as concepts. If on
the other hand we take the view on the grounds suggested above
that no such distinction can be validly made in any way that
would retain a P-domain of economic events, then what would
economic theories have as their subject-matter? Certainly,
it is hard to see what we would mean by 'testing hypotheses'.

Now, to the extent that the distinction between untested
speculation and conjectures that are submitted to the risk of
refutation is a sufficiently powerful organising or operational
tool to economics to be worth retaining, some means of
distinguishing between theory and observation in econcmics
needs to b2 found. But since there is no ground for supposing
that there is a uniquely correct place to draw this distinction,
precisely where the dividing line is to be placed becomes, not
an objective matter to which an answer can be uniquely ascertained,
but a matter of choice or convention.

One criterion for placing this dividing line is already
given by the accepted paradigmatic structure of economics;
since with a different paradigmatic structure we might well
choose to draw the line in a different place, a discussion of
what are to be taken as the facts of the field of enquiry
turns into a discussion of the paradigms which define what
those facts are to consist of. This does lead to one highly
important conclusion. Since the 'facts' against which
conjectures are tested are a construct of the paradigm which
defines them, the paradigm itself cannot be modified by
comparison with the 'facts' of some other paradigm, unless
suitable transformations between the two paradigms can be
constructed. This is observable in scme developments of
séience, where the supercession of the old by a new paradigm
frequently takes the form of providing more general constructs
from which the old constructs can be derived as special cases.
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This point is pursued in section 1.4 below, but there are some
minor consequences of the view arrived at which may be recorded

here.

(i)

(ii)

(iii)

Pure operationalism, as with other forms of
empiricism, cannot be reconciled with the view
arrived at of the perceptual basis of epistemology.”
The crude form of empiricism which, rightly or wrongly,
has been attributed to Friedman, cannot be reconciled
with that view either; but Robbins' approach can.
This does not entail as a logical consequence that
Friedman is wrong or that Robbins is right. But it
does raise a presumption in favour of Robbins; in
short, Robbins appears to be on firmer ground than
Priedman because Robbins' approach is closer to the
way in which we do come to think about the events

of the external world, even, perhaps, the only way

in which we can think about them.

Doubt has been cast on the positivist framework in

its rigid separation between the propositional calculus
from which hypotheses are formed and the observables
against which hypotheses are tested, since that would
imply a divorce between deduction and perception which
now seems inadmissible. But a place can perhaps be
found for the framework as a metalanguage in which

the components of particular theories may be analysed;
and, beyond a certain point in conceptual organisation
of a given field, the representational processes
become more overt and may need to be more extensive;
there seems to be no reason why their controlled
extension may not for a while draw upon the positivist
framework during a phase of temporary concentration on
representational activity as such, as part of the more
comprehensive processes of continuing reconstruction
inherent in cognitive-perceptual development generally.
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1.32 "lEASUREMENT

It is sufficiently obvious from the foregoing that
measuremnent involves some prior conceptual schema, and there
is no need further to belabour the point that measurement
requires prior definition of what is to be measured. But how
can we be sure that what is defined and what is measured are
the same thing? First, we need a sufficiently precise
specification of the characteristic to be measured, formulated
in metrical terms (functors), like 'length (of x em.)',
'temperature (of x degrees)', etc. Such metrical terms, or
functors, have three edmponenta: the name of the characteristic
(length), the pure number (x) and the associated dimension (cm.).ao
The pure number may be of the form: x = a, or a £ x £ b, or
P(a £ x £ b) = ¢,

With most simple characteristics the associated dimension
is determined up to a linear transformation as soon as one
knows the charactcriatic: its units (om., in., ft.) and origin
(0°) may still need to be specified. With the compound
characteristics frequently used in economics, this is not the
case and even more care is needed in defining the functors and
the way in which the measuring operations have to be conducted.
Another complication is that the compound characteristics of
economic entities frequently defy unambiguous identification,
owing to lack of homogeneity in the observables or to imprecise
formulation of the theoretical term.®?

One requirement of definitions is set out by Caws: "An
internal definition is any statement which sets an entity in
unambiguous relation with one or more entities of the same
group, and an external definition is any statement which sets
an entity in unambiguous relation with one or more entities of
another group. The word unambiguous means not merely that the
form of the relation shall be unambiguous but that no other
entity shall enter into the same relation with those to which
the defined entity is related by its definition."®? S8ince, in
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its context, this definition of definition is offered as an
alternative to the constitutive/operational distinction, it
must be meant to apply to all terms, whether they are
theoretical or metrical.

The view that Caws takes of the connection between the
empirical and the theoretical is similar to that taken above
in section 1.31; he regards measurement, not as a link between
percept and concept, as Margenau appears to be doing, but as
"a link between physics and mathematics”.®? But were one to
set, according to the positivist view, a dividing line between
empirical observation and theoretical deduction, Caws'
definitional requirements would still have to hold, except
that in this case one would have to apply them separately to
both empirical or measurement terms and theoretical terms,
being then further required to specify the rules of corres-
pondence linking each observational term to a corresponding
theoretical term (though not vice-versa). Since Caws still
requires the mathematical formulation to be related to the
language of ordinary experience if it is to have any meaning,
he cannot be said to be making the physical entities consist
of numbers.

We appear to have two major tasks in economic measurements.

In the first place, let us suppose that our measuring
operations yield numbers in the form x = a. These can be
substituted in the theoretical propositions containing x to
yield, in conjunction with other such number-substitutions,
numerical tautologies. But they do not thereby produce an
economic statsment or piece of information, in the absence of
separate and complementary statements interpreting them in
economic terms. As Caws puts the matter in regard to physics:
"Physical properties, as a group, must have their own links
with sense experience, independently of the links belonging
to mathematical properties; and clearly, since measurement
leads first to the mathematical, it cannot provide a direct
path to experienco.""
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In the second place, 'measurements' in economics (as the
term is usually used) frequently yield, instead of the
definite number, as x = a, a result in probabilistic form,
P(a $ x $ b) = ¢, Taking from this some derived value x, we
may use this as though it were a definite measurement equivalent
to x = a, associating with it a confidence interval derived
from the probability ¢ of x falling within the closed intexval
(a,p), and accepting it in any case as contingent upon certain
conditions being met in respect of the unexplained residual
term,

Such measurements do not arise because the events measured
are thouyht to consist necessarily of processes occurring
stochastically (i.e. indeterminately) in the real world, but
arise from a variety of operations performed on data already
collected, in raw form, as definite numbers. Econometrics is
not usually concerned with measurements directly on economic
events, but with further mathematical operations i.e. deductions,
performed on such measured numbers. It also tends to concentrate
attention on the properties of the pure numbers, neglecting
either the dimensions of the functor selected for the initial
measurement, or the relation of that functor to the theoretical
term of which the number is said to constitute a 'value'; both
aspects of the number are taken for granted once the number,
and the label attached to it, are known.

Thus econometrics, even if one could meaningfully speak
of a link between economic observations and the theory, could
not itself claim to provide such a link. It is not a process
of measurement, but a part of the deductive apparatus of theory,
and is meaningful only when considered in the context of the
rest of the conceptual and deductive apparatus.

Consider, for example, the important set of 'real'
variables. These sound, and are treated in many theoretical
propositions, as though they were meant to have the dimensions
of physical (as opposed to monetary) functors, e.g. weight (of
x lbs.) or capacity (of kwt.-hrs.); the actual measuring
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operations yield something entirely different, which in its
simplest form is 'value of sales at constant prices (of x
dollars/price deflator)'. Frequently the rationale of treating
the one as measuring the other rests implicitly upon some
universal conditional of the form: "if the firm (industry,
economy) is in equilibrium then.......¢...."; where the
conditions specified in the antecedent fail to hold for the
domain in which measurement is made, nothing can be said about
how the number obtained by measurement relates to the theoretical
term in the absence of further enquiry into the theoretical
basis upon which the measurement is made.”

Thus econometrics, so far from providing a link between
deduction and observation, itself requires the prior establishment
of such a connection if its results are to be interpreted.

It would be premature at this point to assert that the
failure to specify dimensions of the variables itself provides
a source of error, although it does indicate a general sloppiness
of procedure, There is, of course, one genuinely dimensionless
number, since any term expressed as an elasticity is by
construction dimensionless. On enquiry, it turns out that a
price index of the Laspéyres form is dimensionless provided
that the same commodities are used and provided that the
monetary standard can itself be accounted for, where the index
itself does not provide a measure of variation in the monetary
standard.?® fThe term now commonly used, i.e. "measurement
at constant prices" is thus a reasonably good description of
what is being done. The accuracy or appropriateness of the
deflator used is a different matter, but raises no new problems
that people who use deflators are not in general well aware
of. The use of accounting-type relations in input-output
analysis merits closer attention to the dimensions of the
terms which will be given in due course (in Chapter 4 below).

The fundamental problem is still that arising from a
confusion between the mathematical formulation of a relation
and its semantic interpretation. The practice of naming




variables in terms which, while used in the equations merely

as identifiers, carry through to the conclusions their ordinary
meaning in the English language, suggests that the strict
relations of the mathematical formulation hold for any
collection of things that can be brought within the looser
definitions of the terms in ordinary language. "Investment”,
"savings", "income" and "expenditure” are but a few - though
centrally important ones ~ of the terms so used.

For example, where 'savings' and 'investment' are held
to be identical, this derives from the following process of
definition: during a given period, a net total of goods and
services have been produced over and above that needed to
maintain the existing capital stock; a large subset of this net
total has been used up, termed 'consumption'; the residue or
complement has been saved, i.e. not used up, and hence is 'real
savings'; but equally, the same complement may be said to have
been an addition to the community's wealth, and so is 'real
investment',

This relation may be extended by the insertion of terms
for govermnment and foreign trade, but the course of the argument
remains the same., 'Investment' thus defined has then to be
related to production, which implies that increments to the net
stock of goods of all kinds be treated as increments to capital
(fixed and working) i.a2. as additicns to productive capital in
a physical sense. But when it comes to measuring either
'savings' or 'investment', the impossibility of measuring 'real
investment' or the same entity in its guise of 'real saving'
leads to a more general search for surrogates among objects
regarded in looser usage as 'investment', i.e. increments, at
the firm or individual level, in assets. Where the measurement
is noct conducted even at the micro level directly on the
physical assets, but uses as a surrogate some collection of
monetary values of assets (at constant prices) the connection
between 'investment' in this loose sense and 'investment' as
the rigid formulation of the theory requires it becomes
decidedly tenuous. The position with 'savings' is even worse,
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since attempts to measure savings inevitably have to deal with
holdings which largely consist of financial assets, whose
connection with 'real savings' is not merely a matter of
defining terms but requires an extensive chain of reasoning
about economic processes.

This does, in fact, turn out to be generally the case,
at least in macroeconomics. The measurement of 'real variables'
initially at current prices needs a statement of how the
'real variable' of the theory relates to the variable measured
in monetary terms which is used as data, and this cannot be
done without spelling out the processes through which monetary
activities giving rise to monetary records make contact with
the real processes of the theory. The use of deflators, while
innocuous in its aim of correcting for variations in the
monetary standard, cannot provide any substitute for an account
of these processes.

There is something to be said for tidying up procedures
in empirical analysis. The specification of dimensions would
reduce some of the sloppiness in theoretical discussion, and
might have some valuable insights for us, although direct
measurement in physical terme presents its own problems.”
There is also a case for recognising the conceptual and
measurement problems in the data by writing down such numbers
as GNP with an associated confidence interval, which would
prevent some of the misuses that Morgenstern was talking about.’
But it is not enough that the problems of the data be tackled;
however refined the data, unless we know how it relates to the
terms of the theory in which it is interpreted nothing can
be made of it. And indeed, unless the theory itself can
specify precisely what sorts of observation are germane to
it, what could ‘refinement of the data' mean?
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1.4 THE DEVELOPMENT OF SCIENTIFIC THEORY

1.41 CoNCEPT AND EXPERIMENT IN SCIENTIFIC CHANGE

The question is raised of what scientific advance actually
consists of, and how it happens. This question is raised in the
first place by the fact that economists themselves offer
programmes designed to improve methods of enquiry in economics
on the grounds that “this is the way things are done in Science”.
This line of argument is explicit in, e.g. Friedman, Samuelson
and Gordon, discussed ahovc, although as it appeared in Section
1.1 such economists frequently disagree about what precisely
is scientific method. Hence any dubiousness about their claims
to present an accurate view of Science reflects also on the
arguments for adopting any of their programmes, and thus may
reinforce any doubts about a proffered programme already
present on other grounds.

But the question has also been raised in a different and
more fundamental way by the discussion of Section l.3. If
observation and measurement arise from and are contingent upon
prior theory, and more particularly if the observations and
measurements which would refute a theory are prescribed within
the terms of the theory and its conceptual structure, how can
a different conceptual structure ever overthrow and replace
an existing one?

Let us look again at the nice, tidy view Friedman has of
how enquiry is conducted in Science:

"The approach that is standard in the physical sciences
is to use theory to derive generalizations about the real world,
The theorist starts with some set of observed and related facts,
as full and comprehensive as possible. He seeks a generalization
that will explain these facts....He tests this theory to make
sure that it is logically consistent, that its elements are
susceptible of empirical determination, and that it will
explain adequately the facts he started with. He then seeks
to deduce from his theory facts other than those he used to
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derive it and to check these deductions against reality.
Typically some deduced 'facts' check and others do not; so
he revises his theory to take account of the additional facts."??

Friedman is not alone in believing, or at least suggesting,
that scientific enquiry develops by inductive generalization
from observed facts, and indeed so common is this view that
Popper was impelled to denounce it in no uncertain t.tﬂl.,o
But at least, it may be said, scientists do put their theories
to the test, and Popper certainly required of a proper standard
of investigation that theories should be subjected to risk, in
that their predictions should not only be refutable in principle
but that observations refuting them should be actively sought.
Galileo is a popular witness called to support a view of the
prominence of observation in science, by e.g. Northrop as an
example of observed anomalies casting doubt on an existing
thcory.’l and by Margenau, who couples him with Newton as
examples of outstanding practitioners whose "significance lies
not only in their discoveries but in their adoption and
formulation of a new method of physical research, the method
of controlled cxpc:imcntation'.” Margenau, in citing the -
famous Leaning Tower experiment, is moved to comment that
“the strange thing is Galileo's reticence about this matter"”.

Galileo's reticence ceases to be strange if Crombie's
account is to be believed; casting doubt on the whole episode
and the thesis which it is advanced to support, he records
that:

“Iwo other scientists, Giorgo Coriesco in 1612 and
Vincenzio Renieri in 1641, did actually make such experiments
from the Leaning Tower, and they found that even with bodies
of the same material the heavier weight reached the ground
first, if they were dropped from a sufficient height." Their
results disagreed, but Renieri submitted his results to
Galileo, who "had come to assume that all bodies of any material
would fall with the same velocity. Unimpressed by the
disagreement of experiment with theory, Galileo made an
abstraction from empirical actuality and said that the theory
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applied to free fall in a vacuum....It has long ceased to be
possible to regard the Leaning Tower experiment, even
supposing Galileo made it, as in any sense crucial, or even

new."g’

From the internal evidence of Galileo's own arqument.g‘
and without having consulted contemporaneous historical

record, it is hard to believe that Galileo's experiments

were not largely “"thought experiments". They carried
conviction to the extent that they offered descriptions of,

and explanations of events arising from, the properties of
communsense objects in contexts open to everyday observation;
that is to say, Galileo's arguments, so far from resting upon
the results of laboratory~type experiment, were more in the
nature of appeals to the wrld of public experience or common
knowledge, which anyone else could observe as well as he. In
short, while reading Galileo. one feels that Robbins' account
seems to be much closer to what Galileo is doing than Friedman's
alternative. An important difference between the approaches of
Robbins and Galileo is that the world of monetary events that
Robbins appeals to is considerably more elusive and uncertain
than the world of commonsense objects which Galileo had in
mind,

But even the public world of commonsense objects does not
provide an unequivocal guide, and it may be that observation
(in an obvious, everyday sense) may itself be more misleading
than thought-experiments, as Popper's reference to Anaximander
asserts.’® Even when experimentation had taken on a more
modern laboratory-operational form the simple-minded account
of the process as hypothesis - controlled test - result -
conviction is still wrong as a description of how it all
happened. Consider, for example, the simple-minded account
of Lavoisier's refutation of the phlogiston theory in 1772
followed two years later by an experiment proving the oxygen
theory of combustion; the facts, according to Musgrave, were
not at all so limple.ge
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Musgrave goes on to say "Many things have been said about
the relations between experiments and scientific theories -~
and most of them are wrong".

"The great Newton said that experiments could prove
theories to be true. Since everybody worshipped Newton's
science, they admired his philosophy of science too. No theory
was thought respectable unless it could be claimed that it had
been 'deduced from experimenta'."97 But the chemical
experiments that proved the phlogiston theory false did, in
the long run, conduce to the acceptance of new theories which
themselves came in for attack. It is only with hindsight that
it can be seen which were the crucial experiments, after the
smoke of battle between rival theories has died down.

There are many reasons why a single experimen%al test is
not in general conclusive; the result may be dismissed as a
stray observation requiring more extensive support, and may
even raise a doubt about the methods of the experimenter.
Where the result is probabilistic in concept, the confidence
intarval within which it is statistically significant may
be wide enough to support several interpretations, or no clear
one, Understanding of what is being observed may not yet have
advanced sufficiently for the result to be adequately interpreted;
and it has in any case coneiderable resistance to overcome,
particularly when a rival theory has been accepted as providing
satisfactory explanations over a wide area, not to mention
reputations at stake. In the long run the body of scientific
theory is progressively modified in the light of experimental
evidence, but not as a one-way process; the accumulation and
refinement of experimentation is carried out in conjunction
with and as part of a progressive modification and codification
of the conceptual structure within which it is directed and
understood. It is only with the hindsight of later generations
that earlier work can be seen as progressing from milestone
to milestone.

The simple-minded view of science as a series of crucial
experiments which decisively confirm or reject particular
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theories is in any case bound to be wrong, since it leaves
entirely out of account the whole context of thought within
which even the most important experiments are conceived,
conducted and evaluated. As Xuhn puts it: "....nature is
vastly too complex to be explored even approximately at random.
Something must tell the scientist where to look and what to

look for, and that something, though it may not last beyond

his generation, is the paradigm with which his education as

a scientist has supplied him"., Such a paradigm tells scientists
"about the sorts of entities with which the universe is populated
and about the way the members of that population behave; in
addition it informs them of the questions that may be
legitimately asked abcut nature and of the techniques that can

properly be uscd in the search for answers to them".ga

Not only does the comprehensive conceptual system within
which specific theories are enunciated and evaluated provide the
framework of thought for those theories; by its status as a
system of principles organizing the experience of the world it
modifies and directs the course of perception itself. Harris
gives examples of three ways in which this interdependence
affects perception: (1) perceived phenomena may be simply
suppressed and overlooked for lack of a conceptual scheme in
which to place them; (2) perceived phenomena are seen differently
in different conceptual schemes; (3) there may be a complete

failure to perceive what no concepts lead one to expect.99

Even where the experimenter and thcse to whom he reports
his results, agree that the result of the experiment is at
variance with what the theory asserted, the rejection of the
theory is only one of the options open. An experiment consists
in confronting a predicted result with an observed result,
their conformity being judged in the light of a rule for
evaluating the comparison. An experimenter may choose to
reject the theory; or he may reject the observation; or he
may reject the rule which says that, having accepted the
observation he must reject the theory. Sometimes the anomaly
is allowed to stand pending further investigatiop.loo
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Thus the isolated experiment which consists of a decisive
confrontation of a conjecture with a fact is a myth; even where
with hindsight high points in scientific advance can be
indicated, they are invariably the culmination of a long
sequence of conjectures, trials, anomalies and puzzles. But
this is not at all to say that the paradigms within which this
sort of process happéns operate merely as a negative, inertial
resistance to the emergence of truth; the paradigms have in
fact a quite positive and important place in the process, as
Kuhn spells out.lol Their chief function is to provide a body
of received knowledge together with a set of rules for using
and extending it; its grea“ virtue for the practising scientist
is the guarantee it provides that certain problems, which have
not hitherto been solved, are nevertheless problems to which a
solution exists, so that he may proceed from a firm base to the
task of extending the periphery.

Can a major reason for the inadequacies of economics be
seen in the lack of this secure base? As Kuhn puts it, when
discussing the immense amount of knowledge to be picked up by
workers on the periphery: "That sort of work is undertaken
only by those who feel that the model they have chosen is
entirely secure. There is nothing quite like it in the arts,
and the parallels in the social sciences are at best partial.
Paradigms determine a developmental pattern for the mature
sciences that is unlike tha one familiar in other fields."102

But economics has its paradigmatic structure; in the
general sense, economists do share a common “disciplinary matrix"”
although "relative unanimity of their professional judgements"lo,
is hard to find. In a more detailed sense, certain paradigms
persist.zo‘ But, more importantly, the workers at the periphery
who appear to feel that their model is sufficiently secure are
numerous and their papers prolific; if there is not a firm
central core of theory then certainly a considerable number of
the profession think there is. But Xuhn's main point cannot be
dismissed. One must agree with Grundber9105 that economics has
not even begun to show the sort of advance that science has,




although one has to discount Grundberg's apparent blurring of
the distinction between the isolated refutation of a theory and
the progressive development of the body of scientific thought;
the first is not a characteristic of science, and the latter
consists, we are told, of successive extensions of the periphery
of knowledge round a given paradigmatic core until so many

unsolved problems and anomalies have accumulated that a crisis

results and brings about a major change in the conceptual
base,

But where is all the information that has been thus
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Economics not only has its paradigms; some, at least, of
the main core of economic theory is expressed in formal
axiomatic reasoning, and the expression of economics in
increasingly sophisticated mathematical models is a generally
accepted part of economic research. Economics can make shift
to exhibit some of the forms and appurtenances of a fully-
fledged scientific discipline; nor does it lack 'facts', of
an elementary lort.1°9 Given the elementary facts, and the
organising principles expressed in the not inconsiderable
paradigmatic structure of economic theory, why does all this
not add up to a science?

Let us try a slightly different point of focus.

1.42 STAGES IN ENQUIRY AND THE ORGANISATION

oF KNOWLEDGE

The discussion in section 1.3 attempted to show that the
sort of ‘knowledge' that a physicist has of some of the more
esoteric properties of the world is at bottom no different in
kind from the sort of 'knowledge' that a carpenter may have of
the timber he works with, although there is a difference of
degree. This difference of degree may be ignored when one is
talking about the relation between 'fact' and ‘concept’,
involving the basic epistemological guestions, but it does
become important when we set out to evaluate the status, as
a science, of economics.

Northrop analyses three stages in the development of
enquiry: (1) the problem, and its analysis; (2) the natural
history stage, consisting of the collection and classification
of facts; and (3) tiie stage of deductively formulated theory.
The first stage designates the facts which must be known in
order to resolve the problem, the second stage comes to an end
when "the facts designated by the analysis of the problem in
the first stage are immediately apprehended by observation,
expressed in terms of concepts with carefully controlled
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denotative meanings by description, and systematized by
classification”. The third stage involves the use of formal
logic, and yields relevant and fruitful hypothesas for
experimental tasting.llo

This analysis can be faulted at many points. The
designation of the problem cannot precede the conceptual
scheme which provides the awareness of a problem; the
hypothetico~deductive element has already been active and
fruitful during the whole course of perceptual and cognitive
development; the example chosen (Galileo) is highly dubious
as a historical account; and the separation of the whole
process into definitive stages is a mistaken view of how
cognition and perception, it now appears, in fact interact
through a continuing process of construction and reconstruction.

Yet I cannot believe that Northrop is talking nonsense
when he says: "The natural history stage...is a necessary pre-
requisite for the third stage. Otherwise, the inductively
given relevant data for which the hypothesis of the third stage
must account, if it is to be effective, are not known.

“In fact, if one proceeds immediately to the deductively
formulated type of scientific theory which is appropriate to
the third stage of inquiry, before one has passed through the
natural history type of science with its inductive Baconian
method appropriate to the second stage, the result is immature,
half-baked, dogmatic and for the most part worthless theory.“lll

The 'inductive Baconian method' as a pure empiricist
epistemology has been demolished often enough on the infinite
regress argument of philosophers, and more substantial evidence
against it appears available on physiological grounds. But are
these arguments relevant to induction in the context that
Northrop intends? Once one has passed through the developing
cognitive experiences of childhood and adolescence, considerably
extensive and complex schemata are firmly established to direct
and control the cognitive-perceptual acts, and observation as
an initial source of knowledge is no longer in guestion.
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If we are to speak meaningfully of refuting theories,
then there must be some sense in which we can apprehend the
existence of a body of facts existing independently of the
theories under scrutiny; what is more natural - or more useful -
than to separate out the conceptual acts which determine those

facts from the conceptual acts which set up specific theoricn?ll:

This seems to require a distinction between two levels of
knowledge at least; one is the body of knowledge which is more
immediately apprehended, in the sense that the schemata we
bring to it are largely automatic and unconscious, being the
schemata we use in ordinary day-to-day transactions and which we
have therefore come to take for granted. The other is the
formal, axiomatic structure which we erect to deal with more
complex and less immediate facts, and which can hardly be used
otherwise than consciously and overtly. In between these we
may interpose a certain level of organisation, more finely
structured and overtly used than the commonsense schemata, but
not going beyond detailed description and classification., It
is this intermediate level of knowledge that Northrop seems to
mean by “the natural history stage of knowledge", and as such
it makes a good deal of sense.

Scientific theories may also be discussed in terms of the
distinction Bunge draws between 'black box theories' and
'translucid box thoorlcn'.113 The former involve treating
systems in terms purely of manipulations and observations at
the input and output terminals of a box which, for the purposes
of the theory, is regarded as devoid of internal structure.
'Black-boxism' makes the false assumption that the sole aim of
scientific theorizing is to systematize directly observable
phenomena. It is easier and more attractive, since black box
theories can always be constructed to fit any possible data,
given enough uninterpreted paramezers, and they simplify the
task by dispensing with the internal structures which would be
needed in a representational theory offering interpretations
of the facts. As a result, they come dangerously close to
irrefutability, the mark of nonscience.

The task of scientific theory, then, is to move on from
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black boxes, which serve a useful purpose at an early stage in

the construction of theory, to the construction of translucid

box or representational theories. The internal mechanism cannot

be deduced from the events at the input and output terminals

alone: ",..no double column of input data and output data ever

points unambiguously to the mechanism symbolized by (the black

box). 1If it is beyond our senses....such mechanism must be

invented. And such an invention does not call for more or even

better observation but an effort of the imagination -~ and this

has often been a source of distrust of representational theories.'ll‘
The result is frequently a commitment to black-boxism,

whose worst effect is "nocc the multiplication of black box

theories but the philosophy that praises phenomenological theory

as the highest type of scientific systematization and abuses

representational theory".

It is quite absurd to suppose that an investigation may
become 'scientific' only if we begin by throwing away all the
knowledge that we have accumulated on the way to maturity;
since the mental furniture that we have gathered about us before
beginning any scientific enquiry is not in any case so easily
ignored or disposed of, there is obviously some sense in trying
to make what ever use we can of this "background knowledge".
Whether one sees this in Robbins' terms as "simple and
indisputable facts of experience”, or as the raw material for
Northrop's "natural history stage", or to some extent as the
source of the imaginative exercises entering into the
ceonstruction of translucid box or representational theories,
this mental furniture is bound to enter into any subseguent
cognitive-perceptual act, and while parts of it may from time
to time be refurbished or even replaced, it is in the process
of fitting a new idea into this existing mental furniture
that an explanation may be said to "make sense",

This does not, of course, require that an explanation be
immediately intelligible to a layman, although economics deals
more directly with human behaviour than the physical sciences
and consequently faces more direct demands for it to make sense.
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There is, however, something to be said for the positivist
separation between the logic and the facts, with the rules of
correspondence serving to make sense of the logical exercises.

One can see the distinction between Robbins and Friedman
as relating to different stages in the development of enguiry;
Robbinus' approach, which goes directly from background knowledge
to deductions whose validity is guaranteed by the reliability
of the knowledge and the adequacy of the logic, is placad thus
in the natural history stage of enquiry; Friedman, whose initial
conjectures come, not at random, but out of a well-structured
prior knowledge, and are formulated in an axiomatic scheme and
subjected to more formal tests, is defining a programme for the
third, or hypothetico-deductive stage.

There may, however, be a snag in thus distinguishing them,
but discussion of this is deferred to the summing-up of the
next section.
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1.5 SUMMARY

This chapter set out with the idea of trying to assess the
nature of economic enquiry in terms of what some economists who
have directed their own attention to this question have thought
about the matter. It turned out that aconomists themselves do
not, in general, appear to have given the question sufficient
thought to provide an adequate basis for discussion, and it
was necessary to look further for more adequate toolg in which
to conduct an assessment.

Some preliminary points can be disposed of now. In the
first place, most of the arguments about induction and the
pre-eminence of observation, about the place of the hypothetico~
deductive method in conceptual structurings, and about the
confrontation of conjecture with fact, can be sufficiently
resolved for our purposes (though not necessarily for a more
fundamental enquiry into epistemology) as soon as one accepts
that any research worker in economics has already, through his
own cognitive-perceptual development in the context of social
interaction, become well-endowed with considerable conceptual
schemata. The genesis of 'knowledge itself is not in question,
any more than the question of which came first, chicken or egg,
is meaningful either for the modern poultry farmer who is amply
supplied with both, or for the evolutionary biclogist who can
refer to the complsrientary development of both.

In the second place, in comparing economic enquiry with
scientific enquiry, it is silly to compare economics as it is
with an idealized view of natural science which appears to rest
on some simple-minded view of a steady accumulation of certain
knowledge from a progression of decisive cxperinnntl.xls Even
on a more sensible view of science, however, it cannot be
denied that economics completely lacks any signs of a similar
development or comparable achievement.

In the third place, since it appears that for economics
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all our 'facts' are rather elaborate constructs then 'empirical
testing' in economics comes down ultimately to the evaluation of
one conceptual structuring in terms of another. If we are to
attempt to draw a line between P-domain and C-dcmain for the
purposes of economic research, as we surely must if we are to
speak meaningfully of theory refutation, then this line has to
be drawn by choice or convention between two certain types of
conceptual structuring. In drawing this line, it becomes
necessary to be very careful about which side of it we place
"income", "expenditure" and similar terms; associated with this
is the question of whether national income accounts, production
functions, and similar macroeconomic 'data' can be taken as
objectively (for our purposes) arrived-at facts, or whether they
need to be examined as conceptual schemata whose worth is in
question.

Two possible approaches to the diagnosis have been
suggested; if we take the Northrop view of a broad development
through stages, then Robbins is talking about the second or
natural history stage, and Friedman about the third,
hypothetico~deductive stage, and the question then becomes:
have we tried to pass too rapidly to the formal, axiomatic
stage without having laid an adequate foundation for it at the
natural history stage? If, on the other hand, we apply the
Bunge distinction, then Robbins again becomes important when
we try to move from the black box to the translucid box or
representational stage, and the question is then: is economics
suffering from an excessive commitment to black-boxism?

The two approaches may be reconciled if one accepts that
black-boxism is surely a predictable consequence of a premature
incursion into axiomatisation, since the internal processes of
the black boxes cannot be even posited, let alone subjected
to formal hypothesis tests, in the absence of any clear set
of ideas whose source is ultimately found in that general
background knowledge which, in any developing field, should
have been supplied at the natural history stage. Even the
limited usefulness that Bunge sees in black boxes in physics
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may be denied to economics, if the black boxes themselves are
unrelated to the world of experience, so that the measurements
applied to the output terminals yield no information.116

We have now reached a point at which enough ground has
been cleared and adequate equipment assembled for present
purposes, and we may now proceed directly to the major task
in hand. In presenting the corpus of monetary theory for
diagnosis, we shall concentrate attention on two aspects: the
ideas about economic behaviour present, and the form in which
they have come to be expressed.




CHAPTER 2

THE INTERPRETATION OF MACROECONOMIC AND

MOHETARY THEORY

In this chapter we examine some of the more important
conceptualizations common to the hard core of macro-monetary
theory; some provisional line has to be drawn here between
terms understood in ordinary usage, treated as though their
meaning is transparent, and other terms and relationships
whose conceptual structuring is the subject of enquiry. For
example, "bank deposit (demand liability)", "specie”,
"Banknote" are treated as objects of common knowledge
reguiring no explicit definition, while "liguidity"” calls
for more explicit treatment. "Money" is initially treated
in a loose sense as understood in common usage, but it becomes
clear during the course of the discussion that it needs very
careful definition owing to ambiguities and shifts in its
intended denotation. The context should make it clear in
which way a term is being used.
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2,1 THE BASIC IDEAS

Money is relevant to macroeconomics in three major ways:
(i) in the monetary element of, e.g., prices, interest and
exchange rates, and wages and incomes generally, which are
of direct interest in their own right as objects of study
and of policy; (ii) in money's function as a nexus of exchange,
carrying in a market economy also some onus for transmitting
information and stimuli to action; and (i1ii) as the dimension
in which measuring operations on the physical entities are
carried out and aggregated. Money in the third sense is now
commonly elided by the use of deflators, i.e. by dividing
through by a price index. A rationale for this can be found
in Ricardo's development of the idea of 'some invariable
measure of value',? although Leijonhufvud considers that this
procedure removes the essential monetary element (ii) from
macroeconomic analynin.’

Taking (iii) in isolation, it is arguable how far the
derivation of ostensibly 'real' measurements by applying
deflators to money measurements does yield the information
it is taken to yield; but a case can be made for continuing
this practice at least for those undeniably real variables
whose direct measurement in physical terms would ctherwise
present severe difficulties.’ The question is what effect this
practice has had on the structure of macroeconomic analysis
and consequently on the terms in which current thinking about
macroeconomic activity proceeds.

One obvious consequence of the confidence placed in
deflators is their extension to purely money variables; such
a pure money variable as bank deposit liabilities is now
brought into this 'real' framework to yield that curious
entity a 'real money balance' and its macro aggregate 'the
real quantity of money'.‘ The extension to 'desired real
money balances' follows as a matter of course.
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But there also follows the elevation into an analytical
tool of what might otherwise have been treated on its own merits
as purely a measuring device; it is one thing to us¢ some broad
concept of 'purchasing power' as a commonsense approximation in
relating money to goods; it is guite another to anchor formal
propositions about behavioural factors underlying the money-goods
relation in such shifting and uncertain ground. As a result, a
one-to~one correspondence between the money measurements and the
'real' variables derived therefrom by deflating has to be assumed
in order to validate the procedure, and itself is further
buttressed by the view of a money economy as simply a basically
barter economy better lubricated by money, which is in real
exchange equilibrium, and in which certain tautologies are said
to hold.’®

The shape of this framework of thought is seen easily enough
in the fact that the basic macroeconomic aggregates, Y, §, I, ¥
etc. are asked to carry monstrous loads of interpretation. ¥
has to do duty for 'income', 'expenditure' and 'output'; s for
amounts of money received and not spent, for the excess of goods
produced over those used up during a period, for amounts lent
to borrowers or to users of meney capital, for increases in
productive capacity; within this rather unpromising framework,
questions have to be formulated so as to elicit information which
will throw light on the important topics of jobs, prices, standards
of living, foreign trade and the rest. The formulation of such
questions, involving as they must an economy in which the large
majority work and borrow to get money to meet their personal and
social commitments, is rendered extremely difficult by a
theoretical structure which is not even defined for the differences
between the acquisition and spending of money and the production
and distribution of goods, The desperate attempt to relate Y,

§ and r through # and r is a direct consequencs.

Why the framework for thought should have taken this form
rather than some other is not immediately apparent; in order
to throw light on this we must examine the sort of ideas that
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have been selected for expression within the formal framework.

Many of the ideas which, modified and elaborated, still
provide the basis of modern monetary theory were given the form
in which they are now recognisable in the period of Hume, Smith
and Ricardo, and developed into modern dress via Walras, Fisher,
Pigou, Keynes and Hicks., Schumpeters and some recent commentators
provide more comprehensive accounts of the relevant developments
than can be attempted here. By way of bringing the accepted ideas
into sharper focus we shall, at suitable points, contrast them
with the different approach of Henry Thornton, who in many ways
offered a sounder basis for the development of monetary theory
than that which the discipline in fact adopted.

2,11 HuME TO RicARDO

We pick up the threads by looking first at some ideas in
Hume and Ricardo: chronologically, Thornton falls neatly between
the two.? Some differences between Hume and Ricardo reflect
changes over the intervening period in the nature of the monetary
scene, in particular the growth of English banking and the
suspension of cash payments by the Bank of England in 1797. For
example, whereas Hume would not admit bank money as 'money’,
calling it 'paper credit',9
paper as money, although its status as money he does see as
traceable to its convertibility to gold.lo

Ricardo acknowledges the use of bank

Hume is these days often mentioned as a Quantity Theorist;ll

Ricardo also accepted this idea, in a particularly rigid form.
Hume was also able to posit a direct relation between the domestic
money and the international money, since, as he saw it, the two
were physically 1dentical.12

The key element in these ideas was the specie~flow view
of money, which provided a basis for three elements still
important, in a less direct way, for current discussions of
money. These are: (i) the idea of money as some tangible
thing, which is deposited in banks and which they lend out
again; (ii) the quantity of gold being determined in total
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by its physical production, gold once produced remained in
general in existence, although not necessarily in circulation;
and (ii1i) the idea of an "equilibrium" stock of money, reached
for the domestic stock of money by the occurrence of equilibrat-
ing international gecld flows.

Hume's (i) is in modern guise the “"uloakroom theory" of
banking, spelt out by Cannan13 and accepted until very recently
by practical bankers, although it was a practical banker,
Thornton, who over a century before had understood and explained
why this did not hold. The cloakroom theory, while formally
rejected by modern theorists in respect of the aggregated
banking system, is still in essence applied to the individual
banks:14 Keynes himself had thought the refutation worth
spelling out again in the Traati:e,ls even though Crick (1927)
had recently done so.

Hume's (ii) made obvious sense at a time when, with the
quantity of gold being subject to identifiable restrictions
on its production, the means of payment was observably specie;
the theoretical concept derived therefrom of "the given stock
of money” presented little difficulty in the absence of alarms
and panics. Ricardo, however, put it into a rigid framework of
barter exchange and equilibrium, which is a possible explanation
- although not a justification ~ for its persistence today long
after the specie-flow basis has disappeared. It is not only
in the modern Quantity Theories that one finds the analysis
resting on the concept of "the given stock of money"; Liquidity
Preference approaches in general depend on it, and the concept
is a key one in pretty well all of modern theoretical work in
money .

Hume's (iii) was adapted by Henry Thornton and transmitted
by John Stuart Mill, coming to be known as the 'classical
transfer theory' or the ‘gold-flow, price-adjustment theory'.l‘
Thornton undoubtedly understood the difference made to Hume's
specie-flow argument by a consideration not only of flows of
what we would now call 'hot money' but also of the effect of a
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weakening of confidence in bank paper, and the feed-back effect
between this and international finance flows, communicated, and
measured, by the observed divergence hetween the mint and the
market price of qold.17

Henry Thornton combined an intimate practical knowledge of
banking and commerce with a great analytical power, thus combining
into a conceptual structure two elements of which so many writers
on money, theorists or practical men, miss one. It is instructive
that Thornton began his formal inquiry not from barter but from
credit.!® when he did introduce barter, it was without the key
element of the Smith-Ricardo analysis, the exchange aquilibrium.l
He explained in detail the process by which bills of exchange and
promissory notes came into being, treating them not just as
questionable substitutes for specie but as instruments desirable
in their own right, being preferred for some purposes to holding
either goods or money.’o He was definitely not a Quantity
Theorist, as is shown generally by his argument and specifically
by his criticism of Smith.?’

9

Thornton disposes of one proposal for remedying the gold

" gshortage: "It has been supposed by some, that the pressure on
the mercantile world which a great diminution of notes must
cause, would, especially if it were a severe one, induce the
merchants to send fcr gold from abroad, in order to supply their
own want of money". But, asks Thornton, what merchants? Hot
those without exportable goods; they must first exchange their
own goods, i.e. sell them for money. Thus they have to get
hold of the very éhing, from domestic holders, for which the
proposal required them to send abroad.zz

Thornton's argument leads up to a conclusion that "there
may be an error on the side of too much diminishing bank notes,
as well as on the side of too much increasing thcm“.z’ He
provides and explains a balance sheet of the Bank at 25th Feb.
1797,2‘ and goes on to examine the processes, i.e. transactions,
through which the items are causally related., His description
of these processes is clear; the bank cannot just increase its
notes unilaterally, and the corresponding entry may be in a
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reduction in deposits, or in the acquisition of an asset in the
form of a loan or of more bullion. But when bullion flows out
due to an adverse balance of payments, the Bank, which must
increase its notes in order to provide sufficient means of
payment for City transactions, can do so only by increasing its
loans. Thus the loans are not a cause of the deficiency of cash,
but a consequence.

The difference between the rigid view of equilibrium and
Thornton's more practical view is shown by his argument on the
balance of trade;?’ an imbalance must either run down bullion
or extend debt, neither of which is practicable to any great
extent persistently.

‘'In Chapter 7, Thornton discusses the advantages and
disadvantaces of country banks, and in so doing explains in
detail the relation between the various means of paynonﬁ on the
one hand, and the institutions - country, London banks, Bank of
England - on the other. Continuing this argument in Ch. 8,
Thornton analyses market factcrs in terms of supply and demand;
as in his initial discussion of barter, he repudiates the idea
of some exact equivalence, basiny himself on a looser concept of
a buyers' or a sellers' market, with prices set accordingly (but
with, typically, no mention of a 'market-clearing'’ prico)."

Thornton is extremely careful about causal connections.
Having established the correspondence (an inexact one, hedged
about enough to repudiate the Quantity Theory formulation)
between the increase of paper and the rising prices, Thornton
then asks which is cause and which offect.” In Chapter IX he
first expounds the precise relationships in the banking structure
important for his analysis, and proceeds with his tracing of
cause and effect relation. Is it too much to see a statement of
the 'inconsistent case' of Mundell in his argumant?"

In Chapter X he brings the threads together. He answers
first the argument that the rise in prices is a cause of
increased paper, demonstrating that (a) a rise in paper will
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lead to an increase in expenditure, and (b) the increase in
expenditure may call forth some new output, but since only a
moderate expenditure can be directed to existing unemployed
factors, any further increase must lead to price rises, further
aggravated by a feed-back mechanism remarkably similar to the
Schumpeterian 'secondary wave'.?? nis explanation of this
adduces a specific multiplier etfoct,’o which provides a causal
effect from paper to prices.

Thornton then, in arguing that bank credit, extended for
each loan according to sound banking principles, is still not
necessarily self-limiting, draws a firm distinction between the
micro transaction, as seen by banker and customer, and the
macro aggregates to which such transactions give risa.’x He
considers other ways in which demand for loans might be self-
limiting without intervention by directors, and points to the
impossibility of this while the Bank is willing to lend at below
market :at.l.”

The foregoing has attempted to indicate how clearly Thornton,
applying his analytical and deductive faculties to his observations,
could grasp and expound the monetary activities of his time. How
important, then, was Thornton as a contributor to monetary theory?
Hicks, in his essay on Thornton (Essay 10 of Hicks (1967)), Hayek
in his prefatory essay to-the reprint of Thornton's major work
(Thornton (1802)) and Schumpeter (1954) are all laudatory of the
quality of Thornton's analysis. Hicks, in particular, comments
on Paper Credit that "It incorporated some of the chief things
which Keynes, 130 years later, was to rediscover". The key ideas
are Ligquidity Preference, the downward rigidity of wages, and
the marginal efficiency of capital; Hicks also adds that "Thornton
is arguing, (in a very modern manner) against the use of deflation
for the rectification of an adverse balance of payments" a point
noted above. But Hicks makes the following astonishing statement
"His argument is deficient because of his lack of a multiplier
theory (in this respect, it must be admitted, he falls seriously
short of Keynes)". But Thornton not only had a multiplier theory;
(see note 30): his multiplier theory was superior, in one sense,
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to that of Keynes, in that he distinguished more clearly between
the real and monetary aspects and effects; it was so much
superior to the version produced in Hicks' interpretation of
Keynes (in the 'Hicksian cross' model which is the authentic
basis, rather than Keynes directly, of modern post-Keynesian
theory) that Hicks completely failed to recognise it as a
multiplier at all.

In fact, Hicks wants to make Thornton out a Keynesian
although he does concede that this is truer of the short-run
analysis than of the long, and that on the whole Thornton is
closer to Robertson. But he also sees Thornton as a Ricardian,
which does not stand up to the evidence produced above. In
short, just as Schumpeter wanted to see Thornton as speaking in
terms of an equilibrium analysis, which Thornton plainly was
not doing, so Hicka wanted to see Thoxnton in terms of modern
Keynesian analysis.

But, although many of the ideas in Thornton can be forced
into the framework of modern post-Keynesian analysis there are,
it seems to me, two major differences in the thinking based upon
them. The first is in the expression of these ideas in a rigid,
mechanistic framework, particularly that of equilibrium; I hope
I have shown above that Thornton was concerned, all along, to
avoid precisely that, which he would clearly see not as a more
but as a less precise formulation, since it omitted those
imbalances and exogenous disturbances which were what the crises
were all about, The second is that the clear distinction, which
Thornton drew at every point, between the real and the money is
wholly absent from the Hicksian cross and from the whole of post-
Keynesian theory.

In spite of a performance which has recently drawn such
plaudits, Thornton seems to have had no influence on the
development of actual monetary theory, and certainly his ideas
have had to be rediscovered subsequently. There are several
possible explanations for this: the assimilation of Thornton
to Ricardo, as e.g. by Hicks; the acceptance generally of




Ricardo's analysis as in some way more scientific or precise,
which Schumpeter adduces; or it may be simply that Thornton's
eminence in public affairs at the time prevented him from being
taken seriously by economists as a theorlst.” He was, it seems,
influential in his own time; but such mark as he made on economic
theory was tranemitted through the rigid, mechanistic structure
that economic theory increasingly develoved.

Now, I will concede that, just as Schumpeter and Hicks,
with their own axes to grind, read into Thornton interpretations
in terms of their own theoretical preconceptions, so might I
be doing, with a different axe to grind. I suggest a simple
test. Put Thornton's analysis in terms of any of the rigid
formulations, current then or now, and weigh the information
and insights lost against what gains there may be from so doing;
1 suggest that the losses greatly outweigh the gains.

By way of developing a different angle of view, let us now
pass to some current formulations of monetary ideas.

2,12 Tue DeveLoPMENT oF KeYNESIAN Economics

Classical views carried forward into the 20th century gave
monetary theorists, as a fundamental basis for their thinking,
two Ricardian concepts of a real exchange equilibrium and the
Quantity Theory. These were related through a specie view of
money, as either itself specie or as a surrogate validated by
its claim to represent specie. Money in this form could be
viewed in either of two lights, as a commodity freely exchange-
able for all other commodities, or as a stock to be held as an
asset. This is easily tranzlsztable into modern terms as the
two major functions of money, that of acting as a medium of
exchange. and that of acting as a store of value.

The real exchange equilibrium of Ricardo was more firmly
structured into the General Equilibrium model of Walras,"
further reinforcing the idea, already entrenched in Ricardo's
formulation, that, independently of variations in the value of
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the monetary standard itself, the real exchange eqguilibrium
determined the relative prices, i.e. ratios of goods—-exchange.
The task of accounting for variations in the value of the
monetary standard (expressed today in terms of its reciproecal,
the 'general level of prices') was left to be dealt with by
the Quantity Theory resting as that did on tihe specie~based

concept of the aggregate 'stock of nonoy'.’s

The result was, as Xeynes saw it, a dichotomy in the
inherited classical analysi: between monetary and value thoory."
He proposed to remedy this separation by treating money as
primarily an asset, thus bringing it within the theory of choice.
Whereas in the Treatise he retained enough contact with the
classical view, transmitted through Marshall and Pigou, to
bring this element in via a cash~balance approach,” he moved
far enough away to alter his stress, in the Generzl Theory, to
the Liquidity Preference approach, leaving the exchange function
of money to be dealt with in terms of a transactions demand.

The two together yielded a demand for money function as a more
refined version of the demand for money function developed

through Fisher and Pigou. This demand for money function,
particularly as presented in the "Hicksian crosa"” and subsequently
construed as providing, on the LM side, a locus of equilibria in

the money market, forms the core of modern monetary theory; at

one time one would have automatically excluded the 'monetarists'

or modern Quantity Theorists’® from this reference, but it is not
clear that such a division is accurate today; certainly, the lines
are less definitely drawn.

In the form in which the "transactions demand for money"
has bheen preserxrved in the theory its connection with the simpler
and more rigid form of the Quantity Theory is apparent, although
in Keynes' own exposition complications and impor#ant differences
are set out: but even in that exposition, there is warrant for
supposging that Keynes himself saw it as a logical development
from the Quantity Theory. The remainder of the value basis -
the Ricardian real-exchange equilibrium ~ is subsvmed in the
IS relationship, now construcd as a locus of equilibria in
'the goods market' standing for the real side of the analysis.
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Thus to take the elements of the Hicksian cross as
comprising a real side expressed in the IS relationship and a
money side expressed in the LM relationship, while it may or
may not adequately convey the substance of the General Theory,
(the debate set off by Leijonhufvud is far from scttled),‘o is
a fair first approximation to how it has been transmitted to
post-Keynesian analysts.

On the real side, we thus have two main mechanisms; the
investment function, resting on a comparison of two interest
rates, one notional and one aetual;‘l and a multiplier or income-
expenditure function, relating investment to aggregate income.
Now, a direct view of these mechanisms as they operate in
practice would undoubtedly see them first in monetary terms.
Where investment is said to depend on a comparison of the
prevailing market rate (cost of borrowing or return on lending)
with the expected rate of return on direct investment expenditure,
all the essential elements are conceived and calculated in
monetary dimensions; viewing them in 'real' terms is an
artificiality which obliterates the distinction between a
liability or asset specified and enforceable as a "sum certain
in money", and a liability or asset specified as a title to
goods or to a share in the proceeds of real processes. Since
the sum borrowed for investment expenditure and the interest
payable on the loan are of the first type, while the expected
return is of the second, it is not clear that the underlying
behavioural relations can be understood when this distinction
is removed, since the lender is usually dealing in money claims
on both sides of his balance sheet, while the borrower is
frequently incurring money debts in order to acquire real assets.

Where, as in the common case, the money standard is variable,
this may in actuality be an important causal factor in borrowers'
behaviour although it is less important for lenders (it may enter
into their general assessment of particular borrowing
propositions); but when the transaction is translated into
'real’ terms it either obliterates this causal mechanism
altogether or falsely represents the side of the transaction
on which it occurs.

£
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A specific case in point is shown by Thornton's argument
against the restraint on bank lending supposedly provided by
either the application of 'sound lending' principles to
individual bank loans or by the falling rate of profit to
borrowers:‘z these arguments might apply in ‘real' terms, but
s0 long as bankers are content to keep creating money through
their loans they are supplying the very means by which both
the due repayment of money debts and the maintenance of money
profits are assured, thus invalidating the conclusions of the
'real’' analysis about the self-limiting character of inflation.
An attempt to recapture the monetary effect through the Quantity
Theory .,xr the real-balance effect is unable to come to grips
with une causal processes involved.

The multiplier mechanism sits even more oddly on the real
side. As a money expenditure phenomenon (as it is in Thornton),
it makes scense; through the chain of successive expenditures, an
initial sum spent into the transactions flows increases the total
in a definable way, which leads easily from the idea of an increase
in total expenditure to a discussion of price, inventory and
production effects. 'Alternatively, tracing through the effect
on the goods side yields a chain of successively-derived demands.
Whatever names one attaches to these two effects, they are distinct
because money and goods pass in opposite directions between buyer
and seller; the chain of money expenditures differs significantly
from the chain of derived goods transactions, and may involve
substantially different sets of transactors. Owing to ambiguity
in the term "income”, which has to stand for both expenditure and
output, these entirely separate flows are not distinguished, with
the result that we have to try to think of the real multiplier
gimultaneously in terms of both money and goods, while at the same
time neglecting the differing paths of the effects.

Keynes' own exposition is not free from this ambiguity, since
he clearly wants to speak both of the effect of the propensity
to consume on the division of output between consumption and
investment goods, and of the effect of increments in receipts
leading to increments in expenditure. His analysis is saved
formally by restricting the phenomenon to the case where only
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production effects of the increased expenditure are involved,
i.e. the case of an advanced economy in a depression, in which
the system has ample productive capacity and stands poised to
produce the extra output provided only that the producers can
get the new orders in. Thus each item of extra expenditure,
i.e. each term <"z, impels producers to produce corresponding
increments of output. It is just a special case of the more
general Thornton multiplier analysis.

In the less restricted uses of the multiplier concept in
post-Keynesian analysis, the real multiplier appeals to the
Ricardo-Walrasian real-exchange equilibrium reached independently
of money, so that deflating the money terms to correct for
variations in the monetary standard yields a "real multiplier
relation” simply as a computation performed on numerical
aggregates measured ex post, and the analysis is silent about
the processes of which those measured numbers are taken to be
the result.

Thus the suppression of the monetary aspects of the capital-
investment relation and the multiplier relation removes that
account of monetary processes which needs to be supplied in order
for the behavioural aspects of real processes to be understood;
it abolishes the view of money as a nexus between buyer and
seller (or between lender and borrower), which as the important
characteristic of a money economy requires a central place in
the analysis; and in consequence of removing this market nexus
between demand and supply in both current and capital goods
markets it renders the crucial income-expenditure relation
impenetrable to analysis, which now is no longer defined to
distinguish between 'income' and 'expenditure', except in the
trivial sense that any two (uninterpreted) variables in the
algebra may be so labelled. ‘

The money side suffers from this defect too. That aspect
of money as a market nexus which ought to enter into the goods
market as the means by which would-be buyers make their demands
effective in the market, is left to be dealt with on the money
side as the 'transactions demand for money' which although
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vaguely related to 'income' has no ascertainable connection with
the processes of buying and selling goods. Thus isolated, by
assimilation to the money side, from the goods market, the
'transactions demand' performs only the formal function in the
Hicksian cross - apart from the ritual bow it makes towards the
'medium of exchange' notion ~ of carrying a relation between
'income' and intersst into the money side; this it does by
providing a portion of the money stock to be deducted from the
total money held, the absolute size of the portion deducted
being determined by the level of 'income', so that, of the
'given stock of money' tiie residue available for people to hold
in performance of the asset function is determined.

This amount, M2, that people will want to hold as an asset
is given as soon as one knows the interest rate, and since
ex hypothesi the 'given money stock' does not change in response
to any of the mechanisms of the model, the interest rate must,
if equilibrium is to be achieved on the money side. Since the
whole analysis is dedicated to the proposition that eguilibrium
can and will be achieved, a determinate locus of interest rate/
income pairs is derived by finally eliding money from this side
too, thus providing a locus expressed in terms of the same two
variables as the complementary locus on the real side (the SI
locus); the two loci are then brought together on the same
interest rate/income space, to determine a grand equilibrium
for 'money' and 'goods' markets jointly.

The separate construction of the two loci, the IS and the
LM curves, cuts clean across the fundamental relationship
between money and goods: in a market economy, we begin from a
view of a market as a conjunction of buyers and sellers, the
buyers coming with mouey to exchange for goods, the sellers
coming with goods to exchange for money. On the buying side,
the predicated basis of decision is the rdesire of buyers to
achieve the best bargain (in their ¢wn estimation) in the
basket of goods they buy, in the light of their personal
preferences for goods qua goods as constrained by the amount
of money they have to spend; the notion of an "effective demand”,
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i.e. a demand that is effectively expressible in the market, is
that of a desire for goods gua goods given substance by ability
te pay; ultimately, then, the expression of a market demand is

conveyed through the monetary expenditures of buyers. (This is
nodified, but not destroyed, by a consideration of deferred

payment. )

On the selling side, the predicated basis cf decision is
the desirc of sellers to achieve the best return, i.e. che most
money, for the goods they offer for sale. The confrongatlon %f
the two types of transacior determines the price at which a geood
is sold, and the guantity which is sold at that price. The
effective demand, communicated through buyers' expenditures, is
itself the medium through which buyers' preferences among goods
are communicated to sellers, and thus to producers who thereby
are influenced in how they dispose the productive resources; the
selling prices for the guantities sold communicate to buyers the
relative scarcities and costs expressible in the production
possibilities of the economy.

To the extent that the market also requires the transmission
of information in order to arrive at determinate prices and
quantities,“ the expenditure flows carry a considerable onus
- in pure price theory the whole onus - for the transmission of
all the information required to organise economic production and
exchange. Thus the monetary nexus between producer and consumer
rests upon a market nexus between money and goods. A macro-
economic structure which cannot take cognisance of this nexus -
because it lacks the reguisite concepts - cannot analyse the
market processes by which prices and guantities change, and is
hence powerless té comment upon either the causes or the effects
of price changes or of changes in demand and supply oonditions.
When the market analysis is sxtended to factor markets, similar
market processes are requ.ired to axplain movements in wage rates
and levels of employment, aud the connection between those and
the expenditures on goods that the factors are employed to produce;
lacking cognisance of the requisite processes, the macroeconomic
theory is hence powerless to comment on wages and employment.
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This does not prevent "explanations" being offered about
movemente in prices, incomes, money, interest rates, ewmployment
and cother macroeconomic entities, although the status of such
“explanations” remains coniectural. It ought to be a meaningful
cuestion whether the monetary nexus as an element in explanation
needs to be present in the macroeconomic structure if it is to
be successfully integrated with value theory, or whether on the
contrary the integration with value theory could be relied on to
supply the missing element in macro theory; but since o-thodox
value theory itself fails to provide such a nexus the guestion
does not arise.?’

What 'the integration of monetary with value theory' means
appears in practice to involve three ideas. Most importantly, it
involves dealing with money in terms of theory of choice, which
appears to mean: in terms of conswmer equilibrium; it also leads
to the notion of a demand-and-supply mechanism for money, exactly
on the lines of the market analysis of equilibrium in the goods .
market; to a considerable extent it involves treating money as
though it were simply a numeraire good, which associates it quite
clearly with the specie view of money, both through its status as
a commodity and through the importance attached to the size of the
‘given stock'.

Thus monetary analysis consists of a demand function for
money intended to reflect the influences arising from the private
sector, while the supply of money may be taken as constant or as
an exogenously determined variable, or may be more elaborately
conceived in terms ofna functional relation designed to relate the
oxogenouily determined money base to the creation of trading bank
money, possibly further elaborated to take specific note of the
part played by non-bark financial intermediaries. The market
conjunction of supply and demand functions is taken to determine
the level of money stock a2nd the interest rate, and is one of the
major influences on the 'level of activity' which comprises the
behaviour of the major aggregates of income, employment, ete.

Where the supply function is dealt with in terms of monetary
policy, the relation between money supply and general economic
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activity usually relies, implicitly or explicitly, on the under-
pinnings provided by the analysis of moncy markets and goods
markets; thus the whole relation between monetary stock, monetary
activity and the associated variables, is left to be provided by .
the 'demand for money' analysis, and it is this that we shall
mainly deal with.

2,13 PosT-KEYNESIAN DEVELOPMENTS IN MONETARY THEORY

Different contributors stress different aspects of the
'demand for money'; as Johnson commented in 1962,4‘ "gontemporary
monetary theorists, whether avowedly 'Keynesian' or 'Quantity’,
approach the demand for money in essentially the same way, as an
application of the general theory of choice, though the former tend
to formulate their analysis in terms of the demand for money as
an asset alternative to other assets, and the latter, in terms of
the demand for the services of money as a good". Since the concept
of a 'given stock of money' (though not an immutably fixed stock)
in the context of real~exchange equilibrium is also practically
universal, all the essential elements of the Ricardian specie~
based view of money are present.

What Johnson refers to as the 'Quantity' school is that
associated with Friedman and is also known as the 'Chicago
school'; this rather loosely associated group is said to have
attempted (by some, is credited with having achieved) a
'monetarist' counter-revolution to the 'Keynesian revolution'.
Thorn, (1966), lined up the major proponents as follows: Quantity
Theorists represented by Friedman, Latané and Meltzer; Asset
Preference Theorists represented by Baumol, Tobin and Duesenberry:
and then a category of writers, most of whom use the concept of
the ‘demand for money' but who do not fit zo easily irnto this
line up, since their 'demand for money' functions give weight to
both approaches. One might add, on the Quantity side, Cagan,
Meiselman, Meigs and Wolman, but since the Quantity theorists
themselves incorporate asset effects in their models, while
the asset preference theorists at least make the ritual bow
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to the exchange function of money by aduitting a transactions
demand, it is difficult now to f£ind anycne to occupy the extreme
positions that this categorisation suggests. Disseat between
diffexing cawps, bowevér, persists."

Patinkin, who shared Keynes' view of the classical dichotonmy,
proposed to remedy it by returning to the use of the 'real
balance effect', (which Keynes had discarded when he moved from
the Treatise to the General Thecry), as the main engine by which
to integrate money and value theory. Despite the widespread view
that the 'real balance effect' ox, as some put it, the 'Pigou
effect', while an interesting analytical tool was of no practircal
importance, Patinkin later received substantial support from
Pesek and Saving, who have said what can be said in defence of
the notion."

Since Patinkin's use of the real cash balance notion was by
way of introducing it into the demand and supply functions for
goods, this brought money into the utility function along with
goods, thus linking money into value theory at two points: ‘the
cash balance approach being seen by Fatinkin as a type of wealth
effect, it necessarily incorporated some elements of asset choice;
and since bonds as well as money were brought into the general
utility function, the whole asset spectrum was thereby encompassed
within Patinkin's formulation of the utility or preference
analysis of choice. The conjunction of this general utility
function with the posit of general market equilibrium enabled
Patinkin to summarize his chain of argument into the relation
between excess demands in goods and money markets, as e.g.:
excess demand for goods necessarily implies a corresponding
excess supply of monay."

There is a good deal to be said for Tatinkin's formulation;
it does capture one element of the money-joods exchange relation,
in that, for any individual an excess demand for goods must
necessarily imply an excess supply of money, since he adjusts
his holdings of money and goods through market exchange. But
Fatinkin nevertheless still finds it necessary, by aggregating
up the individual demands for money, to arrive at some equilibrium
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relationship between the total stock of money that people want to
hold and the 'given stock of money'. Moreover, his version of
the money-goods exchange is distorted by a failure to recognise
an essential difference between money and goods in an economy
where money is not merely a numeraire commodity, as Clower has
forcefully pointed out,>?

But, before Clower, Gurley and Shaw had already taken issue
with Patinkin on his 'neutrality of money' element, which implied
that variations in either the 'given stock of money' or in the
'desired real balances' led to adjustment processes which worked
through price effects only, so that, after the equilibrating price
changes which restored equilibrium between actual and desired
'real money' (or, more generally, 'real wealth') the real exchange
equilibrium emerged unchanged from its former state.

Gurley and Shaw's work>? was based upon a more detailed view
of the structure of financial institutions and of the associated
financial assets marketed through non-banking financial inter-
mediaries, dealing with the more liquid end of the financial asset
spectrum as affecting the supply, demand and use of money as
narrowly defined, through portfolio adjustment, interest rate and
velocity of circulation effects. Their main tool was the concept
of 'outside/inside money' distinguishing between government or
central bank debt, and commercial bank debt; (this distinction
parallels a conceptual tool of the 'monetarists', the high-
powered/ordinary money dichotomy).

One effect of the Gurley-Shaw work was to reinforce the
growing uneasiness generally felt about the very concept of
'money'; the increased importance attached to 'near-moneys' and
the work of the asset preference theorists of the Tobin-Yale
persuasion stressed the portfolio adjustment mechanism as the
main tool of analysis, which inevitably led to examination of
money's place in the asset spectrum with a consequent playing-
down of the medium-of-exchange function of money, already
weakly enough represented in the 'transactions demand' of the
Hicksian cross. The concept of 'money' also ran into difficulties
in the 'monetarists' work, partly because Friedman had felt
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obliged to include in his definition of money time as well as
demand liabilities of banks, thus obscuring one aspect, thought
to be important, of the interest effect on aoaot—holdingu:” and
partly because of the general tendency of the 'monetarists' to
attach importance to wealth and interest effects in their 'demand
for money' £unotionu.5’

Thus the concept of 'money', which had seemed clear enough
in pre-Keynesian literature while it was being approached mainly
from its means-of-payment function, became vaguer and more obscure
as, from the introduction of Liquidity Preference on, the
increasing emphasis on the asset function led to a growing
confusion between the concepts of 'money' and 'ligquidity’'; this
confusion - which is largely unresolved today, led to attempts
to define 'money' in terms of 'liquidity', so that no definite
meaning could be attached to either t.ruas‘ to attempts to measure
money in its narrow means-of-payment aspect, while using it in a
theoretical context stressing asset preferences, which placed all
the burden of explanation on to the velocity of circulation; to
a concentration on simple-minded high-powered money eonenpt!:’s
to a general disgust with monetary theory and a concentration
on the income-expenditure side of the Hicksian cross, which led
to a preference for fiscal as against monetary policy in a context
in which neither 'income' nor 'expenditure' could be given any
definite meaning, in the absence of a monetary nexus concept.>®

One important development stemming most directly from the
concentration on the asset function of money was a series of
detailed investigations of the structure of interest rat.sz” this
field is germane, not only to the Liguidity Preference approach,
but to the other side of the Hicksian cross reflecting the
importance in FKeynes' General Theory of the relation between
short and long rates. The latter has also received some attention
in examinations of evidence bearing on the guestion of how important
- interest rates are as factors in actual investment decisions, a
crucial point in Keynes' own formulation.

The 'monetarist counter-revolution' developed more directly
from the older tradition of the Quantity Theory, seen by modern
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Quantity Theorists in the 'demand for money' aspect of the
Cambridge formulation. Despite continued skirmishing between
'Keynesian' and 'quantity' schools, and however differing their
assessments of what importance attaches either to monetary
behaviour in the private sector or to monetary policy, they have
in common the formulation of monetary activity in terms of the
'demand for money' and its counterpart, the 'supply of money'.

Studies in 'The Demand for Money' are now a staple of
monetary theory,ss in Britain as well as in the United States.
The spread to Britain is no doubt due to many factors, but
two influential ones can certainly be seen in the emplcyment
in Britain (us elsewhere) of American-trained econometricians,
and in the dissemination of "American” approaches by some
teachers, notably H.G. Johnson.

In a broad view, demand-for-money approaches may be seen
as generally asking the question: what determines the amount
of money that people, in the aggregate, want to hold? Differences
of opinion arise from the answers offered to, and the relative
weights given to, the following two questions:

(1) If the amount that people want to hold differs
from the amount of the 'given stock of money’,
what adjustment mechanisns operate to restore
equilibrium?

(ii) What determines the 'supply of money'? or, in the
'forn that some prefer, what scope and power has
the monetary authority to control the supply of
money?

There is some difference in the implications for poliocy
in the way in which these questions are seen and the way in
which answers are formulated, since if the answers rest upon
some direct relation between the 'given stock of money' and the
level of prices (either directly through the Quantity Theory
presuming some relatively stable velocity, or through the
expenditure~price adjustments generated by the real balance
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effect) then the efforts of monetary policy are seen as requiring
a manipulation of the money stock so as to arrive directly at

an 'equilibrium stock' (or rate of growth) of money; if, on the
other hand, the answer rests upon an adjustment occurring through
interest rates, predicated upon some non-neutral view of money
which requires that aggregate demand ~ particularly investment
demand - should not be regarded as independent of the level of
interest rates, then this implies that the monetary authority
should manipulate the supply of money in order to control
interest rates.

Putting together with this the inconn—expohditura zc¢hool
operating mainly on the real side of the Hicksian cross, the
current state of monetary theory offers at best a conflict of
views about how monetary pelicy needs to be conducted, and at
worst an unrelated series of conjectures based upon a theoretical
framework which is not even defined for, and hence cannot take
cognisance of, the very entities (prices, monetary effects on
real investment and output, wage levels and employment) that it
purports to be examining. We consequently have only a 'black
box', whose input terminals are the instruments of policy and
the choice-theoretic basis of asset-holders' behaviour, and
whose output terminals are the behaviour of the familiar macro
aggregates derived from national income and financial data and
the indexes associated therewith, The processes that the theory
is ostensibly set up to analyse all take place within the
impenetrable concealment of the black box. We have thus to rely
for what passes as evidence upon statistical correlations between
the observations made upon events at the input and output
terminals, which may serve for short-term predictions but can
offer no observation of the interconnections, causal processes
and transmission channels whose nature and action remain subject
only to untestable conjecture.

There have at most times during the period under review been
some who, imbued with the idea that economics ought to make sense
before rigorous formulation is attempted, have remained apart from
the rigid formalisms of the monetary mainstream; Robartson in
particular preserves more of Thornton's type of app:oueh, and




certainly carried on his tradition of distinguishing clearly
between money and goods in an explicit institutional setting;
Hayek and Hawtrey may also be seen as carrying on this tradition.’
But in the normal course of events any contribution to thought

in an area of study is interpreted and assessed in the terms of
the currently accepted paradigm, and if, with whatever distortion,
it cannot be seen in terms of that paradigm it inevitably gets
overlooked, and any valuable insights it may have had nnqloctod.‘o

When that current paradigm is a stereotype of obsolete ideas
fixed in a rigid framework, which is innocent of institutio:.al
context or internal processes, whose accepted status as a
theoretical structure rests ultimately on an appeal %o the
algebra, and whose methods of hypothesis testing consequently
rest on applications of the (mainly regression) techniques of
econometrics to the highly questionable numbers used as data,
even where there are some useful ideas initially present their
expression in that paradigm cannot fail to squeeze out any
substantive content.

It is therefore a hopeful sign for the future of economics
that so many misgivings about the current paradigm itself are
being exprosnod.‘l But misgivings are not enough. If they are
not to suffer the fate of all well-intentioned platitudes, they
must be substantiated by alternative views and practical
suggestions.

Before we can advance, it seems to me, or even before the
currsnt post-Keynesian work can be properly interpreted and
assessed, we shall need to go back to a more adequate view of
the monetary nexus in a modern economy. Once we have spelt out
the fundamental notions which are to be expressed in the
theoretical structure we can begin to develop a view about which
of the functions of money are to be taken as most important for
analysis and empirical examination; this will need to take note
of the zlte_native views of Hicks and Clower according to
whether the key function of money is to be taken as its asset
function or its means of payment function, supplemented by
discussions from Newlyn, Yeager and Clower about the characteristics
by which what is money may be unambiguously identified.
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2,2 THE MONETARY NEXUS

' o | lONETARY EXPENDITURES AND THE Stock ofF MonEY

The distinction which received monetary theory makes
between the 'supply of money' and the 'demand for money' may
be seen as attempting to separate out two different areas in
which the corresponding monetary mechanisms of adjustment are
said to operate. The first concerns the mechanisms through
which the instruments of policy operate on the proximate
objects of control, of which interest rates and the stock of
money may be taken as examples. The scconq concerns the
mechanisms through which these proximate variables are thought
to operate on the ultimate objects of monetary policy, of
which prices and employment are examples.

It is arguable how far this separation can usefully be
followed, and there is a good deal to be said for giving more
attention not only to the mechanisms on the supply -1dc," but
also to their interaction with the mechanisms on the demand
side. Certainly, when this separation is carried to the point
of neglecting altogether the process by which money gets into
the hands of firms and employoen" one wonders whether the
models so constructed may not be dismissed at once as purely
frivolous. More than this is involved, however, and the point
is taken up below.

For @he moment, it is impossible to centre attention on
all the details at once, so we begin by looking at the
mechanicis of the second type, whose theoretical underpinnings
have been set out by Hicks.®? Hicks sets his analysis in
terms of the paradigms of equilibrium and of value theory,
placing explicit stress on the idea of choice involved in the
second. He begins, as did Keynes, by separating the money
stock into two components; the first is that component
required for transac.ions, and the second is the residue

available to be held as an aslet.65 His key argument, within




this framework, is that the transactions component, while it
may be "quantitatively much the larger part", is not held as

a deliberate act of choice on the part of the holder, whereas
the other part is held as the result of a deliberate act of
choice, "and this voluntary part, whatever its size, is
tremendously important. For it is through the voluntary part
that monetary disturbances operate, and it is on the voluntary
part that monetary policy must have its effect”, %6

This leads at once to the view that, of the functions of
money, that of being held as an asset is the analytically
important one, while the other main function, that of operating
as a medium of exchange, is anaiytically of no great significance.
To put it another way, the important aspect of money is seen in
its relation to other forms of asset holding to which it is an
alternative, rather than in relation to goods or services for
which it might be exchanged. A theory so conceived can
obviously have no major role for the monetary nexus of the
market to play, except in the speculative market for financial
assets,

What is involved in rejecting Hicks' argument and the
theoretical position to which it leads? One can, while
accepting the framework of equilibrium and value theory, reject
Hicks' view that no important choice elements are involved in
the use of money in transactions; but it is not easy to see
how one could then apply to the transactions component all the
apparatus that choice-theoretic approaches have applied to the
asset component, involving ideas of liquidity, risk and return.
Moreover, one cannot deny that in practice the bulk of an
employee's disposable income is held in cash to meet
disbursements between pay-days. At first sight it may appear
that the Monetarists offer an alternative view to that of
Hicks; but, as Weintraub argues,‘7 the monetarist view is, at
bottom, a view that money does not matter except when the
monetary authority uses the wrong rule. The monetarists have
in fact common ground with Hicks in that they regard the
mechanisms operating through the transactions component as
no more than transitory disequilibrium phenomena.
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Ultimately, then, we are brought to the quaestion of
abandoning the paradigm of eguilibrium, if a more important
place is to be given to the uss of money in goods-market
transzactions. Since economies are frequently observed in
periods of disturbance and rarely, if ever, in periode of
equilibrium, there is in any case much to be gsald for
abandoning a paradigm which mwust lead to a naglect or a
distortion of most of the economic events which occur. In the
terms of either the asset approach or the monetarist approach,
a concentration on diseguilibrium would undoubtedly focus more
attention on the transactions component, but since these
approaches have shown little interest in disequilibrium the
models are not well defined for adjustments during disequilibrium,
other than those reguired to return the system to equilibriunm,
and can offer little help in examining paths of adjustment
during persistent, and changing, diseguilibrium.

One might feel more reluctant to part with the asset
approach to money if itlmd proved fruitful in yielding well-
confirmed explanations of the mechanisms at work, or if it had
at least given rise to a coherent body of theory. 1In fact, it
has not even achieved a reliable and unambiguous dafinition of
'‘money' and it is becoming increasingly clear that an operational
definition of 'money' cannot be based upon its asset function.
Certainly, if 'money' is defined in terms of 'liquidity' then no
definite meaning can be attached to either tarm."

Newlyn (1964) sees clearly the need for an operational
definition of monoy,sg and is surely correct in asserting
that a distinction between money and near-money is much more
definite if the line is drawn on the basis of the means~of~
payment function; but his analysis runs into difficulty when
in looking for some method of identification he develops the
'‘neutrality’ oriterion, which he states as follows: "Assets
can be uniguely identified as money (medium of exchange) if,
in financing payments, they ara neutral; that is to say, the
aggregate of the class of assaets o which they belong remains

the same and there is no raepercussion in the market for loans'.7o
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This is confusing, because it seems to rest upon a prior
identification of 'money' in terms of its asset function:
how else could its neutrality with respect to the rest of the
asset spectrum be established? It comes close to distinguishing
money as a non-interest-bearing asset, which places the analysis
under fire from the arguments71 with which Hicks rejects this
distinction; it is not even necessary, since what is in fact
used in any particular place at any particular time is surely
open to more direct observation by anyone acquainted with the
commonsense facts.

As Yeager (1968) comments: "....no mere definition should
deter us, when we are trying to understand the flow of spending
in the economy, from focussing attention on the narrow
category of assets that actually get spent”. Since Yeager,
despite this, goes on to embrace the neutrality criterion, and
indeed to demonstrate how capable it is of detailed application,
one can only suppose that he attaches priority to his evident
preference for a definition of money which is constant from
time to time and from place to place. But that battle is lost
before it is begun; it can hardly be questioned that in means-
of-payment terms what is 'money' does vary from time to time
and from place to place; even for the same country at the same
time, what is used as a means of payment between individuals
is not what is used as a means of payment between banks, and
except in the special case of a country whose domestic
currency is also an international intervention currency, both
differ from what has to be used to settle international debts.

Yeager is right, too, when he attaches importance to
the manner in which people acquire and dispose of assets (in
terms of actual market processes), but misdirects our
attention when he associates this with a demand for cash
balances. ' This tendency for spending to be associated with
cash stocks rather than flows is widespread, and is given
more attention below.

Clqwer (1967) seems to come closest to an analytically
sound definition of money which is also operational, and his
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arguments in support of basing this definition on the means
of payment function of money are surely convincing. He shares
the prevailing view that money needs to be brought explicitly
into the domain of value theory, which constrains him within
the equilibrium structure developed along marginalist lines.
His basic disagreement with Hicks' view of money (as
expressed in the discussion of the two triads in Hicks, 1967)
appears at first sight to be about whether the individual's
utility function can be applied to money spent as well as to
money held, although this point will be examined in the light
of the ideas explained below.

First, this is a convenient point at which to examine
Clower's later snggcstion” that the definition of 'money'
should include trade credit. This suggestion is usually met
in the confused discussions of 'liquidity' approaches to
money; Clower's discussion is on the contrary so lucid that
the anatomy of his analysis - along positivist lines - is
worth highlighting.

The analysis begins with a definition of the theoretical |
term, relating it to the way in which it is to be used in the
propositions of the theory: “money will be defined’’
theoretically in terms of explicitly postulated restrictions
on trading alternatives that assign a special role to certain
commodities as payment media in organized markets”. (These
commodities might depend upon custom, as well as upon law.)
From the theoretical term we have to pass to the corresponding
observational term, which requires a specification of
interpretative rules or rules of correspondence: "It is one
thing, of course, to establish a theoretical definition of
money and quite another to decide what collection of objects
in the real world should be considered to correspond to this
definition". Two questions are raised, requiring us to
ascertain (a) what, in the area to which the term is to
apply, constitute the 'organized markets' and (b) which
conmodities 'routinely serve as means of payment in such
markets'. Though difficult, 'both can be answered
satisfactorily in relation to the objectives of any given




92.

investigation by direct inspection of trading patterns and
payment procedures in various sectors of the econonmy'.
Finally, in order to guide us in deciding whether a given
object does or does not 'routinely serve as means of payment'
we have the rule: “whether the tender of any given financial
instrument permits a buyer to take delivery of a commodity
from a seller”.

This leads him, applying the given criteria, to conclude
that: "For the United States and the United Kingdom, for
example, it seems clear that for most practical purposes,
'money' should be considered to include trade credit as well
as currency and demand deposits”.

Two difficulties are immediately apparent: the inter-
pretation of 'financial instrument' requires a distinction
between instruments of security, instruments of title, and
instruments of transfer; whatever may be said about these in
general, what is germane to the issue here discussed is bound
up with the status of a promise to pay; and the interpretation
of a 'commodity' usually extends in economic discussion to
services, particularly those of labour. This similarly
involves the status of a promise %o pay, but in addition
raises the guestion of whether labour markets ought to be
included in the 'organised markets' to which the rule set out
above is meant to apply.

The status of a promise to pay is directly relevant to
the delivery criterion, and so lies in the heart of the matter.
In trying to guess why Clower adopted this rule, one can see
a possible train of thought in following up the logic of his
formulation of the income and expenditure conutraint.." Key
statements are: "The expenditure constraint asserts that all
(net) purchase offers must be backed by a readiness to supply
money in exchange" and "....the total value of goods demanded
cannot in any circumstances exceed the amount of money held by
the transactor at the outset of the period. Our definition of
choice alternatives thereby captures the essential meaning of
the traditional (but curiously non-modern) contention that
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demand in a money economy is effective only if it involves a
combination of desire with money purchasing power".

In terms of common background knowledge of the economies
specified, it is an undeniable fact that purchases are quite
widely made on credit; if the theory is to 'make sense' in terms
of that background knowledge, it must accommodate the fact;
presumably Clower takes this to imply that 'effective demand'
must include demand for goods bought on credit, which in turn
requires credit to be brought within the definition of money.

This rescues the theoretical formulation from an apparent
conflict with fact, while preserving the concept of "effective
demand” in a more adequate view of a modern economy. But it
now seems to be at loggerheads with the view of money as
something which may be used to settle a debt, for in terms of
the same background information it is also an undeniable fact
that this difference does exist between 'money' narrowly
defined and credit: that when money is paid over, it
extinguishes a debt, whether in respect of goods now delivered
or goods delivered in the past against a promise to pay:; but
when a good is sold on credit the execution of a promise to
pay creates a dekt, which is later ‘o be extinguisued by the
payment of money narrowly defined.

In the normal course of business, the extension of credit
is conditional upon the expectation that the purchaser will
be willing and able to meet his obligations, which is not a
matter of the transaction alone but of the purchaser's general
probity and solvency.75 In the long run purchasers on credit
must acquire enough money (in a narrow sense) to meet their
obligations. Thus, apart from fraud and theft, credit
operates only as a means of deferring the offer of money,
not as a substitute for it.

To make matters clear, two points ought to be made
explicit. The first is why we distinguish between a claim
on a bank in the form of a demand deposit and a claim on an
individual in the form of a promissory note or an acceptance
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on a bill; we call the first 'money' on any definition
seriously considered, while the second is usually called
'borrowing', although both are debts. Now there is no

a priori reason to distinguish between the promise to pay
of a private purchaser, a goldsmith, a bank, a finance
company, or a central bank; the only possible basis of such
a distinction is what, in some given domain, transactors do
in fact accept as extinguishing a debt. And the plain fact
of the matter is that if I buy a suit and proffer a cheque,
provided that this is duly honoured by the drawee, the sale
is treated as a 'cash' sale; whereas if I sign a promissory
note a debt is recorded until payment is received.

This brings us to the second point. A chegue is not
itself 'money', i.e. a claim on a bank; it purports on the
face of it to transfer such a claim, implying that such a
claim exists; if the claim does not exist, then on presentation
the drawee will dishonour it, answering 'no account' or
'insufficient funds' or whatever is appropriate; in such a
case, although the vendor might have recorded a cash sale on
receipt of the cheque, he will have when the cheque is
dishonoured to recognise that he has unwittingly extended
credit, and to record a debt still to be collected from the
purchaser. Thus while the acquisition of an actual bank
claim is unequivocally a cash receipt, the acquisition of a
cheque in payment may be recorded as a cash receipt
contingent on the drawee bank's concurrence and the actual
receipt of the claim on a bank which the cheque in effect
promises,

This seems to suggest that, although the actual

business procedure which distinguishes in its records between
'cash sales' and 'credit sales' is an important source of a
criterion, it ie not alone sufficient where businesses tend
to accept cheques and other purported forms of cash payment
without, on the face of it, overtly recognising their highly
contingent nature as actual cash payments. Some firms do
recognize this, and are reluctant to accept cheques except
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from customers they know well; but it would be a rare firm
that is reluctant to accept a bank deposit in a reputable
bank as payment, provided it is sure that that is what it has
got.

Credit cards can be dealt with along the same lines.
Where they do not carry some undertaking by the credit card
company, their main force is in providing support or
corroboration to the purchaser's claim to be trustworthy.
But where the credit card carries some independent under-
taking by the credit card company to meet the payment, then
the purchaser's ability to pay is no longer a factor, since
the veador now reposes his confidence in the probity of the
credit-card company. In these circumstances, the credit card
company is performing a financial service parallel to that
provided by an acceptance house or by a bank confirming a
letter of credit.

In short, a vendor who has sufficient reason to believe
that the cash will be forthcoming, i.e. that someone - whether
it be the purchaser or not - has the money to meet and will
be willing to meet the obligation, may record the transaction j
in his books as 'cash', although he knows, as a strict matter
of fact, that he has not yet been paid. And in this context,
what is meant by 'money' is unambiguous; it reduces to legal
tender or to an actual claim on a reputable bank, i.e. to
'money' as narrowly defined.

There is one final point in this connection. There is
invariably, in such transaction s, an element of waiting, and
during these periods of waiting credit is in fact involved;
the normal business practice in New Zealand is to require an
obligation to be met by the following 20th of the month if it
is to be treated as a cash payment; after this the debt becomes
overdue, although not usually attracting an interest charge.
There may thus, even in the most reliable cash transactions,
be a considerable amount of very short-term credit operating,
some of it extended involuntarily by the vendor.
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In all of this, it appears that the distinguishing
characteristic of a means of payment is more clearly seen in
relation to its ability to extinguish a debt than in the
ability of holders of a means of payment to get possession of
goods; that is to say, if we define a means of payment as
“that which is generally accepted, in the transactions under
observation, as extinguishing a debt”, then the delivery
criterion reduces to dropping the restriction that the
exchange of money and goods requires simultaneity, and
delivery may be made either against immediate cash payment
or againsf a deferred cash payment when the vendor has
sufficient grounds for confidence that the obligation will
he bhcnoured in due course. If, on the other hand, we require
simultaneity of money-goods exchanges, then Clower's delivery
criterion does require trade credit to be called 'money', and
we can no longer regard money as something able to settle
a debt; this would, in my view, be a great loss to the theory
and a source of confusion and obscurantism.

Moreover, since trade credit does not; in any form,
provide an adequate substitute for cash in paying wages, it
is still necessary to retain the narrower definition of 'money’
as a means of payment in the factor market; factor markets
would hence have to be excluded from the 'organized markets'

to which the monetary theory so constructed was held to apply."

The concept of ‘'effective demand', then means a demand
that can be made effective in the market either by immediate
cash payment or by convincing the vendor that the debt can and
will be discharged in due course of business. We thus return
monetary theory to the point at which Thornton started his
analysis;77 just as the 'double coincidence' of wants is not
a necessary pre-requisite for exchange, so the simultaneity of
money-goods exchange is not a necessary pre-requisite for
the market nexus; both in fact can be seen as sides of the
same c¢oin, whose unifying idea is that economic processes occur
over time, and nothing but the commitment to a simultaneous~
equations approach in the paradigm of static equilibrium could
prevent us from seeing this.
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Thus the major drawback to Clower's expenditure and
budget constraints, and the reason his logic appears to have
forced him into this awkward position, is that his model is
not defined for a time dimension. The richness of variety in
economic processes cannot be well captured in any simple period
analysis, but for the purpose in hand a simple reformulation
of Clower's suggested budget constraint is adequate to bring
out the point at issue. Taking as our 'period' something
fairly short, as e.g. a month, we have in essence:

th

writing the j transactor's net purchases for a period as

T f’:jt'xjt

and his available money for the period (money held at the
beginning plus money receipts during the period) as "je we
would, in the absence of credit, formulate his budget constraint
as

s ”jt

th
the equality holding only when no money is held by the jth
transactor at the end of the period. With credit, however,
we have

P5¢ 8 "3 * Pye 7 Rye

where ch is his new debt incurred during the period and R,t

is his old debt repaid during the period. Since, in practice,

Dje is a function of some previous history of debt behaviour,
then for some n, By aon would in part determine the size of
Dygr

We can accommodate the fact of credit purchases, therefore,
without being obliged to call credit 'money'; we have, more-
over, now brought in explicitly the idea of credit itself
involving the creation of a debt which can be extinguished
only by paying over money, in the narrow sense. This opens
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up the analysis for an enquiry into some pertinent aspects of
credit, for example the extent to which the need to meet
currently due debts might restrict the effectiveness of trade
credit as a means of evading a tight monetary policy. This
may, in part, underlie the results found by Coates (1967).

It is true that the lengthening of the period of indebtedness,
measured by the volume of deferrals of repayment (whether
voluntarily granted by lenders or not), does seem, in the
short run, to be associated by some observers with monetary
restriction. But this does not contradict the assumption
made above that Pye depends in part on some Ry ¢-n’ :incc
however the volume of overdue debts may reduce the j
transactor's credit-worthiness and hence Djt' if he is simply
not getting the money in there is no way in which repayment
can be made; without driving him into bankruptey, all the
lenders can do is to refuse to l=2nd hiam any more.

But there is another reason which may be in practice
more significant. Whatever scope a businessman has for
getting round a tight monetary policy by using trade credit
more extensively, he still has to meet his payroll in cash.
This fact is easily dealt with in the budget constraint as
amended, since although he cannot evade the need to find cash
for his payroll, he may be able to get this from his bank or
from some other lending agency, provided again that his credit
remains good; or he may, again if his credit is good, accept
on credit goods that he would otherwise have paid cash for,
thus diverting to wage payments cash normally kept or borrowed
for other expenses. Either is a short-term expedient, since
if his cash does not come in at a rate sufficient to service
his debts and maintain his credit status he will soon find
himself turned away and thus unable to meet his payroll.

Clower is, of course, looking at the micro or behavioural
basis of monetary behaviour, while the exclusion of labour
markets and factor payments from the analysis has more serious
consequences when viewed from a macro standpoint, But, even
from the boint of view of micro aspects of consumer behaviour,
the concept of 'money' as something used to extinguish a debt
is surely important enough to merit retention.




The amendment suggested above does succeed in retaining
this important concept, and does so without forcing us either
to relinquish Clower's idea of a 'pure money economy' or to
pretend that debt does not exist. That, in doing so, it
imposes two inescapable requirements, that the analysis be
referred to a context of monetary institutions, and that it
be dynamic, seem to me to be gains rather than losses.

In view of the difficulties of moving from an analysis
of money at the micro level to an integrated macro approach,
there is something to be said for tackling the problem of
money from both macro and micro standpoints, as simultaneous
and complementary enquiries; there is certainly no reason why
the two approaches need be regarded as mutually exclusive,
and the task of providing suitable transformations between
the two constructs, so that what makes sense in one may be
required also to make sense in the other, may well be the
most useful goal of monetary theorists at present.

Similarly, there is finally no need to oppose the asset
preference view to the transactions view of money as though
they were mutually exclusive constructs. If the 'Demand for
Money' based on the asset function had referred to Keynes' M,
only, as Hicks implies it ought to have been,” we might have
been spared much fruitless squabbling. Thus to see ¥, as
requiring more detailed spelling out in terms of the processes
of exchange in the goods market need not be taken to imply
that the decision functions relating to ¥ are not worth
studying, merely that they cannot alone describe the whole of
monetary behaviour in a macro context. Since, in such a view,
more detailed study of the market nexus in money-goods
transactions might suggest the need for a similar extension
of enquiry in money-bonds transactions, a complementary
development of the two main uses of money would be attainable.

But the two markets must be closely intertwined through
the use of money in both. 1In the first place, we may defer to
the views of Hicks' critics’® and decline to separate out two
identifiable components of the total money stock, so that m,
and ¥, are seen, not as different sums of money, but as
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alternative and competing uses for the same sum of money. In
the second place, the amount of goods produced depends, among
other things, on the extent to which producers can finance the
necessary operating expenses; in the search for alternative
methods of finance, they must encounter the effects of
financial operations relating to ¥y, not only in interest rate
effects but in the amount of loanable funds, in the form of
money as narrowly defined, accessible to them at the time
required. But the amount of loanable funds is not dependent
only on the ¥y activities, since the amount of money available
to producers depends not only on what people save and make
available through lending, but also what money they pass over
in the ¥, activities.

We thus come to accept a view not unlike that of Keynes,
in that from the point of view of the monetary effect on
producers' decisions it is ultimately less important to
distinguish between money spent and money lent back into
circulation, than to distinguish these from money hoarded by
someone who will do neither. The difference is that this
effect is not necessarily transmitted through interest rate
effects; its transmission through credit availability may be
more important.

A more adequate view of money's place in economic
activity is thus seen to require a more detailed inspection
of the way in which monetary flows occur in all types of
transaction, from the initial way in which expenditures, not
only by consumers but by producers, are financed, to the way
in which the monetaty proceeds of market exchanges are used
by the ra22ipients.

v TRANSACTION FLows AND MoNEY StOCKS

An economic transaction consists of an exchange of money
for goods (and services); ostensibly, orthodox value theory
recognises both sides of the transaction in its separation
of producers and consumers, but it makes no attempt to noparat&




101l.

out the things exchanged, which would require an explicit
distinction between the goods that are sold and the money
that is paid for them. This does not at all imply that 'real’
theories of production and exchange can be developed
independently from a theory of money, since the behavioural
functions governing the real processes cannot ignore the
question of financing. But, since the flows of goods and

the corresponding flows of money occur in opposite directions,
it does imply, among other things, that we must know at any
point in the analysis whether we are talking about goods or
whether we are talking about money.

We are not precluded from concentrating attention from
time to time on monetary or real aspects alone, and indeed
some preliminary separation in order to fabricate the several
parts of the whole structure is necessary, provided we are
careful to bear in mind that no explanation of economic
activity can make sense in terms of any one part alone. At
this point, therefore, we concentrate on the flows of money
expenditure.

In order to study the flows, we need a more adeguate
concept of 'flow' than can be provided by the usual inter-
pretation which sees a 'flow' as equivalent to the net change
in a stock variable between two end-period states, which has
the effect of defining out of the model the whole intervening
course of events. This requires a repudiation of Johnson's
view ? that any new development must be conducted within the
same equilibrium structure that orthodox theory binds itself
to, for a reason expressed by Leijonhufvud as follows:
“comparative static experiments with the standard simultaneous
equation model cannot yield any statements relating to the
process connecting the initial and terminal 'equilibria'".‘l

What is required is spelt out more positively (in a
microeconomic context) by Schoenman: "....the essential
interest is not in the final consequences which, through
mathematical deduction, flow from the initial premises, but
in the economic 'solution' per se, i.e. the specific path
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(over time) of the economic adjustment. This process would be
specified and then followed in its own terms; one would account
for each step because, as we have said, each step has a
specific bearing on the adjucstment as well as a meaning per ggﬁ.”
The actual place of time in the analysis involves greater
difficulties on the real side of economic processes, and a
fuller discussion of the time element is deferred until
Chapter 4; it is mentioned here to indicate that the basic
concepts of monetary activity under examination need to be
expressed in a form which will permit a more detailed account
of monetary processes through time in a non-equilibrium frame-
work. In particular, more explicit attention needs to be
given to the process by which money enters and leaves the
circular flow, and to the fact that in a modern economy money
is typically created as the result of an expenditure.

Instead of beginning from a micro study we shall proceed
directly to the task of opening up the black boxes of macro
theory. In particular the black box designated ¥, or 'the
stock of money', needs investigation. In order to keep our
ideas tidy we shall construct a simple schema in which to
order them.

We begin with two simple tautologies. First, when money
is paid out in the course of a transaction it must either
have been previocusly held by somebody as money or have been
newly created. Secondly, when money is received in the
cource of a iransaction it must sither be held by somebody
as money or be destroyed., We can therefore classify the money
expenditure of a period, written as £, into two groups:
those rade in old money, i.e., money previously held as money,
written as E¥, and those from new, i.e. newly~created money,
written as Es. ©Similarly, the money receipts in a given
period, written as R, can either continue to be held as money,
writter as RN, or be disposed of in some way which reduces
the money supply, written as Rs. We have thus the basic
tautologies of the system: '

E E ©FES + BN
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By
i

RS + RM

[1H]

and, of course, E R,

The components of § and ¥ clearly depend upon the definition
of money: provisionally, we shall define money in the
orthodox way as comprising notes and coin in the hands of the
public together with demand deposit liabilities of the
commercial banks. This definition will require examination,
but for the moment let us examine the sources of payments
and the disposal of receipts in terms of this definition.

In New Zealand additions to the money supply as
provisionally defined can arise in government expenditures,
in the acquisition by the commercial banks of an asse*, or in
the drawing down of time deposit liabilities of the cummercial
banks. We can therefore express £s as the sum of its
components, i.e.:

ES £ EG + EO + EA + EB + ET

where EG: Payments increasing liability to or decreasing
deposit with the Central Bank.?? Open market
purchases by Central Bank.

E¢: Purchases cf foreign currency or gold by the
banking systam.

EA: Payrments to the debit of overdrawn or loan
accounts at the commercial banks; bills
discounted with commercial banks.

EB: Payments by comme:-cizal banks for purchase
of bonds.

ET: Repayment of time deposits by commercial banks.
Similarly, we show v~ as the sum of its two components:

EM = ED + EN
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where: ED: Payments to the debit of demand deposits with
commercial banks.

and: EN: Payments from notes and coin held by the non-
bank public.

Receipts from these transactions can be disposed of in ways
that may reduce the money supply, viz.:

RS E RG + RO + RA + RBR + RT

where: RG: Receipts used to reduce liability to or
increase deposit with Central Bank. Open
market sales by Central Bank.

RO: BSales of foreign currency or gold by the
banking system.

RA: Repayment of overdraft or loan accounts;
payment of bills held discounted by commercial
banks.

RB: Purchase of bonds from commercial banks.,

RT: New time deposits and time deposits renewed
- at maturity with commercial banks,

The remainder of receipts are disposed between the two forms
of money-holding:

RM E RD + RJ

where: RD: Receipts held in the form of demand deposits
at commercial banks.

RN: Receipts held outside the banking system in
the form of notes and coin.

Thus both ends of a transaction impinge upon the money supply;
no statement can be made about whether a given transaction
actually increases or decreases the money supply until one
knows both the source from which the spender, or buyer,
finances his expenditure and the disposal which the recipient,
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or seller, makes of his receipts. The flow from various
Sources can be set out in the following matrix:

TRANSACTIONS MATRIX

(Sources of expenditure and disposal of receipts)

Disposal of RS RM
receipts
Sources of RG RO RA RB RT RD RN
expenditure (1) [(2) | (3) | (&) (6) [(7)
- - S
EG(1) X X X X
EO(2) X
S FA (3) X Odadrant I "“""g‘“t
EB(4) X
ET(5) X
ED(6) X
- Quadrant III Qua?;ant
EN(7)

Inspection of the transactions matrix raises an immediate
doubt about the definition of'tha money supply as bank deposit
liabilities plus notes and coin in the hands of the publiec.

We are committed to the view that the importance of money lies
in its function of acting as a means of payment; now this
surely implies that money changes hands in the course of a
transaction. With money as we have defined it, only the
transactions of Quadrant IV fully satisfy this requirement.

In Quadrant II, the payment does not become money, as defined,
until it is in the hands of the recipient, in fact, it is
precisely because of this that transactions in Ouwadrant II
have the effect of increasing the money supply. In Quadrant
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III, the opposite occurs; a payment out of the existing money
stock ceases to be money in the hands of the recipient, and
it is because of this that transactions in Quadrant III have
the effect of reducing the money supply: the net increase in
the money supply over the period is simply the difference
between the transactions in Quadrant II and those in Quadrant
ITI. In Quadrant I, no money at all as defined changes hands.
Let us inspect Quadrant I more closely.

If row 5 of Quadrant I vere to contain a significant
volume of transactions, distributed over the columns, this
would imply that time deposits are widely used as a means of
payment, without first requiring to be exchanged for money in
the form of D and ¥. This would be the case if cheques were
freely drawn directly upon time deposits. This would surely
imply that time deposits ought to be brought within the
definition of money, which would remove ET from £S and include
it instead in mM; similarly we should have to make RT a
component of RN rather than of =s.

Given the theoretical definition and the rule of
correspondence, the question is an empirical one: whether
time deposits are money reduces simply to the question: are
time deposits widely used as a means of payment, i.e. as
checking accounts? In countries where the answer is “yes”,
then time deposits are money. Where the answer is "no", time
deposits are not money and we must attribute to the public
some power to create money unilaterally by moving from time
to demand deposits.84 Consider now row 3 in Quadrant I.
Under the overdraft system this must contain significant
elements in all columns. In fact, there is no a priori reason
to suppose that payments against overdraft would be used for
substantially different purposes from payments against demand
deposits, so that we would in general expect EA to be distributed

over the columns in very much the same way as tD.a’

Could this be eliminated by taking bank overdrafte out
of Quadrant I by including them in the definition of the
money supply, on the lines suggested above for dealing with

. # ]
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time deposits? This would at once involve us in a contradiction.
For, transactions in which a bank loan of $100 created a deposit
of $100 would now appear in Quadrant IV, which would oblige us
to say that the money supply remained unchanged. But in adding
up the components of the money supply we would include the

$100 in both advances and deposits, so that we should have to
say that money supply had increased by $200. This contradiction
does not arise in the case of time deposits, since they appear
on the same side of the balance sheet as demand deposits. One
way out of this would be to include unexercised overdraft

limits in the money supply. On an analytical level this would
be perfectly simple to do; but it would require placing an
interpretation upon unexercised overdraft limits which they
could not bear, It is frequently forgotten that they operate
primarily as an instrument of advance supervision and control
from the bank's point of view, rather than as a definite
assessment of the drawings on overdraft to be made, Moreover,
the increase in the money supply would then be recorded at the
time the limit was granted, rather than at the time money was
spent, which would distort the connection between money creation
and money spending. And certainly banks prefer to draw a firm
distinction between actual and contingent liabilitiol."

We therefore have the situation that we have some means of
payment which is not money as so far defined yet which cannot
be included in our definition of the money supply for reasons
given above. This problem is soluble if we conceive of two
types of money; the stock of money is clearly money as
originally defined, and changes in this stock occur as a
result of the decisions by the recipients of payments about
the disposal of their receipts. The transaction by which a
payment increases one overdraft and reduces another clearly
must be regarded as involving a medium of exchange, which we
must call money, distinguishing it from the other type of
money by calling it flow money. It is of the nature of flow
money that it exists only briefly during the course of a
transaction; whether it yields an increase in stock monay
depends entirely upon the disposal of receipts which the
recipient may make at his pleasure. Flow money, then, becomes
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equivalent to s, and stock money to ¥, where the increment to
stock money over any period is simply RN-E¥. In broad terms,
'flow money' consists of undifferentiated claims on the
banking system, not given specific form until the transaction
is completed by the recipient.

No separate matrix for indicating changes in bank reserves
is necassary: they involve thoce elements in the matrix above
which are marked by x. Clearly, over any given period of
record the net increment to bank reserve balances will be the
difference between the first row and column totals respectively,
less any government or central bank payments made directly to
or by the private sector in hand-to-hand currency, which in a
New Zealand context refers to notes and coin paid across the
counters of the Reserve Bank other than by way of encashment
of or deposit to trading bank reserve balances.

Writing elements of the transactions matrix as ‘i,j where
the rows and columns are numbered as shown above, then trading
bank balances will be increased by the amount

and banks' vault cash will increase by the amount of hand-to-
hand currency paid over trading bank counters in the purchase
of some asset from the banks, less the proceeds of asset
acquired by the banks (by purchase or lending, extended to
include bank expenses paid in currency) encashed over the
banks' counters, i.e. by

7 7
L t?,j - I t£’7
J=2 i=2

then bank reserves, from both components, will increase by

(EG - RG) + (EN = rw).%7
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It is at once apparent that any observed movement in ¥
over some period, measured directly by the difference between
the two values of the stock variable at successive end points,
may be explained by a variety of combinations of R¥ and Ewv,
which would therefore need to be examined however short the
period intervening between the two end points. 8Since, moreover,
it is Ex only that relates directly to expenditures, while RN
relates to raceipts, then it is to z» that attention should be
given if we are interested in expenditures.,

It should be made clear that the introduction of
behavioural assumptions would be entirely premature at this
stage. The process of enquiry is seen as consisting of the
exploration of a succession of problems; what is offered as an
"explanation" at an early stage becomes itself the explanandum -
of a later stage; in the order here chosen, behaviour is seen
as entering only at a late stage in the process, when the
mechanisms of the black boxes have been sufficiently explored
to set up dotini;. explananda requiring behavioural explanations.

The first task of opening up the black boxes, which in
this context implies finding transmission mechanisms relating
the course of the stock variables to the ultimate variables of
enquiry, is to describe the course that, in the aggregate,
expenditures have taken over the period under review.

Once we have "explained"” the course of some major
monetary stock variables in terms of the flows, we may then
be able to look at the monetary flows themselves as requiring
explanation, which undoubtedly will require consideration
of the real flows, the institutional context and the initial
states of both real and monetary stock variables. Only then,
when a firmly specified explanandum is to hand, is ic
meaningful to ask why, in the specified setting, do people
respond in this way rather than some other, having regard to

the options previously established as being open to them at the
desigrated points of decisinn.
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The simple schema of money flows set out above does enable
us to get some trivia out of the way. For example, it is
sometimes said that people don't have to pay cheques into
banks, since they can instead deposit them with nfi. Perfectly
true; but what are the nfi thought to do with the cheque?

The cheque is not a claim on a bank but an instrument
purporting to transfer such a claim. The transfer is not
consucmated, i.e. the nfi has not received any money, until
the cheque has been presented to the drawee bank and honoured
by them. The matter of the nfi, as of trade credit, we look
at below.

The implication that money is created usually in the
course of an expenditure follows directly from the above
analysis. To bring it out more clearly, we look at some otheyr
aspects of money in terms of the concepts of monetary orthodoxy.

The Demand for Money

If the "demand for money" is to mean anything at all, it
is clear that it must be at least three~dimensional, by which
I mean that it cannot be analysed in terms of less than three
separate types of transactor, necessarily involving three
separate and independent behavioural functions. To illustrate
this, the transactions matrix may be cut down to simplified
form, comprising two rows, 2a and gp as defined, and the
corresponding two columns, RA and RD. The money stock then
becomes simply the sum of bank demand deposit liabilities,

0, and increments in this figure reduce to:

AD = RD - ED 8 EA -~ RA

EA itself will involve two transactors, the borrowgr
from the bank and the lending bank,

On the supply, or lending, side, the familiar bank
multiplier applies, resting on these assumptions:

(a) bank demand deposit liabilities are generally
used as a means of payment;
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(b) either by regulation or by convention, a fractional
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reserve requirement holds;

.

() A triangular interdependence holds among bank
o

A ; . 88
deposits, advances and reserves,

We may therefore construct a supply function for bank
credit on the ordinary constrained maximisation principle,
the maximand or objective function being supplied by some
utility or profitability concept, and the constraint being
supplied by the liquidity requirement. On the demand side,
there will be a real demand for the goods and services upon
which the proceeds of the loan are to be spent, and probably
fipancial variables from the customer's profitability and
liquidity functions., This yields a type of market framework
for the determination of g2 as the equilibrium amount of bank
advances derived from the conjunction of the bank credit supply

and demand functions. I am not very fond of this type of

approach, but it does seem to be a natural theoretical
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of the previous day; the gross flows ED, EN, RD and RN; and in
whose hands any particular bank claim may lie at the close of
business; the change in ¥ over one day merely reflects the
course of expenditures and the general state of accounts into
which payments are made, than any specific desires about what
N ought to bhe.

Hicks undoubtedly takes this point,go but does not seem
to feel impelled to explore the implications for his
“voluntary" component if the "transactions" component, which
is in any case larger, is subject to fortuitous elements.
Moreover, it seems to be fairly clear that if the “Demand for
Money"” refers at all to » (bank deposit liabilities) it cannot
mearn a demand directly for p as such, but must mean: given
the expenditure flow, what will decide the allocation of
reczipts among the various forms of disposal, including RD?
In the simplified model this will necessarily depend on
whether the course of transactions directs the receipts into
the hands of people whose accounts at the bank are in credit
or are overdrawn.

As soon as we introduce the idea of the nfi, however,
we have the possibility that where the receipts tend to get
into the hands of people already in credit, they may well
decide to lend their surplus funds to an interest-paying
institution, who in turn will lend the deposits to someone
disposed to spend them. Since the banks cannot lend out
their own deposit liabilities, the presence of a third party,
the nfi, is necessary if idle funds are to be used for
expenditures, By the same argument, in the context of a
tight monetary policy, the activities of the nfi may be
stimulated to the extent that no idle funds remain in the
system, all of them being channelled into the hands of
spenders.

In the more general model, the simplo trianqular
relationship determining the money stock ceanes to apply,
and we really have to know more about the elements of the
transactions matrix above.
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The Veleoelty of Cireulation

As long as we tend to think in terms of a given stock
of money going around the circular flow from hand to hand,
the velocity of circulation seems to mean something; it also
has associations with the very common idea that there is some
thing which the banks borrow in order to lend out again.
These idsas might have been valid when the thing was
ascertainably specie, and may still be properly applied to
nfi. It is true that a specie view of money becomes more
enderstandable when it is developed in the context of a
country whose domestic currency is also an international
intervention currency, since then for some purposes it may
be traated analogously to specie. But this still will not
do in relating the flow of domesiic expenditures to the stock
of money, since the creation and destruction of money are
continuously operating; anyone with even a passing acquaintance
with the internal operations of a bank must be aware of the
immense difference in ozder of magnitudc between :he gross
daily flows of debits and credits to current accounts, and
the net residual change that their difference brings about
in the levels of deposits and advances.

There seems to be some point in the idea when we consider
the effect of the nfi in channelling otherwise idle balances
into the hands of the willing spenders. But since we can
not only analyse this effect but also inspect it much more
directly by looking at idle bank deposits and the shift
between the demand and time deposits we really have no use
for the term. It is a particularly dangerous term to use in
conjunction with a single~dimensioned demand for money
concept, since the failure to take the gross flows into
account leads to inevitable problems in relating the stock
of money directly to the level of expenditures, and this in
turn leads to a raliance on "changes in the velocity of
circulation” to explain discrepancies which otherwise cannot
be explained. Ultimataly, then, the function that this
concept performs in the theory is purely that of a Kelly's
oonstant.’l

VICTORIA UNIVERSITY OF WELLINGTON




Liquddity and the Real Balance Effect

There is in this area of discussion a considerable
tendency to confuse the micro variables with the macro
aggregate. At the micro level, an individual may meaningfully
reckon into his available purchasing power any money as
narrowly defined together with any easily realisable assets
plus any credit available to him personally, but even the
narrowly defined component of his "liquidity”, i.e. his bank
deposit, may be treated as fully liquid if and only if not
all bank customers demand encashment of their deposits simult-
aneously. Individual liquidity, even in this narrow sense,
hence is meaningful only on the specific condition that it is
not aggregable into macro liquidity. Similarly, while an
individual may meaningfully assess the worth of his “liguid”
assets in terms of what they can be realised for, and what
their proceeds will buy at current market prices, his
justification for doing so is necessarily that not all of
such liquidity is actually realised and spent, for in that
case he could hardly expect prices to remain unaltered, even
were his initial assumption justified that his liquidity
demands could in fact be satisfied along with those of
everyone elsc.’z

Thus, if the "demand for money" is associated with either
of these concepts, it is meanin#ful at the micro level only,
and even then only upon the specific condition that it is not
aggregated. 1If, therefore, there is any macro significance
in the concept of a voluntary demand for money, this can refer
only to a tendency on the part of expenditure recipients to
dispose of their bank clairs in cne way rather than another,
and hence refers to the determination of RM, given the current
level of monetary expenditures; no information about ¥ can
possibly yield information about R¥, unless in conjunction
with information about the other gross flows involved. This
seems to have the effect of removing the apparent difference
of opinion between Clower and Hicks, referred to above; both
have in mind the individual (partial) equilibrium, but whereas
Clower is talking about the determinants of rs and E¥, Hicks
is talking about the determinants of RS and RN.
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The "High-powered Money" Conecept

The concept, though not the name, may be traced at least
back to Meade (1934); it was presented by Priedman and Schwartz
(1963) as an independent idea developed from first principles,
and used as the basis of his analysis by Cagan (1965), who
referred it to both of the previous works (and also to Brunner
and Metzler); it may be said to have been given its definitive
statement, as it is embodied in the theoretical basis adopted
by the Chicago-St. Louis axis, in Meigs and Wolman (1971).

On the basis of a common construct, in which the money
system comprises a specie foundation, a monopoly note issue
by the Central Bank, and deposit liabilities of commercial
banks holding at least some of their reserves with the Central
Bank, the works cited have the following two aspects in common:
a set of tautologies derived from this monetary structure,
and a warning about the status of these tautologies and their
power to "explain" monetary processes.

This warning, however, seems to have been progressively
less stressed from Meade to Meigs and Wolman. Meade®? says
that his figures "must not be interpreted as measuring the
change in the amount of money which would, in fact, have
folluwed a given change in one of the proportions during the
years 1225-30; but rather they are simply measures of the
sensitiveness of the English banking system during those
years (i.e. measures of what would have occurred if everything
else had remained the same)”., Cagan, while insisting that the
ratios of his basic tautoclogy "are only proximate determinants
++++The behaviour of the three determinants alone does not
‘explain' changes in the supply of money” seems, in the body
of the work, to want to push it rather further;’? and in view
of their assertion that "Changes in three variables - the
volume of high-powered money, the currency-money ratio, and
the reserve-deposit ratio - therefore, can account for all
changes in the money supply”, HMeigs and wolman®’® are clearly
reading a causal effect into the basic tautology, despite
their acknowledgement that “This is the accounting statement -
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the ¢ + I + ¢ = ¥ or the My = Pr of the monetarist view of the
money supply process".

We take here tle ident ty as given by Cagan: the crueial
relationship is that between high-powered money, ¥, and total
money supply, #, We hava., & = ¢ + D, where ¢ + p is the sum
oi currancy and commercial bank depoaits held by the public;
R/b is the bank reserve/deposit ratio, so that # = ¢ + R,
from which the following identity is derived:

=ja
+
CIE
i
ET
ol

It is immediately clear that the status of this tautology
depends upon whether there is:

(a) any reason to suppose that there is a causal
connection from the variables on the right hand
side *to M, and

(b) any way of establishing the processes by which
H, /M, and R/D are set, independently of the
constraint imposed upon them by the tautology.

(This is guite apart from the more fuhdamental question
of whether there is any reason at all for attaching importance
to the size of ¥, As the foregoing attempted to show, only
the processes whose interactions lead to the residual end
states of the several stock variables are capable of explaining
them. )

8ince the transactions table is defined for flows rather
than stocks, the ratios of the tautology have to be expressed
as changes in order to interpret them in this model. Making

these amendments, then, we have:

AM = RD + RN - (ED + EN)




117.

Ac = RN - BN

AR = (BG - RG) + (EN =~ RN)

Ap = RD - ED

AR = AC + AR
= (RN - EN) + (BG -~ RG) + (EN - RN)
= EG - RG

Thus "high-powered" money is the net cash flow from the
Central Bank into the private sector. This may in part be
taken as autonomous with respect to the private sector, in the
sense that gross payments to meet State and Marketing Board
operations are so, while receipts into the Central Bank fxom
the private sector, RG, will in general be partly autonomous;
but since tax payments constitute a large component of RG,
this presumably will be dependent upon the general level of
incomes, given the tax rates; certain other receipts, e.g.
the beer and betting taxes and customs and excise generally,
may be supposed to depend on levels and patterns of expenditure.
But, until some of those variables can be shown to be influenced
by the pattern of monetary flows (as indeed they might be),
they must, in the direct sense, be taken as autonomous with
respect to private sources and disposals of payments,

Ac RN -« EN

We have: A¥ ° RD - ED + (RN - EN)

It surely cannot be supposed that R¥ and RD are independent
of the other forms of disposal; apart from anything else,
when a cheque is deposited to an account, whether that
transaction enters into RA or RD is entirely a matter of
whether the account is in credit or debit at the time, which
must depend at least in part on the previous course of
transactions. It therefore appears that an explanation of
this ratio would require a knowledge of the other elements of
the transactions matrix.
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The R/p ratio is considerably trickier than the elementary
'bank multiplier' makes it look., Central Banks have usually
operated on the free reserves rather than total reserves: in
many countries it is not the cash reserve ratio but the L.G.S.
ratio that is operative; even where the L.G.S. ratio is not
used explicitly, banks' holdings of bonds presumably enter
into their attitude to the holding of free reserves; other
asset holdings, particularly of foreign exchange reserves,
are also likely to be important. The actual, ex post R/D
ratio thus is an extremely collapsed summary of a complex of
factors, as indeed are the other terms in the tautology.

The knowledge of the flow variables, for a given period,
of all the cells of the transactions matrix would only provide
the first stage in an explanation of macro events in any case;
but the "high-powered money"” tautology does not even get that
far, and does not, as the transactions matrix does, indicate
the next step in the explanatory scheme to be explored., It
therefore appears that the "high-powered money"” concept lacks
analytic power, and that in the presence of the information
about the transactions flows which is in any case needed to
"explain" its ratios it is otiose.

Morecver, since for any period one can find numbers to
insert as ex post values of ¥, #, ¢, D and R, there is a
temptation to suppose that by putting the numbers into this
form they constitute a piece of information about behaviour."

"Manna" Theordies of Money Creation

Given the part expenditures play in money creation and
destruction, what are we to say of constructs that begin with
a view of money as dropping indiscriminately from Heaven?®’
The key seems to me to lie in the fact that money does not
in general get into a man's hands unexpectedly or without
deliberate intention on his part. Consequently, it seems odd
to pose the question: "Now that he's got this money, what
mechanisms need to be brought in to give him a motive for
spending it?" If he hadn't already got some expenditure




motive for getting it, why did he go to the trouble of working
for it, or selling an asset, or borrowing it? Secondly, once

we know how a man got his money we may be able to restrict the
range of possibilities.

If he got the money as wages, we presume his household
or subsistence needs will claim most of it; if he got it by
selling goods in the normal way of business, he needs the
money to pay his working expenses, either those previously
incurred or those to be incurred in replacing the stock sold.
Now, once these things are recognised, it is true that, for
the average businessman or wage-earner, he needs not and does
not consider where the buyers or employers got the money from."
so that to that extent his own expenditure decisions are
independent of the source from which his receipts were
financed. If this is all the "manna” construct intends to
convey, the exclusion of the source is innocuous and need not
prevent the construct from sustaining a useful job of ahalylis.

But if we are concerned with a broader picture of the
economy, the general pattern of monetary flows is not so
easily dismissed. If the factor payments from one set of
firms are used by recipients largely to buy the produce of
other firms, where does the money to make those payments come
from? This has obvious implications for the analysis of
inflation with its discriminatory sectoral effects, of general
wage demands, and so on.

It is surely evident that if we are speaking of money in
a macro context, then we have to enter the circular flow of
transactions at some point, and it can be no criticism of any
approach that it does not attempt to enter simultaneously at
all points. But of all possible approaches, that which
obliges us to speak of money as operating independently of
transactions and of transactors is surely the worst; it
renders us quite incapable of saying anything meaningful about
the way in which money enters into transactionl.”
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Now, it may not be wholly inappropriate to apply 'manna’
constructs to the specific case of windfall gains, although
the transactions approach would have to include explanations
of any windfall gains. On the whole, it appears that macro
theory is better off without pennies from Heaven, and if used
at all the construct is more appropriate to micro theories
where it is less likely seriously to mislead us.

Trade Credit and NFI

There are two obvious types of credit which need to be
distinguished: (a) credit extended directly by vendor to
purchaser, so that little or no money changes hands at the
time of the transaction (even in the 'flow' sense described
above); (b) credit extended as a cash loan, involving three
parties, lender, borrower-cum-buyer, vendor.

The second is dealt with easily enough under the general
rubric of nfi (which would include credit card companies,
nonbank moneylenders, finance companies, etc., but exclude
hire-purchase arrangements where the buyer is a debtor directly
to the vendor). The nfi, in this sense, in general operate to
bring idle balances into circulation; as the bank cannot lend
idle balances, and the owners don't in general deal directly
with borrowers who borrow for their own business or consumption
necds, if the idle balances are to be used in general financing
they need to be circulated by some intermediary, who may give
the owners some asset in the form they want in exchange for
the balance, while being able to provide the borrowers with
money on the quite different terms they are willing to accept.

Thus the second type of credit (here called "nfi credit")
involves a contemporaneous financial transaction as an ancillary
to the money-goods transaction, which then becomes
indistinguishable from any other transaction for which the
buyer already had his own cash,

The first type of credit, in which goods are sold but
no money changes hands at the time of the sale, which involves
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that the vendor himself exchanges an asset (goods) for another
asset (a debt) on his books, is what we shall mean by "trade
credit". It involves a temporal element, in which a unilateral
transfer of goods at one point of time involves unilateral
transfers of money between the same two transactors at
subsequent points of time. Two of the most important cases

are consumer hire purchase and interfirm credit.

It should be made quite clear that this separation
between two types of credit is a separation of function; there
is no implication that it requires a corresponding division of
institutions; indeed, some institutions, like stock and
station agents, P.S5.I1.8., petrol firms and foodstuff firms
(financing outlets) are quite active in both types of credit.

In order to keep in mind that not all transactions involve
a simultaneous exchange of goods and money a convenient record
of unilateral goods transfers can be kept in an eighth row
and column bordering the transactions matrix, the unilateral
money transfers appearing in the main body of the matrix as
before. (The relation between this and the real transactions,
and the specification of a more detailed record of credit
transactions, are discussed below in Part 2.) The concern at
the moment is simply to indicate that we can make sense of
nfi and trade credit elements in modern activity without
hawving to abandon or obscure the basic money-goods relation.
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2.3 THE ANALYSIS OF MONETARY MECHANISHMS

In this chapter we have been concerned with exploring
some of the basic ideas in macroeconomic theory, particularly
those to which monetary analysis is relevant. Here the
findings must be put together,

At the heart of modern macroeconomic analysis lies the
real-exchange equilibrium of Ricardo and Walras. This
essential core has not conspicuously changed during the 20th
century, although on the real side production and capital
theories have been progressively modified. The main
modification with which we are more directly concerned,
however, is what has happened to the monetary part of macro
analysis since Wicksell's conclusion in 1898 that the
Quantity Theory was the only theory of money available at
that time.???

For the English-speaking world (apart from some mentioned
above in the Thornton tradition) the basic conceptual schema
of money rests, however elaborately decked out, upon what
Keynes described as the "fundamental proposition of monetary
theory”, i.e. "the proposition which harmonises the liberty,
which every individual possesses, to change, whenever he
chooses, the amount of money he holds, with the necessity for
the total amount of money, which individual balances add up
to, to be exactly equal to the amount of cash which the
banking system has created. In this latter case the equality
is brought about by the fact that the amount of money which
people choose to hold is not independent of their incomes or
of the prices of things (primarily securities), the purchase
of which is the natural alternative to holding money. Thus
incomes and such prices necessarily change until the aggregate
of the amounts of money which individuals choose to hold at
the new level of incomes and prices thus brought about has
come to equality with the amount of money created by the
banking syntcm."oz
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The only modification to this basic schema has been the
general acceptance of the idea that purchases of goods as well
as purchasos of financial assets are to he regarded as the
alternatives to holding monay. A direct expression of Keynes'
“fundamental proposition” is found, e.g. in the exposition by
Kavanagh and Waltersi?? of the demand for money. Their micre
function axpresses a demand for money of the 1th transactor
(their equation I.§) as:

¥

#
2 e e,
) P

explicitly stated to express the causal relation, i.e. that
the 'real cash balance' the 4% individual desires to hold is
determined by the bond rate and the level of the 1th
individual's 'real income'. For all transactors, the ¥, must
satisfy the relationship

M = Z‘MJ.

But this - again explicitly - does not mean that the sum
of the individual stocks of money held, i.e. the aggregate
stock of money, ¥, is determined as the sum of the individual
demands, since ¥ is instead determined by the banking system,
operating on the monetary base determined by the government.
At the macro level, ¥ becomes exogenous to this model, and
may variously be expressed as determining the level of income,
or bond rate, or prices. (As equations I.7 through I.1l0
expronl.)lo’ Exercises on 'The supply of money' are directed
to finding determinants of » outside this structure.

Thare are two aspects of this to be brought out; the
first is the additive element, in a timeless context; the
second is the task now set up of finding what mechanisms
ensure that the aggregate condition is satisfied. The first
is trivial, since if money is in existence at any given
instant it must be held by somebody, so that the total amount




held by all must be the arithmetic sum of the amounts held by
each. What may be important is whether the total amount ¥ is
determined in the way described, that is to say whether
individual transactors, by their responses in adjusting their
own holdings, are able to alter v, r and P, but not #; in any
case it is accepted that the processes of adjustment are
important. Ultimately, then, this schema of money has to be
judged on the questions which it leads to.

In practice, the question that it leads to is: "how do
individuals react to a divergence between desired and actual
money holdings?" which leads further to an enquiry into how
individuals structure their decisions about relative money-
bonds~goods holdings. Now at the individual level an
intelligible set of problems can be isolated by this approach.
A man who is in the process of deciding how to allocate his
income (or wealth) may quite reasonably be viewed as weighing
up the alternative claims on his purse of consumption,
investment and asset-holding opportunities, and at the
individual level the ‘demand for money' approach, particularly
as now usually elaborated, is capable of talking a good deal
of sense.

This is because, at the individual level, it is neither
necessary nor usual to consider gquestions such as: If I
spend more, does this mean you have more or less to spend?
If I get a salary raise, does this mean that there is less
money to pay you or mere? If I buy more goods, on cash or
credit, does this make it easier or harder for you to buy
more? If I buy more from you will my employer have to pay
me more or will he pay me less? Does my having a job depend
on your having or not having one? If I can't meet my
household expenses do I want you to spend more or less?

But macroeconomic theory cannot evade questions of this
sort if it is to find out anything about why the important
macro aggregates behave as they do; in particular, it needs
to be able to trace the interactions between individual
transactors (or, to make it easier, groups of transactors)




in order to find out anything about how the spending or
borrowing of one affects both the money available to another
and the goods available to be bought with that money. Some
broad statements are achieved by macroeconomics in its present
state, but there is a specific reason why such broad statements
do not relate in any definite way to monetary mechanisms. The
archetypal question of money, underlying all of the questions
asked above, may be seen as:

"How does money get out of my pocket into yours; and,
having got into yours, how does it get back into mine again?"
This can surely be seen only in the course of transaotions,
not in the aggregate tautologies that, in the end, have somehow
to be satisfied. Certainly, in the crude concepts of "velocity"
anl "hoarding”, we can see the rudiments of an appreciation
that it matters whether the monevy that I spend comes back to
me in circulation or whether it piles up like a snowdrift in
some inaccessible corner of the system. But while the orthodoxy
is preoccupied with gquestions of why a man spends or lends and
what he buys, it does not seem to be in the least interested
in the questions of where he got the money from or where he
spends it, and whom he got it from and whom he pays it to;
and it is guestions of this type that provide the means of
linking up the individual transactors into the interaction
mechanisms of the monetary system.

If it be accepted, then, that current monetary orthodoxy
fails to do its job because it is preoccupied with questions
that are not of key importansce, and does not ask the guestions
that need to be asked, where does the fault lie? 1Is it that
the basic ideas about monetary behaviour are all wrong, or
that the rigid theoretical frameworks prevent the right
questions from being formulated? This firm separation between
form and substance is not easy to make, and the argument of
chapter 1, particularly section 1.3, suggests that we would be
wrong to make it. Nor is it easy to set out the shortcomings
seriatim, for much the same sort of reason. Some broad heads
of criticiem may, however, be attempted in order to summarize
the discussion.
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The Miereo View

At various points of the analysis one can detect a frequent
tendency to tackle macro problems in micro terms; this has already
been discussed above in the question of ligquidity, in which an
assunption of additivity is not merely questionable but is
definitely wrong., But the same has “0 be said of many of the
constructs of macro theory, in respect of asset, consumption and
utility functions on the consumer side, and in respect of
production, investment and employment functions on the producer
side., In general, the view appears to be taken that the aggregate
functions can be validated as behavioural functions by their
plausibility as individual behavioural functions. Where some link
between the two is attempted, it takes one of two forms; either
“simplifying” assumptions of homogeneity and independence are
inserted to justify straight additivity, or the market is left
to provide the necessary reconciliations.

Either approach has come through custom to be accepted; but
despite the permissiveness of the profession in this respect and
regardless of the credibility of the justifying assumptions, they
are simply not sufficient. The micro behaviours are connccted
in a variety of ways; factor and goods markets are necessarily
connected because much the same people trade in both; receipts
from one market are largely the source of expenditure in another;
one man's income is another man’'s cost; and so on. In these
interconnections, time is of the essence; what one man does depends
clusely on what other people have been doing, because in general
what he does is conditional upon or is a response to what other
people have done. The construction of aggregate relations cannot
alternatively be rationalised as a direct approach to group
behaviour, since as human behaviour is conceived in economics
it is essentially the behaviour of individuals. Whatever other
social sciences may have to say about group behaviour, macro-
economic theory has no concepts or analytical tools at all to
deal with this,?9%%

While light may be thrown on miero behavioural functions, the
aggregate relations to which they give rise require consideration
of how individual actions interact over time, and in the
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absence of an account of these interactions the macro aggregates
remain unexplained, The problem is further pushed into limbo by
the association of the timeless, static framework, into which
individual actions are frozen, with a framework of equilibrium.

Statiec Equdlibaium

A static framework, in which time is not mentioned,
obviously cannot deal with the question of deferred payment,
nor with the question of the timing of transactions, nor with
the way in which these timings affect both the need for cash
to make payments and the supply of loanable funds at the ‘
requisite points of time; but its association with equilibrium
leads further to the view that an inspection of such details
is unnecessary, since if the general equilibrium is achieved
then these problems of timing and momentary liquidity must
somehow have been solved by the operation of the economy in
reaching equilibrium, and interest in how this came about
lapses.,

The problem is not resolved by modifying the construct
to a pseudo dynamic form, which in the type of periodic
simultaneous equations approach used is no more than a
comparative statics form; since this is essentially a movement
from one equilibrium to another, almost all the faults of the
static equilibrium analysis are retained. All the comparative
statics spproach can do, then, is to crunch out solution states
for the successive terminal points, and is no closer at all
to examining or even evincing interest in the course of
transactions between terminal points.

Finally, macro theory loses interest in the behavioural
factors as meaningfully related to the actions of people, and
deals directly with the macro aggregates themselves.
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BLack Boxism

The result, inevitably, is an attempt to collapse the
enormously complex interactions of transactions processes
into simple 'behavioural'’ links directly hetween the macro
aggregates, as e,g. between the money stock and the level
of output, without any attempt at all to spell out those
interactions in any way that connects with the ongoing processes
of economic activity of which we all obtain, from a micro
standpoint, a partial view. Theory construction in macro-
economics, then, consists wholly of the construction of black
boxes, wnose internal mechanism cannot be deduced from the
events at the input and output terminals alone. The application
of zconometric deductive technigques to the events at the input
and output terminals, in a context in which, within the current
paradigmatic schemata, such deductive techniques are accepted
as the only true type of 'empirical' work (which is then taken
to mean 'contact with the facts') leads further; we have, not
merely the multiplication of black box theories, but black-
boxism itself, i.e. “"the philosophy that praises phenomeno-
logical theory as the highest type of scientific systematization
and abuses representational theory"”.

Since the phenomena observed are elaborate constructs
produced within a variety of conceptual schemata, their
status as 'facts', even in the sense in which commonsense
objects may be taken as 'facts', is dubious. Ultimately, then,
not only are the black boxes of macroeconomic theory incapable
of providing explanations of or even of evincing interest in
the economic processes connecting the input and output
terminals, but it is not certain whether the terminals or
the events at them are as factual as we are asked to believe.

If we want to make sense of macroeconomic activity, we
have to gat closer to the processes which yield the macro
results, This will oblige us to distinguish more sharply
between propositions which are held to apply at the micro




level, and the entirely different sorts of propositions which
are held to apply at the macro level, since the latter are
contingent not only on our being richt about the micro
behavioural aspects but also on our being right about the way
in which those micro aspeects interact through the transactions
in which they are expressed.

The study of purely micro behaviocur, particularly that
of nicroeconomic choice or decision-making, is thus relevant
to the macro propositions in the specific requirement that
the macro propositions have to make sense, in whatever they
assert or Uiply about behaviour, in terms of the micro studies
as well as in terms of the macro aggregates. But it does not
appear possible that the interaction mechanismes can be
agsregated up from individual behaviour alone, since for the
study of such behaviour the feedback mechanisms have to be
defined out of the study. The connection with the miere
pPropositlons must be seen most impertantly in terms of the
informnation content of micro decisinns, the connecting link
between micro and macro being seen in terms of the continuing
reaponses of individuals to those changes in their economic
envirommaent of whose impingements they are aware.

It is also nacessary to distinguish guite sharply between
the real and wonetary sides of interaction processes, since
these interactions comprise, to a very large extent, inter-
actions between resal and money elements, and we cannot hope
to investigate these in a language which never makes clear
whether one is talking about money or about goods.,

We shall also need to pay more attention to the element
of time, which inevitably pushes us outside the static
equilibrium framework. The time element may be seen in two
ways: as a matter of duration, or as a matter of sequence.
In the discussion of liquidity above, it seems clear that
the sequential ordering of transactions is likely to bhe the
key element in the money-goods relation, and this may have
important implications for the way in which time is treated
in the analysis.
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Vhether in a static view or not, the concept of 'equilibrium'
is surely a stifling framework for thought; it obliges ues to
say some rather silly thinc= ahout how eacononic activity
progressen, and nanifestly ignores the basic fact that most
econonic problems arise hacause disturbances oceur in situations
vhich are alraeady ont of ccuilibrium. But its wvorst effect
saems to me to be in the things that i+ is used +o save us the
trouble of saying, or even the trouble of thinking about. Once
we have expressed an economic situation as a set of equations,
the next step is to find a solution to the equations; since
that is all that can be done with them, the study of economic
activity reduces to a blind faith in an economy's ability to
solve the equations itself, since if the comparative statie
simultaneous ecuations models are not saying that the economy
itself acts as an algorithm which can and does solve the
ecquations, what are they saying?

It is not the case that the concent of 'equilibrium' and
ite associated conatrained estrermum problem structure need bhe
the only tool of analysis open to us, or that we are hound to
distort our view of the world so that we can foree it into
that framework. It may be that a structure of economic activity
at once more flexible analytically and more meaningful in
commonsense terms is availahle 4if we discard it.




CHAPTER 3

TOWARDS A CONCEPTUAL STRUCTURE OF

MACROECONOMIC ACTIVITY

In the previous chapter we explored the hard core of
monetary theory in an attempt to find out why it falls short
of adequacy. In doing so, we found it necessary to bring out
some ideas about the place of money in economic activity, about
some important aspects of money neglected in the received '
theory, and about the type of gquestions that need to be asked.
Here we attempt to organise those ideas into a form more
suitable for theoretical analysis.
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3.1 ECONOMIC PROCESSES AS TRANSMISSION MECHANISHS

Macroeconomics is the study of a system; as a condition
of being a system, an economy has functional relationships
between its parts, and it is those relationships that are
the object of study. That is to say, macroeconomics is not
the study of the system as a single body in relation to other
economies, nor the study of the several parts in isolation
from one another, but a study of the system itself in terms of
processes internal to itself. These processes may involve
responses of the system either to impulses received from outside
or to internal stresses set up within; but this distinction
does not, for our purposes, lead to separate types of enquiry,
since both external events and internal stresses operate on
specific areas of the system, and in order to explain the
consequent behaviour of the system it becomes necessary in
either case to examine how the adjustments made by some parts
in response either to internal stresses or to external impingements
are transmitted to other parts of the same system.

We shall thus concentrate attention on the processes
themselves mainly in terms of the internal stresses of the
system, since external events impinge upon the system in ways
that, for a private enterprise system at least (and also for a
socialist system where there is decentralization of decision-
making) must share the same transmission mechanisms., The sort
of questions asked in 2.3 above arise and need to be answered
whatever the source of the events whose effects are being
studied.

More importantly still, the bhehaviour of the system at
any time is a product of its past history, and at any time
there will usually be going on processes of adjustment and
response in some parts of the system arising from past
impingements from other parts of the system, and leading to
further impingements on other parts in the future. In order
to examine this highly complex behaviour of the system, we
have to isolate those elements which appear to be of key
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importance in the transmission mechanisms, and to organise
those elements into a schema which will enable us to keep
track of the transmission processes as they occur over time.
It will also be necessary to indicate, at various convenient
points in what follows, where the organising schemata already
available in orthodox macro-theory become inadequate to cope
with the elements here considered to be important.

In general, we can see that in a modern pecuniary economy
any individual (or firm) has at any one time a stock of wealth
and of information, together with some idea of what in a more
or less efficient way he is trying to achieve, and which
therefore directs and circumscribes how he behaves in any given
situation, and hence the ways in which he in turn will affect
others through his own adjustments. Now it may be that a truly
comprehensive approach to the problems of interaction in an
economic system needs to take account of extra-market inter-
actions of a socio-political type; but although at some stage
an integration of market and non-market interactions must become
hecessary, that formidable task is not undertaken here, and we
restrict attention to the more traditional areas of economics
concerned with activities conducted through organized markets.

This implies a concentration on market transactions, i.e.
exchanges between buyers and sellers: the buyers come to the
markets with money to be exchanged for goods, the sellers with
goods or services to be exchanged for money. Since most people
are buyers and sellers (in the commonest case being sellers in
the factor market and buyers in the goods market), the general
course of transactions activity can be seen as one of selling
goods or services for money, using the money to buy different
goods or services, and so on through time. Tracing the
transmissions through such transaction flows involves asking
both where the money comes from, and where it goes to, and
where the goods come from and where they go to, and finally
asking what connection there is between the two. Some common
elements may be abstracted from the general course of
transactions.
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Every individual firm or person may be seen as a node at
which three flows converge, and from which three flows diverge.
These are the flows of goods and services, the flows of
payments, and the flows of information. At each node, at any
instant of time, there is interposed between the inflows and
outflows a configuration of stock variables; changes in these
stock variables arise from the impingements on them of events
in the inflows, and in conjunction with the individual's own
purposes consequent responses are initiated in the form of
events in the outflows. Microeconomics deals with the processes
internal to the nodes, whereas macroeconomics concentrates
attention more directly on the internodal flows.

The relevant configurations comprise stocks of goods of
all kinds, stocks of money, and assets and liabilities
consisting of claims upon and obligations to other nodes with
whom market transactions are conducted. Stocks of information
are not easily put into a comparable form, and to a large extent
relate to the intranodal processes of financial and production
management or of household earning and spending which are not
dealt with in any great detail for macroeconomic purposes; for
our purposes, it is easier to take account of them in terms of
effects on the response mechanisms stimulated by external
impingements. Since in any case both stocks and flows of
information involve the socio-political framework from which it
is here necessary to abstract, it will not within the scope of
this study be possible to say much about information flows.

The money and goods flows are closely related, since
in general an inflow of goods will require an outflow of money,
which itself will require a prior inflow of money together with
an outflow of goods or services. These requirements need not
be strictly adhered to at any given instant, since stocks of
cash, ability to borrow cash and ability to arrange deferred
payment may modify them. The importance of the temporal
sequence is apparent. For if a firm has to pay for inputs before
it has received the proceeds of previous sales, its cash
holding at the time of payment is important; moreover, even
although a firm's receipts may be due and expected, if its




135.

customers can't find the money it won't get paid, thus reducing
its ability to meet its own payments.

This may further affect its own production, and although
it may later be able to catch up it may, while it is waiting
for payment, have to turn away other customers and perhaps
restrict labour payments, with consequent effects on the demand
for the goods they buy. Since factor payments are commonly
spent on products other than those they were incurred in making,
this may lead to a shortage of demand and supply elsewhere,
although not necessarily in the same market. Thus, through
the chain reactions so set up, as a consequence of a shortage
of money in one sector, other sectors may be affected
asymmetrically, some feeling the demand effect more, others
the supply effect. Thus the money and goods sides of transactions
are not symmetrical, but interact through the course of
transactions.

Temporal sequences are thus important in two ways. In the
first place, the events impinging on any node's configuration
must precede the consequent events initiated in that node's
outflows. (This does not exclude such elements as anticipation
and expectation, since if these are important they must be
represented in the configuration at the node at the time they
enter into responses, and indeed some events in the outflow may
be initiated in response to some change in the expectational
elements in a node's configuration.) In the second place, a
configuration at any instant of time is the result of the node's
entire past history, and since this configuration is being
continually changed by events in the inflows the corresponding
events stimulated in the outflows may vary according to the
sequence of the impingements.

In any such economic system there must be a finite number
of nodes, but the transactions flows are more properly seen as
unbounded. However far back through the chain we trace the
source of a given set of impingements, there will always be
a further set of nodes acting as prior sources; and however far
forward we trace the effects of such events, there will always
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be, beyond the nodes considered, a further set of nodes which
will be subsequently affected. Ultimately, of course, as we
track through in either direction, we meet for a second time
nodes already met. But they will not be entirely the same
nodes: the point of time relevant will be different, and their
configurations hence different; their behaviour may or may not
be significantly affected by these changes in configuration.

8ince the money-goods nexus involves that money and goods
are moving in opposite directions through any particular node,
the analysis of the reflexive effects on a given node of its
own actions requires the tracing of two separate flows. If
money spent by a particular node comes back to it, it does not
come back to it at all by the same path that the goods it bought
came to it from the services it socld. 1In general, tracing the
effects of any given disturbance necessitates tracing two
separate paths, since although the money and goods flows will
frequently intersect they will not in general follow the same
paths.

The organising schemata that orthodox macro theory imposes
on this system depend in their most restrictive form upon two
radical simplifications. The first is to treat the system as
timeless and unchanging, so that once a reconciliation of the
desired with the possible has been arrived at for one set of
configurations the system is 'explained' and curiosity rests.
In these terms, the system may be treated as bounded, at one
end by the given factor inputs which limit the possible, at the
other end by final products or output which designate the
desired. Some contact with the unbounded nature of the nodal
system proper may be maintained by interpreting this structure
in terms of the 'circular flow', the opposite flows of money
and goods being expressed in the following way: households
provide factor inputs to the firm, which produce the goods,
which the households consume; in the other direction, firms
pay the factors, providing incomes to households, who use the
incomes to buy the goods from the firms.

But, in the timeless, unchanging pattern of the circular
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flow, there is less need to keep account of both flows separately;
thus the analysis may be conducted in what are called 'real
terms' which is an attempt to speak in terms of the goods flows
alone, although any actual measurements are applied in the first
instance to the money flows. Thus the summarizing concepts of
'income' and 'output' are measured as follows: in the circular
flow, the cost of the final goods produced (after netting out
interfirm transactions) is taken to be equal to the sum of
factor input costs; thus the recorded factor incomes are said

to 'measure’ the cost of output, which 'measures' the value of
output, so that ultimately the total of household income (net
of transfer payments and so equal to factor incomes) is
identically equal to the total of output 'measured' in value
terms,

Although in strict terms this 'measurement' is definable
only for the circular flow, it is in practice applied to
economies not characteristically in the timeless equilibrium
of the circular flow, with the single modification that
variations in the monetary standard itself are allowed for by
deflating the factor income sum by a suitable price-index in
order to arrive at a measurement of final output at 'constant
prices'. This returns the analysis to the conceptual basis of
the Ricardian goods-exchange equilibrium, so that the circular-
ity of economic processes is eliminated by their expression in
the Walrasian static equilibrium. The whole process of
measurement can in practice be reconciled with data from any
economy whatever its situation, since the ex post accounting
identities yield the requisite correspondence between costs
and receipts through the balancing residual of profits.

The timeless circular flow construct may be extended in
two ways. First, it is modified to include savings and invest-
ment, as follows: saving is a deduction from household incomes,
being egqual to the excess of their income over their purchases
of consumption goods. This leaves a discrepancy which is
accounted for in the total of goods as investment goods. Thus
the saving by households, seen first as a monetary phenomenon,
provides loanable funds, which are lent to investors who use
the borrowed funds to buy investment goods, thus maintaining
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the corresponding levels of income, expenditure and output.

Secondly, it is modified to take account of changes in
the nodal configurations from time to time. The comparative
statics or simultaneous equations approach proceeds as follows:
the reconciliation of one set of desires and possibilities
provides a solution in the form of a set of configurations
for the system. This may, at time ¢, be contrasted with the
set of configurations which were desired by individual
transactors, thus scetting in motion a number of adjustments
leading to ohdnqoa in the events impinging in the flows from
node to node, so that at time t+1 a new set of configurations
is needed to reconcile the daesires with the new possibilities,
which may involve similar discrepancies between the actual and
the desired configurations with consequential adjustments.

But the comparative statics approach does not in fact
enquire into what events are carried by the flows or how they
are passed from node to node or by what path they are transmitted
from one part of the system to another. All it provides is the
solution set of configurations at times ¢, t+l1, etc., and rules
for determining each set from parameters determined by previous
sets.

How, the interactions among the nodes, seen more properly
as a finite but unbounded system in which the nodal configur-
ations are continually changing over time and acting and
reacting upon one another, yield too many details to be
described by enumeration, and even if that were possible the
result would be too complex for analysis. Some summarizing
concepts are needed; but if we summarize the reticulated system
in the aggregate concepts of the orthodoxy, we lose contact
altogether with the transmission mechanisms which are the source
of the information we seek.

“he macrc aggregates in order to provide an appropriate
summarization ought to combine the information from the inter-
nodal transmissions; instead they throw away all the information
about these transmissions, attempting to retain contact with
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them by adding together the configurations at particular points
of time, so that recovery of the information about the trans-
missions is impossible.

Moreover, it is questionable whether the addition of the
stock variables of the configurations always vields a meaning-
ful sum, Consider. for example, the micro~macro liquidity.
aggregation problem mentioned in Cha,ter 2. Additional light
can be thrown on that problem as it appears in the circular
flow formulation, Consider that point at which household
savings are lent to investors, thus completing the circular
flow. The gperative word here is 'lent'; in lending their
savings, households do not reduce their wealth but exchange
noney for some other asset, i.e. some form of claim on the
investors. These claims will be of all types, from money
e@laims to ordinary shares; but a substantial part of them will
be the type of assets reckoned into the individual's ligquid
assets, some perhaps even into his 'real balance'.

Now, the money so lant to investors out of current income
fully absorbs, when spent back by investors into the circular
flow, all the excess of goods produced but not bought directly
by households. In the unlikely contingency that all miecro
liquidities are in fact realised and the proceeds in fact spent,
since ex hypothesi there are no extra goods to be bought then
the prices of those that were already being bought must rise.
Real income thus remains the same, Now we can get round this
by removing the requirement that factor incomes be just
sufficient to buy the total of output at current prices; but
what in that case happens to the equivalence between "real
income” - measured at factor receipts, and "real output”, of
which it is taken as the measure?

The attempt to deal with the unbounded nature of economic
transmission processes by the simultaneous equations approach
thus leads to a substantial doubt about what is being measured
and how it relates to the terms of the theory:; it is only
possible in practice to retain this measurement at all by
heavy reliance on the purely accounting convention by which
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the residual, profit, by enteriang into the factor payments sum
automatically adjusts so as to preserve a numerical equivalence
of factor receipts with output. It is movements in the
aggregates so measured that constitute a major part of the
explanandum of standard macroeconomic enguiry; thus the problem
is not only that lack of interest in the transmission mechanisms
prohibits explanation of the agyregates which their collective
interactions yleld, it is not even decidable what it is that

is to be explaimed. The poverty of present theory is evidenced
by the freguent resort to labels such as "stagflation” with the
policy goal set as that of “shifting the Phillips curve”, which
might serve as a useful shorthand for more complicated
descriptions if the detailed technical knowledge required to
give them more definite statement could be supplied,

A more sansible approach, therefore, is not to proceed from
the standard macroeconomics aggregates in an attempt to uncover
the causes of their movements, but to go directly to the trans-
mission flows and try to see what useful summarizations can be
made of these. Only when a meaningful macroeconomic explanandum
has been found is there any point in looking for explanations.
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3.2 THE FORM OF THE STRUCTURE

3.21 CHoICE OF TECHNIQUES

Whatever conceptual structurings are inherent in the
discussions up %o here, the processes of further abstraction
and conceptualisation can now be made more overt and explicit.
In this deliberate attempt at representation there is a place
for the positivist framework, which may be valuable in helping
to prevent us from misunderstanding what we are doing with
numbers in economics.

Tt is already clear that further dsvelopnent necessitates
finding some quantitative expression for the transmission
mechanisms; the initial background knowledge already involves
suns of money, quantities of goods, stocks and balance-sheet
items, all of which are expressible as numbers; and the
immediate purpose of the exercise, to define a meaningful
macroeconomic explanandum from interactions between these sets
of numbers, suggests rather strongly that what we are looking
for is some representative set of numbers in which an economic
situation or course of events can be expressed. It will
undoubtedly be the case that explanations of economic events
draw importantly upon elements not adequately expressible in
numerical form, but that issue will not arise until we know
what it is we want to explain.

This immediately puts out of consideration the option of
direct recourse to empirical work on available data, particularly
in the form of applying econometric techniques to published
macroeconomic aggregates, which can result only in an attempt
to force out of them information which they may not contain and
whose interpretation would in any case remain purely conjectural.
Hor is the study of individual transactions a very promising
line of approach for present purposes. The major task in
hand is to look for some way of connecting up the individual
transactions, that is some way of summarizing them
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so that descriptions and analyses of macroeconomic systems can
be arrived at. Neither the simple addition of data available
on micro events nor the direct manipulation of available
aggregates in pseudo-reduced form is likely to provide any
reliable access to these.

It may be that when this work has made some progress a
place may be found for some at least of the standard aggregates,
but we need a more intelligible way of interpreting them than is
at present available, and # is likely to be the case that inter-
pretation of existing macro aggregates will require additional
information of a sort not usually collected; the transactions
matrix set out in Chapter 2 already suggests one type of
information we may need. In short, in the absence of direct
data on transaction flows, the first problem is not that of
fitting into a given conceptual scheme "observations" already
available, but the prior problem of defining what observations
-~ and measurements - will need to be made.

We can also dismise the use of traditional techniques to
build a mathematical model of the structure of interactions;
in the present state of macroeconomics such techniques lead
inevitably to a search for equilibrium solutions and their
properties. This approach does jreat violence to the facts of
a modern economy and will not permit us to try to capture those
elements of a modern economy taken to be important for practical
purposes; two such elements are the impingement of macro
constraints on individual transactors, and the ordering through
time of individual transactions. Both involve considerable non-
linearities and lags, and while any way of structuring these
is bound to involve enormous simplifications, we do want to
avoid simplifying the essential elements out of the model
altogether,

We shall accordingly resort to the cruder technique of
nunerical simulation, which does have drawbacks of its own
but which at least gives us a freedom not attainable within the
rigid framework of a deterministic model. Given the limited
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number and range of numerical operations feasible with pencil
and paper, there is an obvious economy in using a computer to
carry them out. Apart from the greater bulk and complexity of
numerical operations that can thus be undertaken, there is an
additional benefit in using a computer for this; the syntax of
a programming language provides an admirable vehicle for
expressing the propositional calculus of the theoretical
structure, and is certainly a clearer way of communicating to
others the structure of the numerical operations performed in
the simulation. If the programme is properly written, i.e. if
it faithfully conveys the ideas in mind in an internally
consistent and well-defined way, then the main work of setting
out their logical structure is completed.

Further, the process of actually writing the programme
is a considerable aid in putting together the logical structure
in the first instance; the programmer is continually faced with
such questions as: what happens in this case? How many
alternatives need be considered? What happens next? Since
these are the sort of questions which we want to be able to
ask of economic transaction processes there is a lot to be said
for using a technique which will throw up such questions in
specific contexts. Thus writing the programme is not only a
way of expressing the ideas, but may be used as an instrument
in their finer articulation.

It is not easy to check directly whether a programme of
some complexity is correctly expressing the relationships
intended, whether it is internally consistent, or whether all
possible situations that can arise in the defined operations
have been catered for. The process of de~bugging the programme
through successive runs, with adequate checks inserted to
monitor the operations performed, is the most effective way of
doing this. Testing runs will from time to time produce
‘results' which in terms of some prior interpretation of the
numbers are regardw® as odd or nonsensical; this will usually
turn out to ba a programming fault, but sometimes it may
instead reveal an oddity in the ideas expressed. This raises
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a doubt about the initial ideas, and the consequent re-thinking
may thus make a useful contribution to the programmer's
conceptualization of his field of study.

The simulation approach enables us to start from individual
transactions, and by running sequences of such transactions try
to build up summarizing ideas which retain the essentials of
the information sought but represent it in a small enough
compass for us to survey the gross behaviour of the system
intelligently. Since interpreting the results presented by
the summarizing arnd organising processes necessarily makes some
use of inference, the value of computer simulation is that a
given run may be exactly reproduced, but with such additional
information printed out as necessary about the detailed
operations at any point of interest. Any inferences necessary
in interpreting the summary can thus be checked against a fuller
knowledge of 'what actually happened'. We thus retain full
control of the summaries actually printed out, since information
suppressed in the summaries can always be recovered if necessary.

Given that some intelligible macro aggregates can be
produced, certain problems bhecome vpen to investigation. Not
only may some basis of assessment be attainable for evaluating
the macro aggregates currently colilected, but light may also be
thrown upon the interpretation of relations between them as
posited by orthodox theory. It may also be possible to comment
further on the view that the economy does in fact operate as
an algorithm to solve the equations of the equilibrium states,
But these are not the problems of major interest.

By separating out real and money flows, a more direct
approach is opened up to examining the money stock in relation
to the processes of producing and distributing goods, and the
modifications brought about by the nfi and trade credit. One
aspect that may be of key importance in considering the
information required to interpret the aggregates is that of the
extent to which the transactions matrix needs to be known; will
row and column sums tell us what we want to know, or must we
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have data on the individual elements? In view of what may be
important differences in the feasibility of collecting various
numbers empirically, this sort of question needs to be looked
into.

Another question arises from a consideration of how macro
constraints operate. Certainly, it is true that the total
expenditures in an economy cannot buy more goods than exist
to be bought, and that goods cannot be produced in excess of
the productive capacity of the economy. But how do individual
transactors become aware that a macro ceiling has been reached?

Now as long as we are content to summarize the course of
activity in a set of simple variables of which Y, has to stand
for the total of goods produced or bought, we can express this
sort of constraint quite directly, as e.q. ¥ < Y » where r is
some exogenously determined ceiling, set perhaps at a ttond rate
r; - r.-'t But this leaves entirely impenetrable the process
through which the macro constraint becomes operavive, i.e.
known to and enforced upon individual transactors. If the
collective intentions of the individuals determine a Y, violating
this inequality, how does that situation impinge upon 1ndividunl
transactors in such a way that the total is reduced to comply
with the constraint?

We shall not here delve much into the motivational basis
of the way in which individual transactors respond to the
presence of constraints, but shall concentrate on the means by
which the macro constraints are expressible in the micro
decisions, and the limits that they set to the options open
to any particular transactor at any point of time. The first
intimation that an individual has of a macro constraint will
not usually be in the form of direct knowledge of the macro
tautologies; it is necessary that some transactors at least
be frustrated in their intentions, and the investigation of the
processes through vhich this comes about is logically prior to
the analysis of policy effects.
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A possible drawback to numerical simulation is that some
variables have to be assigned specific numerical values in
order to specify initial states and some initiatory activity.
This may make the structure quite sensitive to the precise
nunerical values assigned to determine the initial configurations,
so that anything found out about the behaviour of the structure
occurs in the first instance not as a generally-derived
consequence but as a special case valid only for the assigned
numbers., This sensitivity can however be compensated for to
some extent by comparing many different runs starting from
different initial states, since one may hope to eliminate from
consideration the stray quirks and develop some view of
significant magnitudes and relations as experience of the model
develops; this is what one means by "getting the feel of the
model”., This must, of course, be directed and controlled if it
is to be fruitful.

In one sense, sensitivity of a model to initial states
may not ultimately be a drawback at all, and it may be that
this property is more characteristic of actual economies than
a lack of such sensitivity. As Thornton perceived, an economy
subjected to an external disturbance while already in a
disturbed state may react quite differently from the sane
economy relatively settled, and this idea ought to have a
more important place in the theory. It is obvious enough that
what an economy suffering some external impact on its foreign
trade must or may do is heavily dependent on its domestic
posture at the time and its holdings of foreign reserves. 1Is
it not equally obvious that the examination of disequilibrium
is more fruitfully begun from some arbitrary initial state
than from some set "equilibrium” position?

3.22 THE MopEL

The conceptual structuring present from the discussions
of Chapter 2 on, may be taken in a loose sort of way as
constituting a 'model'. We shall reserve the term, however,
to refer to the more definite expression of those ideas in a
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form suitable for numerical simulation, and it is the "model®
for simulation that is now discussed.

The focal element is that of a transaction, i.e. of the
exchange of money for goods modified for deferred payment and
borrowing. A transaction involves two transactors, a quantity
of a good, and a sum of money; the sum of money is further
defined in respect of the source of payments and the disposal
of receipts in terms of the transactions matrix of Chapter 2.
Each transactor is vieved as a node in a network of flows, and
a transaction consists of exchanges conveyad through the
internodal flows. The flows into a node act upon a con-
figuration of stock variables at the node, which reacts in
some determinate way conveyed by the outward flows,

The engineering basis of the production processes implicit
in this schema are taken as internal to the nodes, and are not
the object of study, being represented only in transformations
of the intranodal configurations and the internodal flows. Thus
the nodes themselves will be left as the black boxes of the
structure; the result is to replace the macro black box by a
collection of micro black boxes, with the intention of exploring
the processes internal to the former but mainly external to the
latter, leaving details of the behaviour within nodes to be
spelt out by microeconomics. An advantage is that this approach
provides an intelligible transition between microeconomics and
macroeconomics.

Although the definition of a separate set of information
flows is not here attempted, some influence of such flows is
implicit in the internal configurations and the money and goods
flows, and it is clearly important to prohibit any designated
events from depending upon the use of information, as e.g. about
general equilibrium solution values, not sensibly taken as
knowable by individual transactors.

Excluding for the moment considerations of credit, the
view of a transaction is taken to involve a simultaneous
money~goods exchange. Thus a transaction has the following
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characteristics: a quantity, r, of good k is passed from the

ith transactor to the j transactor; a sum of money, m, passes
from the j transactor to the ith transactor: the sum of

money is further characterized by the elements of the transactions
matrix, i.e. in terms of the source from which the j transactor
finances his payment (the 'th row of the matrix) and the form in
which the ith transactor disposes of his receipts (the dth

column of the matrix); each transaction will also relate to a
particular point of time, ¢.

The introduction of credit into the money-goods relation
can take one of two forms: (i) sales of goods on credit, where
the vendor himself extends credit directly to, i.e. accepts a
promise to pay from, the buyers; and (ii) sales of goods for
cash, where the buyer had first to borrow the money from some
third party. (The combination of the two, where the vendor
first delivers goods against a promise to pay, and forthwith
discounts the obligation to a third party for cash, will be
subsumed into the second, since the model is not defined in
sufficient detail for this difference to be significant.) We
exclude from (1i) borrowing on bank overdraft since this is
already dealt with in terms of the "flow money" concept inherent
in the transactions matrix, and hence (ii) refers to borrowing
from nonbank financial intermediaries.

Case (i), which involves the non-simultaneity of money-
goods exchanges, is designated a “goods-credit" exchange, and
case (ii) is designated a "money-debt" exchange. Case (i)
clearly involves a goods-credit exchange at one point of time,
succeeded, after some interval, by a money-debt exchange in
which the liability is extinguished. Case (ii) involves an
ordinary money-goods exchange between buyer and vendor,
preceded ky a money-debt exchange between buyer/borrower and
lender, and followed by a reversed debt-money exchange by
which the debt is extinguished. The recording of such
liabilities and assets is already available within the stock
variables, but may further be recorded by suitable amendments
to the transactions matrix. Details of these are postponed
to Chapter 4. It is also convenient to designate a separate
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transactor, the nfi, to stand for the intermediary lender, who
will derive his loanable funds from surplus cash in the hands
of vendors through corresponding money-debt exchanges.

A number, k, designating the type of good, will not here
be defined; we shall adopt the simplification of taking there
to be a one-to—-one correspondence between goods and transactors,
so that the ith good is simply a good supplied by the ith
transactor. This is much the same convention as that adopted
by the ordinary input-output type of structure, which is able
further to distinguish classes of goods as between intermediate
and final goods, and as between consumption, investment, export
components of final goods, by defining separate "sectors” or
groups of transactors dealing in such goods. Macro theory in
general does not further distinguish types of goods, and
although there is much to be said for going beyond standard
theory and giving more importance to what makes a loaf of bread
different from a coat-hook, we shall not do that here except to
the rudimentary extent that that idea is captured by distinguish-
ing different intermediate sectors. Thus for our purposes any
particular transaction will be adequately defined as soon as the
nunbers r, 4, j, m, s, 4 and ¢t are determined. That is to say,
a transaction is defined as an ordered septuple of numbers
(r, i, j, m, 8, 4, t).

Each transactor at any given time has a configuration
defined as a set of stock variables, which will include assets
in the form of inventory and cash, and may include other assets
in the form of trade debtors and deposits with nonbank inter-
mediaries, and liabilities in the form of overdrawn accounts,
trade creditors and loans from nonbank intermediaries. Although
production processes are not explicitly dealt with, they affect
transactions through the purchases of inputs, and since they
are constrained by the fixed capital stock and labour force
available to each transactor, these elements also have to be
included in the cansiguration.

Thus at time ¢ the ith transactor will have a quantity, g,
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of (i type) goods held on inventory, a quantity, k, of fixed
capital, an available work force, £, a sum of money, ¢, and
financial assets in the form of claims to amounts a, ». He
may also have financial liabilities in the form of claims to
amounts u, v, w. His configuration is thus expressible as the
ordered set of numbers (i, ¢, k, £, ¢, a, b, u, v, w, t).

Transformations between the two classes of set need to be
specified. For a single transaction two configurations will be
directly involved, and in the first instance this is a simple
matter of up—-dating the appropriate stock variables. Once
initial values have been assigned to the elements of the {
transactor's configuration any subsequent changes will occur
only as a result of a transaction involving the ith transactor,
with an occasional exception; exceptions will occur where some
variables are taken to be exogenously determined, as for
example labour force and bank reserve balances. Thus the
numerical values in the configuration sets are fully determined,
given initial values and exogenous values, by the transactions
which alter them.

th

We could specify all transactions exogenously as singular
events, which would give enough material for the problems of
aggregation and summarization for macro purposes to be examined.
But that would not capture the structure of sequences of
transactions, in which any exogenous transaction gave rise to
effects expressed through consequential transactions. It is
also necessary, in an examination of market processes, to
consider the part played in initiating transactions by the
transactors themselves, i.e. by events within the node giving
rise to external events, so that some sequences of transactions
at least would originate within nodes.

There are some obvious ways in which direct effects are
spread through the system. The interindustry structure suggests
how the demand for one sector's final output leads to demands
by the supplying sector upon other sectors for inputs and
demands for primary inputs, and sequences of transactions may
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thus be generated through the production structure of the
system. There may also be feedback effects through factor
incomes to demand for goods, and monetary effects initiated
through real balance or interest rate mechanisms. Any of
these may be used, since all may be meaningfully applied at
the micro level; on the other hand a direct quantity relation
between the stock of money and the level of output is in-
admissible, as are all other diract effects between macro
aggregates. In general, it is not necessary for monetary
variables to have initiatory effects through the real balance
and interest effects for money to be important, since in the
structure of the transactions flows money must in any case
operate as a constraint in some way as yet to be specified.

The basis of the relation between one transaction and
subsequent transactions which occur as a consequence is the
active part played by transactors in initiating transactions.
Thus a transaction, as well as altering the configurations of
the transactors involved, will in some cases at least set up
internal stresses within the nodes which are resolved by the
initiation of the consequent transactions. This is the nearest
approach in the structure to microeconomic behaviour; it could
be seen as a more general statement of equilibrating mechanisms,
but in view of the long association in economics of "equilibrium"
with constrained extrema or simultaneous equations frameworks,
it is better to avoid the term, so as to stress the departure
from those frameworks. Thus, from time to time, the configurat-
ion at a node may be compared with some target configuration,
and discrepancies lead to further transactions. An important
case of this will be the comparison, from time to time, between
target and actual inventory as the main source of intersectoral
demands for inputs to production.

The sequence of operations representing a chain of events
will thus have the following form: the assignment of initial
numerical values to the elements of the configurations;
setting up transformations between transactions and configurations;
processes for initiating transactions, both exogenously and arising
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out of configuration discrepancies between actual and desired
states; rules by which constraints on the supply of transact-
able resources have to be imposed upon transactors, All
operations will have to be given a definite place in the
timing of activity. Finally, the structure has to provide a
means by which the individual transactions can be recorded and
sumnariged.

3.23 SEMANTIC INTERPRETATION OF THE MODEL

We begin by setting up the convention by which, for the
purposes of this enquiry, a line is to be drawn between the
¢c~domain and the p-domain., The P-domain of economics may be
seen as consistingof all the activities involvad in production,
distribution and consumption including the relevant financial
and administrative activities. But no direct contact is made
with those activities; contact is made primarily through books
of record, although the information from those might have to
be supplemented by the more evanescent traces left during the
course of data processing and not usually preserved in permanent
books of record; such evanescent traces, to the extent that they
are recoverable, are information at a comparable level of
observation. (Elements of the transactions matrix are likely
to be of this type.) A different convention is required for
micro economics, which will have to be entrusted with the task
of exploring the relationship between the actual activities and
the representations of them which constitute the basic "facts"
of macroeconomics.

But the traces left by individual transactions cannot
themselves provide the macroeconomic entities directly; thus
batween the macroeconomic entities - yet to be defined - and
the microeconomic traces, is interposed a link provided by
the summarizations sought., Stage 1 of this enquiry thus is
required to provide - in lieu of the presently unobtainable
empirical "facts" - simulated populations of such “"facts",
in order for Stage 2 to have some material to work on.




153.

In a computer simulation exercise, all the numbers need
to be distinguished and their 'names' or 'addresses' specified.
For this purpose identifiers are used, for ease of recognition
by the programmer frequently in the form of words like
'inventory', 'bank', 'deposit' etc. But these identifiers
carry no semantic interpretation merely on that account; any
collection of distinguishable alphanumeric symbols would do
as well, If, therefore, we require the simulation exercise
to carry a semantic significance, we have to attach one to the
terms explicitly. This is required in the first instance if the
exercise is to have any economic, as distinct from purely
numerical, significance; but it is also required in terms of
the second stage, for if we are to designate data which needs to
be collected then we need to know what collection of objects
we are talking about and where we are to get the empirically-
measured numbers from.

What are to be taken as basic "facts" for our purposes
comprise entries on various books of record; but the inspection
of individual transactions as recorded in individual transactors'
books is quite impossible to undertake for the system as a whole,
and macroeconomic observations cannot be conducted at this level
of detail. What we must use as the basis of observation
therefore cannot be the individual entries themselves, but
sunmaries of them produced during the processes which give rise
to the individual facts. This is true not only of an actual
economy, but also of the much more limited population of
transactions simulated in a computer run; a sequence of simulated
transactions occupying, with limited printout, some ten minutes
of computer time, would yield an enormous volume of printout if
each defined characteristic of each transaction were printed out.

Given that a transaction is defined as an ordered set of
seven numbers, this constitutes a seven-dimensional array
whose elements can be summed over any required dimension; such
sums can, for particular purposes, be further added to produce
another stage of lunmarination. The raw material, i.e. the
basis of observation, for the simulation exercise will thus
consist not of individual transactions but of such sums derived
from them, The second stage of the exercise will hence consist



154.

of enquiries into what information is communicated by such

sums, and which of then, supplemented where necessary with
additional information recoverable from the simulation, prove
most useful in interpreting the behaviour of the system. This,
in furn, will raise the question of the feasibility of collecting
such sunms from the actual processing and recording operations

‘commonly conducted in the economy, with perhaps some suggestions

for supplementary information or for the construction of
surrogates where the actual sums are not accessible. There is
no doubt at all that in practice it is the monetary data that
are most accessible, and indeed data on the real side are very
hard to come by; while we shall not restrict attention to the
money side alone, it is clear that any practicable search for
data will require real events to be deduced largely if not
exclusively from monetary data, and that must be kept in view
throughout.

In linking up the terms of the theory to the actual
observations (measurements) to be made it is necessary to specify
the functors or metrical terms in which the observables are to
be measured. Attaching dimensions to the pure numbers produced
by simulation is part of the process of interpreting the results
and cannot be made a part of the simulation itself; this means
that computer simulation provides no control over the dimensions
of the numbers, and this control has to be provided separately
by the programmer. The distinction between money and real
variables required by the theoretical discussion above implies
a distinction between numbers interpreted as "a sum of money
(of x dollars)"” and numbers interpreted as “a quantity of 1th
goods (of x tons)”. The more formidable problems of dealing
with dimensions on the real side are considered in the following
chapter; here attention is restricted to the money variables
which raise no difficult problems.

The definition of "money" itself has been dealt with in
Chapter 2 in terms of money as a means of payment, the criterion
of identification being "what is in practice accepted in
settlement of a debt”. Confining our attention for the moment
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to stock money, it is taken to comprise, in the New 7Zealand
economy, demand deposit liabilities of the trading banks
together with notes and coin in the hands of the public.
(Certain other things, as e.g. deposits in stock and station
agents, may for limited classes of transactions be accepted as
extinguishing a debt, but their use in this way is judged to
be insufficiently general to warrant their inclusion in the
money stock; it is usual for claims passed in this form to be
realised as claims on the trading banks.)

Associated with the "means of payment” characteristic of
money is that of "unit of account”. Once stock money is defined
then the "unit of account” is the unit in which the components
of the money stock are expressed, i.e. for our purposes $N2.
Thus the "unit of account" relates directly to the “sum certain
in money" which characterizes payments. There is more than a
definitional tautology involved here. The 'NZ' is usually
suppressed in domestic transactions, but it becomes important
to specify it when two different currency units are being
discussed. The distinction between e.g. $NZ and $US involves
more than the trivial arithmetical operation of converting at
the current rate, since the $US unit designates not only the
amount but the means of payment required. A New Zealand
resident incurring an obligation to pay x (US$) must first buy
the x (US$) with, at the ruling rate, y(NZ§), for which a
meaningful business transaction is required. Any such
transaction involving the means of payment of two countries is
possible only as long as sufficient holders of both currencies
are willing to trade in them. Thus the "sum certain in money"
for which a bill is drawn designates simultaneously both unit
of account and a specification of what is accepted in discharge
of the obligation. ’

“Financial assets” can now be separated out from the whole
collection of assets as that subset of them comprising claims |
designating an obligation to pay "a sum certain in money®, |
i.e. an obligation to pay a definite amount stated in §NZ. It |
follows that an asset in the form of a claim expressed in foreign
currency and held by a New Zealand resident is not treated as
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a financial claim but as a different type of asset. The fact
that in N.2Z. a market for foreign claims ismadily available
should not obscure the fact that as far as the domestic economy
is concerned foreign currency is on a par with inventory rather
than cash; whereas a bank can create domestic money, it can
acquire foreign currency only by buying it from some holder,
and part of its business consists of buying foreign currency
for resale at a profit much the same as a grocer buys and
resells household goods. It tends to create money when it buys
foreign currency not because of the monetary aspect of foreign
currency but because the purchase of any asset by a bank tends
to create money, and the circumstances under which the purchase
does actually create money are the same whatever the asset.

"Liquid assets"” comprise a different subset of assets,
Broadly, these are any assets, real or financial, which may be
readily sold for money. Inevitably a subjective element is
involved here, since the ease with which an asset may be sold
depends upon what price the seller is willing to accept for
it; it will also depend in an important way upon a particular
transactor's knowledge of and contacts with the markets in which
particular types of asset are sold: it will also depend upon
the state of the relevant market at the time the asset is
offered. Thus under some circumstances and for some transactors,
inventory might be a highly ligquid asset, whereas long-dated
securities might not. These factors affect both the ranking
of assets in relative degrees of liquidity and the determination
of the particular segment of the liquidity spectrum which is
readily realisable. Both will differ from transactor to
transactor at the same time, and from time to time for any
given transactor. One may distinguish some particularly liquid
assets, as e.g. bank time deposits, P.0.S.B., and other nfi
deposits, which do not require either capital loss or special
knowledge to realise, but clearly no general concept of "liquid
assets” can be defined.

Since the liquidity of an individual would also have to
be defined to include what he could borrow and what he could
buy on credit, even at the micro level "liguidity" could only
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mean in a very loose sense the maximum money and credit an
individual thinks he could raise if he tried and if most other
people were not simultaneously trying to realise their
*ligquidity" in this sense. We already know that this last
condition prevents micro liquidity in any case from being
aggragated up into macro liquidity. In a very broad sense,
the monetary base can be expected ultimately to set some upper
limit to the expenditures and purchases that can be made at
any one time, but an extensive chain of interconnecting
activities would have to be established in order to make any
use of this idea. It is not impossible that some light can be
thrown upon this by the simulation results.

We thus have the easier problem of dealing with "financial
assets”, which cannot however be equated with "liguid assets”,’
are further removed from individual “liquidity", and carry no
definable implications for "macro liquidity". Financial
obligations may include all sorts of verbal or even tacit
acknowledgements of debt, but we confine the term to those
written down either in books of record or on pieces of paper
which are recognisably debt instruments; these will include the
records of trade credit extended, of loans outstanding,
promissory notes, bills of exchange, cheques held for present-
ation, and in general any instrument which entitles the holder
to present it for satisfaction by some stated sum of money
either on demand or after a stated term.

When we take account of flow money as well as stock
money we find that we do not need to amend the analysis of the
"unit of account" aspect or the consequent implications for
obligations expressed in foreign currency units, since the
elements of the transactions matrix all represent payments
whose vehicle is some form of voucher expressed as an entitle-
ment to a "sum certain in money" where the money is in units
of $NZ; the elements Fo and RO are themselves implied by the
discussion of units in foreign currency. Nor does it make
any difference to the definition and analysis of the "financial
assets”. It must, however, enter into both causes and effects
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of changes in the financial asset stock. For example, the
mere fact that a stock of money exists provides no assurance
that any given transactor will hold money at the time he needs
to make a payment; he must be able to get his hands on it by
borrowing or by the sale of goods. Both will involve money
flows, i.e. payments in one form or another which are
represented in the transactions matrix.

For a transactor to borrow out of the existing stock
of money, someone must previously have transferred an idle bank
deposit to nfi. Alternatively he may acquire flow money
arising from ES, particularly by drawing on bank overdraft.
His access to bank overdraft will depend, not only on his own
general creditworthiness but also on the bank's free reserve
position, and this in turn will depend partly on previous
overdraft borrowing and repayment by other transactors. In
genergl, a transaction financed through EA provides an
increment to the money stock generally available if the
recipient pays it into a creditor account, which he subsequently
transfers to NFI; if the deposit is not thus transferred there
will be an addition to the money stock which is not available
to any other transactor, but which still reduces credit available
from the bank; a payment out of one overdraft used to reduce
another leaves credit availability unaltered. The effect of
these transactions will also be modified where there are
differences between the standards of creditworthiness required
or between the cash reserve against deposits held by banks and
nfi.

As with money itself, the importance of financial assets
at the macro level lies not in their aspect as a stock of
wealth but in their relation to the payments flows, which are
in any case needed to explain changes in the total stock.
Whatever difference interest rates may make to individuals’
asset preferences and portfolio adjustments, these differences
must be traceable through payments flows if they are to affect
the ®al side of activity through the money-goods nexus.

This does not imply that the asset aspect of money or of
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a claim on money is of little importance, since the money
available at any given time to particular transactors will
depend directly or indirectly on the asset preferences of
other transactors; it implies merely that the study of asset
effects through the stock variables alone is not very
illuminating even in respect of asset preferences, let alone
in respect of their impact on spending. If the existing work
on portfolio adjustment were supplemented by a more adequate
analysis of the transmission mechanisms the conjunction of the
two ideas might be very fruitful. Indeed, since the analysis
of flows attaches importance to the responses and adjustments
of individuals to their azset configurations, a study of asset
preference at the micro level is already implied.

In looking at the transactions flows in terms of money-
goods, money-debt and goods~credit exchanges, and in
distinguishing numbers measured in money terms from those
measured in real (physical) terms, we capture the essentials
of the elements abstracted for study. But at this point we
need to reverse the process in order to consider briefly how
the representational form of the abstract structure relates to
the actual economic activity whose selected aspects it is
intended to represent.

Ackoff (1962) distinguishes three types of model, as
follows:

Iconic: models representing the relevant properties of the
real thing by those properties themselves, with only a trans-
formation in scale; thus iconic models look like what they
represent. For example, road maps and aerial photographs
represent distances by distances and relative positions by
relative positions, differing only with respect to scale.
Another example is provided by the theoretical analysis (in
money and banking texts) of bank operations in terms of 7-
accounts, since actual bank operations consist of entries to
books of account.

Analogue: models in which one property is used to represent
another; for example, colours or contours may be used on a map
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to represent height; on a slide rule guantities are represented
by distances proportional to their log. Analogue models in
hydraulic or electrical form have bean used to simulate macro-
economic flows; the flow charts in which such models may be
represented may also themselves be used directly as analogues
of the same economic relations.

Symbolic: models in which properties are expressed symbolically;
where the symbols represent quantities, we have the traditional
type of mathematical models.

One may discern elements of all three types in the
simulation model under discussion. Transactions are represented
as records of quantities of goods delivered and sums of money
received or paid; stock variables in general are treated as
entries in books of record. On the real side, there is thus
no explicit representation of goods as goods, although the
stock variables "inventory" may be seen as referring not to
the goods directly, but to that tally or list of them (kept,
as it were, by an actual tally clerk) which is kept up to date
so as to show, at any instant of time, the actual ‘stock in
hand'. The stock of fixed capital on hand, treated in exactly
the same way as inventory in the simulation model, is in
practice however on a different footing; an actual inventory
of fixed capital equipment is not usually kept, and the record
kept by accountants is much more indirect and conventional.

Physical processes of production are not directly
represented at all. To the extent that they give rise either
to transactions, in the form of inputs delivered and paid for
and output sold and paid for, or to additions of the produced
goods to the stock on hand, they are implied by the corres-
ponding records. Thus the events on the factory floor, in
warehouses and between loading bays are represented only to
the extent and by the same means as they are represented by
events in the accountant's office. To the extent that the
latter events may be taken as constituting an analogue of
relevant aspects of the former, the simulation model may be
seen as an iconic representation of the accounting analogue
of some effects of production, at the point where those effects
impinge on the external flows.
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Some parts of the model, as e.g. response mechanisms, may
be represented symbolically in the ordinary way. The alphanumeric
symbols in which the whole programme is written constitute a
symbolic representation of some aspects of economic activity;
the programme may alternatively be reduced to a flow chart,
which would then constitute an analogue of the economic processes
symbolised in the programme.

This mixed form of representation suggests a rather
different status for the money and real terms of the model.
8ince the actual payments of money in transactions, the money-
debt exchanges, and the stocks of assets and liabilities, all
consist in actuality of entries to various books of record or
at least, as for example in the mse of some flow money
transactions, of lists of voucher amounts, the money side of
the model is iconic, and hence corresponds closely enough to
the events in the p-domain for the requisite measuring operations
to be apparent. The real side of the model is more removed from
the events it is intended to represent, and hence exhibits a
further degree of abstraction inherent in analogue representation.

Thus to the extent that the money measurements indicated
by the summarizing ideas of the simulation can in fact provide
a reliable basis for tracking the monetary events in the model,
then we ean have some confidence that when such measurements
are made in an actual economy they will measure what the
theoretical structure calls for them to measure. What sort of
contact they will enable us to make with the real flows remains
to be seen, but at present we can expect that some information
from the real side will be needed properly to interpret them.




CHAPTER 4

SIMULATION OF MACROECONOMIC

TRANSMISSION MECHANISHS
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4,1 INTRODUCTION

An initial attempt to develop the detailed structure of
the model along the lines indicated by the discussion of the
monetary nexus was carried some way before two major problems
became apparent.

It had originally been thought that once the money elaments
had been separated out from the real or goods elements and
related to the transactions matrix, the real side could be
dealt with in terms of the ordinary input-output structure,
supplemented where necessary by conceptualizations from
orthodox capital and production theory; the essential place
of the monetary nexus would hence be apparent as interactions
between the real and money sides.

However, as the procedures defining the operations to be
carried out were developed and the model progressively refined,
gquestions arose on the real side which either could not be
answered at all within the available conceptual structures of
input-output, capital or production theories, or to which the
answers provided by standard real theories were seen more and
more to be unsatisfactory. This necessitated an enquiry into
some aspects of the real side that I had not originally
realised would be necessary, particularly concerning the
treatment of time., The consequent re-thinking required a
substantial reformulation of the model and a complate re-
writing of the programme, recorded by labelling the new
formulation as “"Mark 2",

Mark 1 will not be directly discussed, but section 4.2
below gives an account of some major difficulties found in
the standard real theory, while section 4.3 gives the details
of Mark 2 at a particular stage in its development. While the
chapters of this enquiry are presented in what I take to be
the dorrect logical order, it ought to be mentioned that in
strict chronology the development of Mark 1 and the discussion
of 4.2 preceded and in some ways gave rise to some of the ideas
mentioned earlier.
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4,2 PROBLEMS IN REAL SECTORAL AHALYSIS

Since the problems examined in this section arose from an
attempt to use standard input-output analysis to represent the
ideas about the real processes set out above, a suitable link
between the discussion of chapter 3 and the frameworks available
from standard theory can be provided in that context. We firast
discuss how input-output analysis deals with the idea of time;
the separation of money and goods variables then requires a
discussion of how input-output deals with the dimensions of the
numbers it uses; this in turn raises the question of primary or
factor inputs. Throughout this discussion the unifying idea is
that of economic processes as physical activities occurring over
time.

4,21 Tine anp CAausaTion 1n INTERINDUSTRY EcONoMICS

As soon as we start thinking in terms of physical processes
we immediately have to consider the fact that typically the
intake of input supplies and the outward delivery of produced
output occur at intervals during the period ove# which tfie
purchases and sales are aggregated into input-output tables., It
is already obvious that the simultaneous equations approach
completely neglects facts of this nort.l

Consider, for example, the basic equation set of input~
output analysis, ¥ = ¥ + AX, where ¥ and Y are vectors of,
respectively, total and final output, and a is the matrix of
" intermediate input coefficients. If the requisite conditions
are met, this has solution X = (r-n)’lr, which may also be
expressed in terms of the recursion

¥ = v+AY + 2y enty e ...+ 2P e ..

Usually these two formulations are taken as equivalent, which
involves that the recursion is understood as occupying
computational time only and hence is simply an alternative way
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of producing the timeless solution directly obtainable by using
the inverse. This is unexceptionable if the solution is
understood merely in terms of an existence theorem relating to
the numerical properties of the system, thus telling us only
what numbers are to appear in the solution if it happens to be
attained by an economy, not how, or indeed whether, the economy
will actually work in such a way that its totalled weights and
volumes of goods produced and used during the period agree with
the calculated numbers. If the recursion is intended to carry
a semantic interpretation, as implying a sequence of processes
through which an economy progresses over calendar time so as to
converge on the solution, then the individual terms of the
recursion need to be dated.

It is apparent that the term A%y must occur in point of
time between the terms a* 1y and a°*ly, and we thus consider
two possibilities: either the time subscripts run forward from
v to a¥y, or they run forward from a*y to v. Either choice
presents difficulties. If we take the processes to run:

Y, * "to:*"'e42°"" then the temporal sequence makes sense
in causal terms, in that the presentation of the final demands
Y gives rise to derived demands ay in the following period,
further derived demands a?y in the next period, so that the
dispersion of derived demands for inputs initiated by the
demands in time ¢ for final outputs, ¥, occurs successively
in subsequent time intervals. But then we have the problem
that the final output, ¥, is supplied before the outputs from
other sectors, AY, used as inputs in the production of ¥,

are available from production, and so on through the sequence.
We thus have the additional task of explaining how the inputs

are provided at the times called for.

If, on the other hand, we take the series to run the
other way, i.e.: ¥ + Ay _, + A%, _, + ..... then the provision
of input supplies follows the correct temporal ordering, but
the so-called “"derived demands" precede in time the initiatory
demands for ¥y from which they are presumed to derive. We thus

have the additional task of explaining how the producers in
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times ¢-1, t-2 etc. are presumed to know what will be required
of them.

Superficially, the first problem can be dealt with merely
by regarding the demands as each supplied in the first instance
out of inventory, the production of the amounts required at
each interval beinyg undertaken for inventory replacement, the
inputs for such production being again supplied out of inventory.
As we shall see later, this raises further problems when
inventory is inadequate to supply the requisite demands at the
time they are made, and suggests a rather more explicit
structuring of demand and inventory responses as a necessary
condition of the viability of the system, even when the
numerical structure satisfies the mathematical conditions for
the existence of the solution mentioned above.

The second can be dealt with by assuming some anticipation
of final demands, which then raises the question of how the
system behaves when demands are anticipated wrongly, or when
correctly anticipated demands cannot physically be met.
Certainly, trade cycle theory suggests rather strongly that
any divergence from the "equilibrium" values will tend to produco
strong positive feedback effects away from the solution path.

In the case, therefore, of an input-output model
constructed from data on the processes of a market sconomy,
the relation ¥ = ¥ + AXx may stand as an ex post accounting
statement of the results of aggregating over purchases and
sales, but provides no basis for an analysis of the processes
whose results are so aggregated; thus, in the absence of a
specification of the ways in which the activities of transactors
are brought into conformity with the macro solution, the sense
in which the numerical solution x = (I-A)-lr ies interpretable
also as an economic solution remains impenetrable.

This is in any case only the beginning of the matter.
Once the dating of input supplies in relation to demands for
output is under question, further problems are raised by a
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consideration of any one term in the recursion, a"v. This
stands for a complex of activities in which all sectors of the
economy are, by implication, simultaneously involved., But in
practice, the production activities of one establishment do not
commonly all occur together; production takes time, and during
the period involved inputs may be called at intervals depending
on how they are used in production, and for some types of
industry output is coming off the production line during the
course of the period. All establishments do not in general
begin production at identical dates, nor call for inputs
together, nor augment the supply of saleable outputs together.
Thus some groups of industries may be able to pass through
several terms of the recursion in the time that it takes a
sector with a longer production period to finish one. The
conformity of input supplies and demands may aghin place heavy
reliance on inventory in order to cope with these differences
in timing.

In general, the simultaneous equations approach yields
merely the simple time schema as follows.

solution solution solution solution solution solution

<+'At —+_At ‘%—At —+—At ‘#At +
to t to tsa ty ts

At: constant time interval -

Where the time interval At is referred to the individual
terms of the recursion, i.e. to the interval between a*y and
A"lr, rather than to the interval between successive solutions
x, = (x-a;"%y,, and x_, = (1-a)"'y,,, some minimal approach
to economic sense is made, but it does not go far encugh and
there is no reason why it should stop there. loreover, there

is inevitably a tendency to confuse the period over which data
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are aggregated into the ex post accounting schema, with the
period over which the actual processes physically take place.

In fact, some effort is usually made to reconcile the ex post

record with the actual timing of production periods particularly
for long-period and seasonal production, but it is obviously

more meaningful to divorce the ex post aggregation period from

the timing of physical activity altogether.

of duration of economic activity and of the sequential ordering

Given the ideas

of transactions flows which need to be allowed for, the required
time schema is more adequately presented as follows.

aggregation

The actual duration of time is represented by the length

aggregation

T

e ——— .

AT

aggregation

e e D —

of the lines representing different types of activity; the

sequential ordering is represented by the time instant &, which

may be seen as sweeping over the time surface from left to

right. 'Every time it impinges on an element of any transactions

process, it represents the instant of time at which that
Since the time elements captured by the
sequential ordering are thus reduced to a linear relation,
it is necessary that each impact of ¢ with a particular
activity shruld carry to the linear rcpresentatidn a signal
recording the transactor affected and the activity occurring.

activity occurs.

This enables us to separate out the aggregation period

as a different sort of time interval Ar, which for comparability

is kept uniform in length but otherwise may be arbitrarily

¥ B e o U —
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chosen with respect to calendar time., No general relation
between 7 and ¢ is definable, since t is not inspected except
in terms of the instants at which something of interest is
happening, and the number of such instants, determined by the
number of impingements during a given aggregation period, may
vary. Any particular Ar may however be related to ¢t through
regarding the operation of aggregation as itself an activity
occurring at a particular point of time, and hence representable
in the linear representation of the time instant impingements
on the activities of the system. Thus the emphasis is on
sequential ordering rather than duration, as long as we are
looking at the macroeconomic system of flows, but it may well
be that a more explicit treatment of cilendar time will need
to enter into microeconomice as it tries to make contact with
the physical facts underlying the aceounting analogue.

This treatment of time raises obvious guestions about
the primary inputs - particularly capital, which available
theory does not appear to have gone into, but as additional
questions will be raised by the consideration of dimensions
we turn first to that consideration.

4,22 THE UJIMENSIONS OF THE [{UMBERS

The requirement that we must be able throughout to
distinguish clearly between numbers standing for quantities
of goods and numbers standing for sums of money raises questions
about standard input-output analysis, which in principle is
defined for real transactions but in practice is based on
measurements of money transactions, the inputs being measured
as purchases and the outputs as sales. This ambivalence of
meaning is generally reoognised3 but its implications are not
usually followed up. An obvious reason for this is the wides-
pread attachment to empiricism, which dictates that where
measuring operations specified by theory cannot be carried out
surrogate measurements which are feasible are used instead.
One can have some sympathy with this practice when, as in the
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measurement of physical inputs and outputs, the difficulties
are so great. Hevertheless, the substitution is defensible
only if the surrogate numbers can be adequately connected
with the terms of the theory, and we therefore need first to
consider the problem in terms of the conceptual structure
defined for numbers measured in physical dimensions.

The questions that need to he asked are as follows:

(i) To what extent are the operations carried out on
the purchases~and-salec table also definable for
the input-output table?

(ii) To what extent may genuinely dimensionless numbers
be constructed from the dimensioned numbers with
which the table begins?

(iii) 1Is the difference between purchases-and-sales (in
sums of money) and inputs-outputs (in physical
quantities) a matter of the definition of the
monetary standard only, or is something more
fundamental involved?

(iv) How far does the money dimension of measurement
provide a genuine escape from the index-number
problem which is bound to arise in using physical
dimensions?

An article by Auguatinovics‘ appears to offer some help
in tackling these, and we shall relate the discussion to that
article. We first define the input-output structure as follows:

B(n,ny = NE

|t
%=
1<

£(n.z)

!(D,I) w

I~

F = <O>F,
=(s,n)
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B is the matrix of intermediate inputs and outputs, specified
with respect to the dimensions of measurement. X is the
matrix of final demands or goods supplied to final users, and
v is the vector of total outputs. It is evident that in this
structure the dimensions of measurement chosen are those in
which output is specified; taking each sector's output as
specified in its own appropriate units, as it might be tons,
gals, kwt-hrs, etc, we form the vector A, i.e.

Rwt~Hrs.

Adopting the convention that from any such n X 1 vector of
dimensions may be constructed an a x n diagonal matrix from
corresponding elements, we separate the dimensioned numbers

of measurement into their two components, the unit of measurement
being shown in <A>, and the pure numbars as above, With these
amendments we adopt the remainder of Augustinovics' notation.

The first important point about the structure as defined
is that we can no longer rely on the accounting convention by
which the column sums yield a vector identical with v*, as in
the corresponding terms of Augustinovics' analysis. This is
implied by the designation of a separate set of dimensions for
the elements in F, the primary input matrix. It is the
intention here to convey that primary inputs are measured in
dimensions appropriate to the types of input, not in output
dimensions., This is obviously necessary if we are to retain
any concept of e.g. labour productivity, since that concept
requires us to think of output per unit of input, which
cannot be done if the unit of input is the unit of output.

But, even for those matrices whose elements are defined
in units of output, column sums are not definable. By
construction, B; + X; = v, since v is defined as the sum of
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intermediate plus final goods sold. This identity carries over
into the dimensioned numbers, for

By + Ky = <A>B) + <APK; = <Ady = v (1b)

The operation 1*p may be carried out on the pure numbers, but
1*B is semantically uninterpretable in any way that makes
economic sense unless B is defined as p<\>, which would
obviously be inconsistent. If we were to adopt the definition
of B in input rather than output terms, then 1*p would be
meaningful but a similar problem would arise for By

Thus Augustinovics' (2) cannot be defined if the semantic
interpretation is required, although 1*3 can always be defined
for the pure numbers. As F has been specified here, not only
would a similar problem arise with 1*F, but it is hardly likely
that the required identity, 1%3 + 1*F = v#*, would hold even
for the pure numbers since the measurements of the elements
of F are conceived in dimensions appropriate to the primary
inputs, as e.g. man-hours of labour; own units of capital would
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Writing the dimensionless constructs to correspond:

B¢ = <ozt (3e)

- -1 -
B = <yp> "p = <Kp>

Ieas™ersp = B (34)

On a simiiar argument to that concerning 3, 1*Ek is excluded,
and thus (4a) is without dimensioned equivalent.

2 - <!?'15 - <v>'1<1>'1<x>x - F (44)
Ft = 55!;'1 - <a>r<v>“1<x>'1 = <arpica>”t
(5¢)

Thus F¢ is a dimensioned matrix of primary input coefficients;

if the 1™ row of F contained labour inputs (in man-hours) and \
the output of the jth sector were measured in tons, then 5}1,1’

would show the labour input in man-hours per ton of sector j's
output.

E - <£;>’1£ e <<A>F1> Tcarr

Iaas"larsy = 7 (54)

- <P1>
Although B+ is not dimensionless, Biv = Bl, so that substituting
into (lb) we obtain

Bty + K1 = w (6c)

whence X1 = (1-B+)v, and a dimensioned equivalent (7¢) can be
written for (7a) if the inverse is definable. We assume that
the Hawkins-Simon conditions® are met for the dimensionless

numbers B+, S0 that the series I + B+ + B2 + ... + B¢" + ...

converges to the limit (r-z¢)~ <.

In the case that B+" has the dimensions of a4, i.e.

B = <asptanTl,
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then 3"t o anpranslassifas™! o assttlasT!

This case holds for r =~ 1, and so far all terms of the series,
so that r + B+ + B+? + ... 3+" + ... can be written as
arad>™ 4 aspians™? ¢ aprand 4 L.+ st . P
which converges to the limit <\>(r-34) 2<A>"%, which may be
written as

(<A™ 1172 r-54)"2er>" o {<A> (r-pé)<r>~1)"2

= (r-<Asmi<a>"1)"d o ropy)d
Thus : (1-34)"'k1 = (7¢)
and, writing gt = {1—5})'1 (8c)

we re-write (7¢) in the form
QX1 = v (9¢e)

Having prohibited (2), then we cannot derive dimensional
equivalents for (6b) and (7b), and consequently for (8b) and
(5b). Since equivalents for (4a) and (8b) are excluded, so
are equivalents for (l0a) and (10b). Thus neither Q¢Ké nor
Eé'can be defined, and since the point of the article's main
argument is to relate these the analysis cannot be pursued
further.

We may now attempt answers to the questions asked above.

(i) The basic relation x = ¥ + AX continues to hold for
dimensioned input-output tables specified as above,
and the solution x = (I-A)’&'is meaningful in
dimensioned form. While we cannot move directly to
a relation between inputs and outputs by constructing
Fip+K and gﬁi, a meaningful relation can be constructed
to find primary input requirements for any given
array, i, of final outputs. The regquired total
outputs are given by i - Q}é}, whence i - 5+§
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= <a>F4<A> 1<A>$ = <a>F4$, which yields the result
expressed in the required primary input dimensions.
The remainder of the operations defined for the
accounting identity do not appear to survive in any
meaningful way in dimensioned form.

Some dimensionless numbers may be constructed, as
e.qg, é, E_and E, but these do not relate to anything
useful in the absence of the derivations from them
for which they were constructed. We may also, for
most purposes, prefer in this context to deal with
the dimensioned numbers, which not only play a more
useful part analytically but also carry meaningful
interpretations in their own right. It is not clear
that g+ will in fact be relied on if, as the abandon~
ment of a simultaneous equations approach suggests,
it is operations of the form

that will be more important. In this case, the
identity (1b) will relate to the ex post record of
activities over some aggregation period A7, so that
if (9¢) is used at all it would be only as a means of
checking the procedures by which B and x were derived.
It is apparent that once we drop the accounting
identity the basis of measurement of the numbers
inserted in 7 becomes more important, and we examine
that in section 4.23 below.

The definition of a monetary standard, providing a
uniform dimension of measurement, would make sense
of the entities formed from 1*3, #+*X and 1*F as

totals of money expenditures on certain subsets of
inputs and outputs; this alone would not, however,
rescue identity (2) which is dependent directly on
the accounting identity. The gquesticn, ultimately,
is whether the money expenditures constitute an
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accurate measure of the real inputs and outputs, and
this question has to be answered before it can be

known what operations are admissible. It therefore
precedes the argument‘ which supports the conclusions
that "“the 'output approach’' model expressed in value
terms is independent of the price and valuation systems"
znd that "in the 'input approach' model the ratios
between two types of inputs used in two absorbing
sectors are independent of the price and valuation
systems”,

To the extent that questions about the price and
valuation systems arise from purchasing power parities
in international and intertemporal comparisons, then
the definition of an appropriate monetary standard
would suffice to deal with +hem., But if the questions
are more fundamentally a matterof the basis of
valuation, i.e. of the relation between the money
measures in terms of the monetary standard and the
real measures in terms of the technically~-determined
physical requirements of production, then Augustinovics'
constructs depend upon a prior and independent
settlement of those questions and cannot offer a way
round them.

The index number problem can thus be seen to have two
elements. The first is concerned with adding up
incommensurables, i.e. the operations as e.g. 1*3;

the second is concerned with the functors of measurement.

Consider the money sum: 5, = zpikqik. The choice
of 94k is obviously a matter of what is to be measured,
in terms of what characteristics are required of the
theoretical term. Now, if the functors selected for
measuring the 74, are based upon the technical
characteristics important for production, and if the
weights attached to them for summing, the Pyxe are
correctly chosen, then the production function in
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money terms Pk(S) = fk(pikqik)’ (i1 = 1,2,.04n)

differs from the function expressed in physical terms
only by some constant arising from changes in the value
of money in which the Py, are measured, and this is
dealt with adequately by appropriate choice of
deflator. In this case, the operation p*s is a
legitimate way of getting round the inability directly
to perform 1+B, and the deflated money sums resulting
are able to be construed as measures of the "real”
aggregates. But supposing that the money sums are

all that can be observed? That is, suppose that what
is actually measured in the first instance is 5,. and
that neither the Py, DOX the g4, are known? Or that
data may be collected on some prices and quantities,
but that the production function is not known, and

the relevant characteristics of the physical components
of the arguments of the production function are not
known? Both of these cases reduce to the same result,
since the analysis has no basis to enquire beyond 5.

In this case, two paths are open. The first is
to deflate the money sums £, in order to correct for
variations in the unit of money dimension, but instead
of treating the result as "real"™ entities to regard
them still as money sums. Thus 5+ would be inter-
pretable only as indicating the proportionate
expenditure on inputs, not the technically-derived
input coefficients. Similarly, it would not be
possible to derive riv ¢xpressed in required manhour
input, but only Fi¢v as a statement of factor
expenditures required out of given total sales
receipts. The aceounting identitv would obviocusly
be applicable here.

The second path is to suppose, by what must
under the circumstances be a blind act of faith,
that the money sums actually paid over are a good
measure of what, if one had been able to start from
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a specification of the requisite functors and
aggregation weights, one would have arrived at.
Given this act of faith, no objection is raised to
regarding the result of deflation as a measure of
the real inputs. Where the money sums paid out are
determined by the processes of a market economy,
this ultimately reduces to the validation of this
interpretation by an appeal to the Ricardian real-
exchange equilibrium, and adding to this the
Ricardian basis of valuation of labour input a
direct path to the Augustinovics input-output analysis
is open.

It is always possible to construct, on scme such
basis, a special case as follows:

IF we restrict the vectors x, of inputs to well-
defined production functions, continuous in the X4

8o that the vector of outputs might be written v o= ylx,)

{i ol 1’2,0--{]_’-

AND IF we add also the restriction that the py are

linear homogenocus, so that y = !:(yx .11).
i i

AND IF we add further the restriction that

v, v,
‘__i_ - -—-i = ,k (i,j = 1,2,.00”)
px p:
i j
THEN

y = kz“’i‘i)

With these restrictions the cost of output is a valid
measure of the amount of output. There may be other
such special cases, but such cases are clearly
mathematical curiosa only. Certainly thexre is no
reason to suppose that the balancing residuals arrived
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at in practice can be justified on any such grounds,
and the accounting identity is devoid of economic
significance.

In the general case, if the Tk entering into
the sum s, are meaningful then their meaning derives
Zfrom their connection with production processes; an
input of x gallons of milk is not the same measure
as an input of y lbs. of butterfat, and it is no
accident that the processing works measure these
inputs differently according to whether the required
output is whole milk for town supply or butter, cheese
etc, What is the appropriate functor in which to
measure car output?’ We can, for example, measure
the output of electric drills in numbers of machines,
horsepover rating etc. Consider, say, the summing of
two types of drill into one output figure; suppose
that we have 800 drills of khp € $20 and 200 drills
of %hp @ $30.

These can be aggregated as either 1,000 drills
or 300 hp. Since the value sum is the same, the
aggregation in value terms is thus 800 @ $20 + 200
@ $30, or 200 hp @ $80 + 100 hp @ $60. But these
two formulations are not simply different ways of
saying the same thing. They offer us a genuine choice
between two mutually exclusive ideas of what are the
relevant and significant aspects of economic activity
for the purpose at hand; the usual practice of
ignoring this difficulty altogether is evidence not
of the superior merit of aggregation in value terms
but rather of its power of obfuscation.

The mere fact that, once the money sum 8 has
been determined, any sclection of the Tk and Pix must
combine to give the same result, so that for any
alternative Tyt Vs alternative prices »ust be found
so that
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does not make the choice of the 9y less significant.
The importance of this point cannot be overstated.

If the real variables defy measurement then there is
no feasible measuring operation in terms of which
observable counterparts for the real variables in the
theory can be defined, which surely renders the real
side of economic processes impenetrable to observation
and description. Moreover, failure to find meaningful
functors for the real terms necessarily implies also
a fajilure to find an economically meaningful basis of
aggregation in value dimensions; for how can we speak
meaningfully of the price per unit of input or output
if we cannot define meaningfully the unit of input

or output?

Thus aggregation in value terms only gets round
the minor part of the index-number problem, i.e. that
concerned with the sums 173, It is still dependent
for its meaning on a satisfactory interpretation of
the elements Byye Thus, where the 5,, are measured,
in the first instance, as money sums of the type Sy
then their meaningfulness is dependent on a proper
choice of the Tk entering into these money sums.

In respect of intermediate inputs and outputs there
is probably less occasion for concern, since the firms
supplying data for, e.g. Industrial Production
statistics, may be supposed to know why they want
the inputs and how they enter into the production
process. This does not dispose of the matter, for
if the production functions are such that inputs
have to be combined in specific proportions then
market power may affect their relative prices. On
the other hand, fixed proportions would make the
technical combinations easier to arrive at directly
through some volume index. But what can be said of
the primary or factor inputs, i.e. the components
of r?
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4,23 CapiTaL In INPUT-OUTPUT ANALYSIS

The concept of “"capital inputs® is not at all well-defined
in the theory, and is generally no more than a hazy conflation
of several quite dimtinct ideas. As the model is generally
constructed and as the data put into it is variously interpreted
in terms of the model, it Becomes quite impossible to separate
out the following rather important concepts:

(a) The capital stock actually employed at any one time
by a given sector.

(b) The difference between the capital stock which a
given output requires and that which is actually
used.

(¢) The entirely different decision periods required
respectively to set a level of output, according to
current targets, within the capacity of the capital,
and to make substantial changes in the capital stock
itself.

(d) The concept of "inputs of capital”, if any, which
would carry the same current connotation as "inputs
of material®.

(e) The concept, defined technically, of the ®length of
the period of production".

Where the actual numbirs used in "empirical” work are
the accounting residuals preserving the required product-
exhaustion identity, their contact with any of these concepts
becomes decidedly tenuous. Since such numbers do not even
connect with actual factor payments for capital inputs, they
cannot be saved by the ultimate resort of treating all payments
for inputs as direct measures - validated by the Ricardian/
Walrasian framework - of factor inputs. While one may have
considerable sympathy with those pragmatists who use the ex post
accounting data for want of anything better, it is clear that
the contact that input-output analysis in its usual form can
make with capital and production theory is negligible. Even
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if we were to interpret the accounting residual, without much
justification, as actual payments for the factor, capital, any
connection with capital and production theory would have to
assune quite definite restrictions on the methods and the periods
of production for which the model is defined.

The capital-output ratio is normally defined in annual
terms, by sector. The observable which is actually measured
is the ex post book return to capital for the period of
aggregation, which need have no ascartainable connection with
either the shareholders' rate of return on their money capital,
or the technically determined physical capital-eutput ratio.
In practice, this ex post acocunting residual has to do the
followiny jobs:

(1) to provide a “capital coefficient”, inserted in the
computation to provide a number for "capital®” input |
to the computed output; l
|
I
|

(ii) to provide a measure of "capital usage®;

(iii) to provide a measure of "capital requirement", both
to operate as a constraint in the short run on the
output level that can be sustained with a given
capital stock, and to operate in a longer run as an
argunent in investment functions.

If the period over which dnta is aggregated is chosen
arbitrarily, or, what amounts almost to the same thing, in
terme of annual accounting records, then we are forced to
assume that all production periods throughout the economy
correspond to the same choice of calendar year, If the

period of aggregation is instead chosen according to some
“representative" preduction period, then the model is a little
less restrictive but is still subject to the presupposition
that all activities in the economy can usefully be represented,
not oaly as occupying the same langth of time, but also as
starting and finishing at identical initial and terminal dates.
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Regarding production as essentially a matter of applying
physical transformations to raw materials in order to suit them
to final uses, we draw on some initial ideas from Chenaryz’

“The concept of production as the application of energy
to materials leads to a division of economic inputs according
to their technological function. The basic distinction is
between inputs which form part of the final product (materials)
and those which do not (services)...the material inputs 'receive’
energy while the service inputs supply it. The lattsr will be
called 'processing factors'.”

"Processing factors may have one of three functions: to
supply enexgy! to transform the energy which has becn supplied
into another form; or to control the process."

“Process variables include both the guantity of an input
or output and its other dimensions or 'qualities'."

For our purposes we designate materials and fuel sources
as 'intermediate' inputs, and equipment and labour as the
'primary' inputs from 'capital' and 'labour force'. Since, as
the discussion in chapter 3 indicated, the actual physical
processes will not here be represented, we shall not try to
incorporate the main constructs from Chenery. It is, however,
necessary to define the requisite terms into the conceptual
structure if the macro thecry is to maintain contact with the
micro theory, particularly in respect of the recording of
primary inputs and in respect of the operation of physical
constraints on production. ‘'Capital', then, may have any of
the 'qualities' of size, weight, horsepower, speed, kilowatt
capacity etc., Any of these gualities, which ever is appropriate,
may be defined as the attribute with respect to which the units
are required to be (sufficiently) homogeneous within a given
sector, thus defining the functor of measurement in the first
instance.

We now distinguish an entirely different concept, that
of 'production capacity', as follows. It is understood that
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some physical quality is te be sought in respect of which inter-
sectoral material inputs and outputs may be taken as homogeneous,
thus constituting the basis of their measurement in physical
dimensions. Defining also a time dimension (which as the
discussion in 4.21 indicated would require a concept of
'duration’ in microeconomics) then a 'production capacity'

has the form: physical unit x time unit, as we night speak

of; e.g., a production capacity of 'm tons per day', which is
clearly equivalent, as a measure of 'production capacity', to

'6 m. tons per 6-day week'. In such a measure, the choice of
time period in which 'production capacity' is to be expressed

is obviously arbitrary. There is, however, at least for some
types of product, a sense in which there is a minimum time
period for which it is meaningful to define 'produciion capacity’.
This is most easily seen in one-off, custombuilt projects, as
e.g. Auckland Harbour Bridge. While, if this takes 500 days to
construct and erect, we can express the 'production capacity'

of the labour and capital used as 1/500 Auckland Harbour Bridges
per day, this is not particularly meaningful; clearly, we may
designate the 'period of production' of A.H.B. as 500 days as
the minimum period of time for which the 'production capacity'
may be meaningfully defined.

In this case, the concept of 'completed output' is
unequivocal. In such a case, the minimum time period is
clearly definable as that for which a given amount of equipment
is tied up, i.e. conmitted to the production of a given output,
from which it cannot be diverted without forgoing the output,
In some industries, examples are easy to find: in agriculture,
land used for a particular crop is tied up in the production
of that ocrop during the period between sowing and harvesting;
in ceramics, the kilns are committed to particular batches for
the duration of the firing process. As long as the production
process is one which takes place in identifiable segments of
output in 'runs' or 'batches' or 'crops', no problem occurs
in isolati:: a unique time interval.

There are obvious difficulties where output is continuous,
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or nearly so, as e.g. in electricity and beer production; it is
doubtful whether there can be isolated a uniquely meaningful
time period for car production; is the unit of output a car, in
which case the relevant period would be the time between the
arrival of the materials actually going into one car, and the
completion of the finished product? It is not in any case clear
that this direct identification of given input materials with
specific units of output could be made. Is it the entire run
of one model? But there is plenty of opportunity to make minor
modifications without changing either the major structural and
engineering characteristics, or the main body pressings. It
does seem to be the case that where the unit of product is hard
to define, so too is the 'production period'; acecordingly, it
appears that the empirical specification of the production
periods for different industries must rest upon a great deal of
work, yet to be done, cf finding some measure of output in
physical terms.

As that work would require a major research programme itself,
it is outside the scope of this enquiry; we can here only present
the dafinitions and implications of a view of production as a
process occurring through time, and hence related to a definite
duration.

One obvious implication follows directly. Given the
cooperating inputs of labour, energy and materials, if n machines
can produce a batch of x units of output in one week, the sare
machines can produce 2x units of output in two weeks. If there
are a such production periods in a year (or other period of ex
post aggregation), then if the capital is kept employed through-
out the year we should find a total output of ax produced by n
machines. On the usual basis of computing technical coefficients,
we should then have to say that the capital output ratio (or
capital coefficient) was n/ax; if for some other industry,
there were b periods of production in a year, and if in each
of those m machines were used to produce y units of output,
the capital coefficient, ex post, would similarly be m/by. As
long as both capital inputs and outputs are measured in thoi;
own physical dimensions, these ratios are strictly non-comparable;
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in value terms a quite spurious comparison might be made, and
if the difference between b and a were not reckoned into this
comparison, an antirely misleading view of the relative sizes
of capital coefficient in the two industries would result.

The error is dompoundod if the capital in either industry
is not fully employed throughout the pariod. Whether, in the
first example, full batches of x are produced for the first
half of the year, and none at all, for the second, or whether
the capital is kept working for the whole period at half
capacity, the total output from the n machines for the year
will be %ax, the capital coefficient thus becoming greatly
overestimated as 2n/ax. '

If this ex post capital coefficient be interpreted also
as the capital requirenent, then as between two successive
periods, in which capital is underutilized in the first but
fully employed in the second, the computation will indicate
a reduced capital requirement, which presumably will be
'explained' in some catch-all term as e.g. 'techmological
progress', It may also suggest the presence of a constraint
where none exists.

If the correct production periods be used as the basis
for calculating capital coefficients, they then may properly
be interpreted also as capital requirements, provided that the
capital is fully used, If, therefore we have a clearly defined
production process, such that the completion of all transformation
processes within the given plant applied to an identifiable
batch of » units of output occupies 4 days and if, within the
production period so defined, n machines are able to produce
one batch of x units within this production period when they
are fully employed, then clearly we have:

Production period: 4 days.
Capital coefficient: n/x.
Production capacity of n machines: x units per 4 days.
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Capital usage cannot be measured in these variables alone.
Let us suppose that during a given production period, x; units
are in fact produced, The capital requirement provides the
constraint:

x) : (x/n)n.

The capital input is measured as (n x days employed), so that
one measure of unemployed capital is immediately available as
n.d -~ capital input. This is not the only measure required,
however; it would be an appropriate measure where, for the
production period, either less than n machines were employed,
or the machines were used for less than 4 days., Neither of
these seems consistent with the definition of a production
period, but there may be some cases in which the size of the
'batch' is a matter of general practice rather than technical
necessity; for some processes, the plant may have to run at
the same speed or operating temperature whether the batch is
full-sized or not, and in those cases the capital input is
likely to be largsly independent of the size of the batch up
to maximur capacity; in others, some scope may be available
for reducing the capital input when the batch is reduced for
other reasons; since these different technical considerations
will undoubtedly affect production decisions under some
circumstances, they ought at least to be definable in the model.

If the 'preduction period’' concept had to do the work
of providing the above variables only, it would obviously be
possible, by appropriate definition of the 'batch size', to
eliminate this distinction. But the 'production pericd’
concept has also to convey some notion of a decision period;
and if, in some given industry, general practice is to commit
capital in larger batch sizes than would be strictly necessary
on technical grounds, then this becomes the operative period
for short-run production decisions.

We may then directly define the two important decision
periods: that over which x may be varied, for given n, and
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that ~ in general a much longer period - over which a itself
might be varied.

Weither decision period iz dependent upon vhich period is
selected as the basis for aggregation, and indeed this is now
free to be arbitrarily chosen; provided the concepts are first
defined for each sector in terms of its own production period,
then the common period of aggregation need present no problems,
as long as due care is taken to provide for inventory and work
in progress elements when incomplete portions of production
periods are included.

It is not necessary for this model to use the concept of
a "production function”, but since that concept is undoubtedly
required for other areas of production theory, we ought to be
able to see how it relates to the model. Consider first the
following problem. Let us suppose that a given transformation
process, as it might be the operations of drilling and shaping
the engine block in the process of producing car engines, is
automated. Now tnis will clearly involve the substitution of
capital for labour in some way. How is this change to be
regarded? As a change in technology, to which discussions of
innovation are germane, as a change in the production function
within a given technology, or as a substitution of capital for
labour within a given production funection?

At first sight the problem is easily resolved by requiring
that, since innovations are generally embodied in some change
in capital stock we distinguish between a 'short' run, in which
capital stock is fixed, and a 'long' run, in which capital can
be varied. But this implies that the way in which the production
function is generally written, as

Q = f(x,5n), continuous in x s 2,
is essentially a long run concept, and is not defined for the

short run. If there is to be a corresponding 'middle’' run
concept, which is long enough for capital stock to be increased
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- or reduced by usage without replacement - but not long
encugh to define "innovation”, this must imply a clear
distinction between 'widening' and 'deepening'.

It is far from clear that modern technology can be
represented as one in which any of these distinctions can be
meaningfully made. Without at all attempting to settle this
point, we shall here indicate the variables in which alternative
formulations of the 'production function' concept may be
interpreted in the model.

Any technical change in the materials processed, the
source Of energy used to process them, or the equipment used
to convert the energy and/or conduct the operations upon the
materials, must be expressible as changes in any or all of:

{(a) The choice of physical gqualities defining the
dimensions of n,» and the guantities of materials
inputs and of outputs.

(b) The length of the production period, 4 days.
{(¢) The numerical ratio, a/x.

(@) The production capacity of n, i.e. x units per
d days.

Any concept of a 'production function' has to bhe expressible
in these terms if it is to make contact with actual production
processes, even in the cookbook recipe sense in which such
functions are used to specify the type and cuantities of
ingredienis to be used without specifying the physical trans-
formations to be applied to them; any such function that is
well enough defined to be translateable into these terms is
definable within this general model structure. A production
function which doee not specify either these variables or
the changes in them which it encompasses must surely have a
rather doubtful status in any case.
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4,24 LABOUR AND OTHER PRIMARY INPUTS

Labour is obviously not definable solely in terms of total
numbers employed; the following distinctions are needed:
levels and types of skill; employees of various types on the
payroll; and the guantity of labour input to a particular
quantity of output. If the usual assumption of fixed
proportions is carried throuyh strictly, then we would expect
any underemployment of capital to be reflected either in
reduction in men employed for a production period or in hours
worked per man, or both, so that the net effect retains the
full~utilisation ratio of machinc-hours to labour-hours.

Any change in this ratio would tuus be independent of the

degree of utilisation of capital, and hence would be attributable

to a change in at least one of the parameters defined in the
production function.

For simplicity, we shall here restrict the definition of
labour to a single dimension only, distinguishing only between
the labour input coefficient, i.e. the labour requirement in
man-days per production period for the required output », and
labour usage, in terms of actual man-days used. But it should
be emphasized that this limitation is not an assumption which
is basic to the model in the sense that the formal structure
of the model reguires or depends upon it. It is on the
contrary a recognition of the iimitations on present data
available on a sectoral basis.

Imports, and govermment-provided goods and services, to
the extent that either is not included in a category previously
mentioned, are easily incorporated as additional primary inputs.
Their dimensions are arrived at in precisely the same way and
On precisely the same grounds as the dimensions of the inter-
mediate and capital inputs. In fact, there is a good case for
designating government real activity and real imports not as
primary but as intermediate sectors. This would bring out
clearly the dependence of imports and government-provided
services on the inputs from exports and govermment-used goods
and services, and vice versa. For some real purposes this is




highly desirable. The main reason for not doing it here is

that it is desired to waintain some close correspondence between
the real and noanctary models, and the distinction between
primary and intermediate goods becomes more important when

its other aspect in terms of the flow of funds is examined.

It should be stressad that the development of production
and capital theories has naver been part of the object of this
enquiry, and that we have only gone into them as far as we
have in order to find some basis for linking the real structure
into the interncdal transmissions.

4,25 FINAL DEMAND

Final demand is to be given the major initiatory role in
the structure; it is both to set in motion the sequences of
transactions, and to give, subject to constraints and response
mechanisms, a steady growth trend to the general course of
activity. The final demand array is expressed as net final
demand, comprising sales to consumption and investment,
government expenditure (if any) and changes in inventories.
Any such component of final demand may, from time to time, be
purely exogenous or it may be wholly or partly governed by
respons2 mechanisns.

These response mechanisme may operate on either the rcal
gide or the money side. There is an obvious choice with the
consumption or income-expenditure multiplier: in general, tha
'expenditure’ idea suggests money rather than real demand
response mechanisms, but the idea is not incompatible with a
'real' demand; the fact that market demand, in the sense of
effective demand, depends upon the ability to pay (currently
or later), does not imply that market demand is necessarily
determined by the ability to pay, in the sense that demand
arises from possession of means to pay as its prime cause;
it is entirely consistent with the monetary view of demand to
suppose that real demands are generated through real mechanisms,
and that the monetary element enters not as a causal factor but
as a constraint on the operation of causal factors.
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However, there is something to be said for distinguishing
the treatment of the income-expenditure relation here from its
normal expression wholly in ‘real’ terms with no money element
defined, and we shall hence treat any income-expsnditure relation
explicitly in money terms.

#e shall need to define investment fairly carefully, since
as capital is treated here the difference bhetween gross and
net investment is not primarily a matter of accounting-type
depreciation allowances but of physical using-up, which may
be unreguited in money terms; thus the depreciation element
cannot be simply ‘netted out of both sides', i.e. deducted from
both outputs and inputs, since it will have different implications
for these in real and money terms. But that problem, as with
any others, will be dealt with as they arise in the context of
the simulation.
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4.3 THE STRUCTURE OF THE HODEL

4,31 HIERARCHY OF CONCEPTS: GENERALITY

As the formulation of the general ideas is put into
increasingly specific form, so the range of posgibilities is
restricted until their expression in the programme set up
for a particular simulation run encompasses only a small subset
of the possibilities initially open. We may isolate some basic
elements in this process.

The paradigm broadly defines the view of economic activity as
one in which both money and physical processes are important
and need to be distinguished; equilibrium is not regarded as the
fundamental organising idea, and rather irregular movements

over time are held to be more accurate as a description of how
economies actually behave. The ideas are given some formal
structure intended to he defined according to canons of
empirical theory construction, although since part of the object
of the enquiry is to devise specifications of data to be observed
no actual empirical testing of hypotheses iz envisaged within
the present work. The formal structure is expressed in terms

of a model.

The model defines a set of transactors each with a stock
configuration, and a set of transactions; the main object of

the model is to investigate flow mechanisms connecting transactors
through transformations between transactions and nodal configur-
ations.

The programme is tha expression in programming langvage - here
Algol ~ of the model and its operation. The programme must be
continually modified as the work develops, but it is convenient
to distinguish minor from major changes. A major change will
usually imply the insertion of a new procedure, the definition
of a net set of variables, and/or subatantial changes in
existing procedures.
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The run will refer to a particular run of the programme through
the computer; setting up the programme for successive runs

will require minor changes in the programme, usually requiring
only a small number of cards to be inserted or changed. Within
one run, repetitions with one single modification to permit
direct comparisons will be referred to as "sequences”. The
details of the programme now set out refer, of course, to the
programme as set up for a particular run.

4,32 SPECIFICATION OF TRANSACTORS AND TRANSACTIONS

The ordered sets representing transactions and configurations
could be translated directly into computer terms as seven- and
eleven-dimensional arrays, and any particular set of numbers |
could always be recovered in this form. But for convenience in
recording and printing out, these are summarized and presented
in the form of a number of two-dimensional arraye, which in
general show separately the real and money »lemwnts.

\
|
|

Thus a single transaction (r,i,j,m,s.d,t) is split into
two sets, (r,i,j) being the representation of a supply of goods,
and (m,4,jJ) being that of the payment of money. Thus we
designate two arrays, ® and ¥, so that the number representing
goods (in physical output dimensions) delivered by the ith
transactor to the jth transactor, is the number =(/4,j/) and
the money sum paid by the jth transactor to the 1th transactor
is the number ¥(/1i,j/). A sequence of transactions expressed
as such numbers is accumulated, so that although as far as a
single transaction is concerned t does not require recording,
it being the "now"” of the simulation, the actual arrays R and
# when printed out contain the sets (r,i,j,t) and (m,i,7.t),
wvhose elements are summed over the ¢.

We also incorporate in ¥ the information conveyed by s
and d. We could, of course, show this as a separate transactions
array, say 7v(/s,d/), but this is not done, partly in the hope
that the row and column sums, i. e. totals for the sources and
disposals, will suffice, and partly because the precise location
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of a particular transaction may be undecidable when the trans-
action is financed from a combination of sources and the receipts
are distributed over disposals. We thus add the sources and
disposals information to ¥ as a border, so that a money payment
also appears in #(/s,j/) and in w(¢/i,4/). These similarly are
sumed over the ¢,

Further summarizations are immediately obtainable by
sunming over rows and columns of R and ¥, whenever these are
admissible. (Since the dimensions in which R is interpreted
as being expressed are output dimensions, row sums are admissible
but not column sums.)

Corresponding real and money stock configurations could be
constructed, but in fact the elements of real stocks are faw
enough to be tolerable as a border to R, so that the real
stocks are represented as, e.g. R(/g,i/), representing the i1
transactor's inventory at the instant ¢, The financial stock
variables are shown in a separate array F, so that the number
F(/1,j/) represents a sum of money (or an obligation expressed
as a sum certain in money) due from the 1th transactor to the
jth. This can be a debit/credit relation, or a record of cash;
in the case that it represents a cash stock held by households,
the number will be that designated by the value of P(/bnks,
hhld/). Thus, in general, F records both an asset and a
liability as one element, the number F(/i,j/) serving as a
record both of i's liability and j's asset. Thus i's net
worth can be arrived at by summing the rows and columns of
F, and deducting the 1th row sum from the ‘th column sum,

th

All stock variables, of course, are not summed over t as
a cumulation over a period, but are printed out at whatever
values they happen to have at a given t, the simulation "now"
at which the operation of printing out the array takes place.

There are n+l transactors, comprising n producing sectors
and households; the latter sell labour to the producing sectors
and buy consumption goods from them. Investment goods are
produced and sold intersectorally, but are distinguished from
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current inputs by being recorded in a separate (m+2nd) column
of &, and of course by producing changes in the fixed capital
of the purchasing sector. Financial transactors include also
banks and nfi, entering in a flow sense into money-debt
transactions and in a stock sense through the asset-liability
structure in ».

Sources of payment distinguished are payments to the
debit of bank current accounts in credit, to the debit of bank
accounts overdrawn, and to the debit of loan accounts with
nfi. Goods-credit exchanges are recorded as a fourth source.

An example of the three arrays R, ¥ and F is appended,
with a description of their labelling and interrelations.

NOTES ON MATRICES

R: Real Transactions

Sec 1,2,3,4; producing and using sectors.

mchu, lbhu: primary inputs, capital and labour; reckoned in
machine-days and labour-days respectively.

MCHA, LBEA: machine and labour days available.

rcx: fixed capital stock.

wIP: work in progress.

CLIN: Ainventory of produced goods held after production by
producing sector.

cons, Inv: final goods, consumption and investment respectively.

cesk: change in inventories, equal to CLIN, = CLIN, ,+

yrp: net final demand; sum of CONS, INV and CHSK.

TOTAL: row sums of goods supplied = output to intermediate

goods + NFD.

#M: Monetary Transactions

Sec 1,2,3,4: receipts by sector.
HELD: payments to househclds for labour input.
coLs: total payments by sector.
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EM: payments made to debit of current account in credit.

rA: payments made to debit of current account in overdraft.

gEn: drawings or borrowings from NFI.

Er: purchases on trade credit (incl. hire purchase of consumer
goods).

cons, INV: payments for consumption and investment goods.
Consumption goods are bought by households, investment
goods by using from producing sector. 1In this run,
investment was allocated toc intersectoral payments, and
hence Inv column of ¥ is sero.

ROWS: rowsums, first six columns. .

RM, RA, RN, RR: disposals of receipts symmetrically defined
with sources.

F: Financial Position

Sec 1,2,3,4: intersectoral trade credit outstanding.

ENLD: liabilities of households.

Byks: liabilities of banks = current accounts in credit.

cBNK: liabilities of central bank; only trading bank
reserve balances, so this is in fact trading bank reserves.

IVTY, FXAS: a balance sheet valuation of inventory and fixed
capital stock; in this run no valuation has been placed
on these items; if it were required, wIP would be added
to rvry (at valuation).

ror: ocolumn sums, total assets by transactor.

pors: ryow sums; total liabilities by transactor.

wrwrr: difference, rOT, - TOTS;.

Bank advances to producers and consumers thus appears in
the column of assets of the banks, by rows of liability by
transactor. A#NFI are similarly treated.

A transaction will thus involve, in general, one entxry
per transaction in the R matrix, three in the ¥ matrix (one
denoting transactors, two denoting sources and disposals),
and, except for direct trade credit, two in r. (Bach
transactor having one entry, giving the change in asset or
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liability, the corresponding entrv for each being shown by the
sane element, which is e.g. both a liability of the bank and
an asset of the deposit holder.)

What transactions occur is determined as follows: final
demand by households is mainly though not wholly, exogenous,
in this run as an initially assigned set of final demand
purchases, set thereafter according to a steady exponential
growth rate. (This is modified for some runs by the user of |
a multiplier feed-back relation.) Without a multiplier or
induced final demand, this assigned rate of growth sets a
ceiling to final demand, which it cannot exceed but from which
it may fall short owing to the operation of constraints on
either the supply of goods or on the monetary demand side. It
should be made clear that, even when wage income is not an
argument of the consumption function, it may ultimately act
to depress consumption expenditure if desired demands cannot
be financed.

Goods so supplied to households for consumption are supplied
in the first instance from sectors' inventories of finished
goods. This sets in train a series of production transactions,
according to sectoral production targets for inventory replacement,
which may include some desired increase in inventory. Each
sector's production will require inputs from other sectors and
from primary factors; wage payments have to be met, but no
monetary payment for the use of capital is required. Where
capital stock is increased according to some investment function,
this new capital stock is a finished good purchased from the
producing sectors, and has to be financed.

Thus the exogenous final demand acts as the primum mobile
of the dynamics of the model, and all other transactions follow
from. the response mechanisms acting through both real and
monetary linkages.
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4,33 Toe Time ELEMENT

Transactions can arise in the model from a number of
different activities; in addition to these, there are some
house-keeping activities, concerned with aggregation and
updating, and storage of time series. The programme designates
the following activities:

1. Set production target.

2. Call for inputs.

3. Completed production to inventory.

4. Consumption purchases.

5. Fixed capital investment.

6. Adjustments: liquidity (adjustment of financial
assets); physical depreciation of fixed capital
stock' growth of labour force.

7. Short-period aggregation and updating.

8. Long period aggregation for time series.

Each of the first six activities has to be specified with
respect to sector, so that in general for m such activities
undertaken by n sectors, we have an m by a matrix of sectoral
activity.

The structure adopted was based on the modal time period,
a "day". This mainly is a way of carrying the instant, ¢, but
some realistic interpretation in relation to a chronological
day is meaningful. For almost any financial purpose, a day
is the minimum period for which transactions are recorded, and
in some cases, the minimum period for which they are defined.
For example, one can always ascertain the day on which a cheque
was debited or credited to an account, but rarely is it
meaningful to refer to the time of day at which this transaction
occurred.

This does not mean that, within a day, the oxder in which
events occur can be neglected. It does not matter whether a
customer 4, of a shop, comes in ten minutes or three hours
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before &, if only the first-comer can be supplied; but the

order in which they appear is crucial. Inventory and financial

transactions have generally the same feature in this respect:
money that has just been spent on one thing cannot be spent
again by the same person on socmething else; goods emptying
inventory to supply one customer cannot be used to supply a
subsequent customer. We must therefore be careful not to
neglect the order in which events are occurring, although we
have to accept that the data will never record this in
sufficiently short periods for the actual sequence of events
to be ascertainable ex post.

A particular run of the programme is thus set to continue
for a specified number of "days” ( in the run shown as an
example, we have a run of 894 days, covering 8 activities for
4 sectors). The timing sequencing mechanism thus comprises
three elements:

(1) A “clock" to keep count of the days; this is
provided gimply by a variable 4, which takes
successive values from 1 to (in this case) 894;
the date of the current day, for any day, is
therefore given by the value of 4 at that point
in the running of the programme.

(ii) A matrix, m by n, of initial dates (pa); thus
D‘x,j designates the number of the first day on
which activity i is carried out by sector j.

(iii) A matrix, = by n, of assigned intervals (oY),
thus 0’1,1 designates the interval in days between
successive occurrences of activity i by sector j.

th th

As the 1 sector completes the Jth activity on the &
day, the interval "’1,1 is added to the date given by DAy 40
which then becomes the next date due for that activity by
that sector. Two different runs of the programme, then, can
be given radically different patterns of timing and sequencing
by adjusting pa or Dy or both, S8ince, in this programme,

exogenous final demand is the primum mobile, the first activity
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has to be a consumption demand, which then sets in train
response mechanisms, timed according to the assigned dates
and intervals. The programme thus has as its main organising
principle a search over oa to find the lowest number, whose
subscripts will indicate the next activity due. Several
activities may be carried out in one day, and there may occur
someé intervals during which no activities are scheduled.

The production sequence is split into three activities
as shown above; it is not inherently unreasonahle to suppose
that in some industries production targets are set before
current production is finished, but there seems little point
in doing this in the model. It is therefore taken for granted
that the activities: set production target; call for inputs;
completed production to inventory; occur in that order for any
one sector. (This is, of course, quite independent of the
timing of any other sector.) It is also taken for granted
that the production period defined here by the interval between
setting production targets and taking the completed production
to inventory, is constant so that for each sector the intervals
between the two activities will be equal. This is not an
unarguable assumption, since some constraints may wall be met
in practice by extending the period of production, but the
model is not defined for that response. £Since inputs may be
required throughout the period, the programme provides for the
total inputs required to be split up; where desired, into
instalments provided at more freguent intervals.

The investment, asset adjustment and aggregation can be
timed as desired, independently of each other and of the
production and consumption activities. Two periods of
aggregation are set, designated a "month” and a "year". These
periods are, unlike the “"day”, intended to bear no relation
to chronological time, and are merely a convenience for
aggregation.

The "clock” carries one further feature; it provides a
convenient device for introducing trends over time; for this
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purpose, a variable gw is defined, assigned a value (1+r)d, and
this enables any desired variables to be given the same trend
by making them functionally dependent on the parameter gw.

4,34 INPUT TO THE SIHULATION

The general structure of the model is expressed in the
details of the prograrmme, which are set out below. Without
here consideriny those things which generally remain unchanged
in the programme, we here refer to those elements in the
structure of the model which are open to variation between
runs.

1. Input as data (i.e. in response to a READ signal):
The technical coefficient matrix, designating the
inputs to be called for by each sector in producing
a given target production, both from other sectors
and from capital and labour.

The inverse of the square (intermediate) portion
of the technical coefficient matrix. This is not
used in the actual course of transactions (outside
the simultaneous equations framework, it would be
considered quite illegitimate to use the inverse
actually to determine any transaction), but is
handy to have available as a checking device. The
matrices of first due dates and assigned intervals,
DA and DY.

Names of row and column elements to be printed
out in the output matrices.

2. Humbers assigned in the body of the programme.
Since many of the procedures are written in terms
of the general parameter n, and arrays are also
specified in terms of n, this has to be assigned
early in the heading; nn, the number of activities,
is also assigned at the same time, These assigned
numbers must, of course, tally with the size of the
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matrices read in as data. Other parameters, as gw,
day (the number of days for which the programme is
to run), are also assigned in the body of the
programme. There is no reason why such parameters
could not be read in as data, and indeed in an
earlier trial of the model, that was done. But
very often, in changing a parameter value certain
other minor changes are desirable, and in total
there is less inconvenience involved in changing
either programme or data cards but not both at once.

In assigning parameter values used in decision functions
the opportunity might be taken to change the decision function,
by introducing another argument or changing a lag. Thus simple
changes in the response mechanism, which are one means of
differentiating runs, are better regarded as input rather than
as structural components of the model.

Initial positions: clearly, there has to be some starting
" inventory, or the model would never be able to start producing.
There will also be needed some money in the system. Other
characteristics of initial positions are more open to choice.
Many variations of run are able to be produced by guite simple
changes in initial positions, since these may well dictate

the point at which constraints operate. In general, the initial
positions are determined by the values assigned to the stock
variables; (F for money; the last five rows of R for the real
variables). All other elements of the three matrices (as of
any other arrays used for other purposes) are assigned a value
of zero.

4,35 TiMe PaTHs oF TRANSACTIONS

Given the assigned vector of final demands at their first
due dates, which sets the whole model in operation, the
sunsequent course of transactions is determined by four factors:

(1) The initial position, which in part determines the
operation of the other factors;
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(ii) Exogenous transactions;
(iii) The response mechanisme;

(iv) The constraints within which the response mechanisms
operate.

One example will illustrate how these combine. A feature
of the transactions in general is that a purchase can be made
only if both the supply, in terms of real variables, can be
provided, and if the purchaser is able to nake payment. A
constraint may operate from either the real or money sides)
if the full amount cannot be supplied, or paid for, a lesser
amount which satisfies the supply and payment conditions is
provided, if any positive quantity can be supplied and paid
for at all.

The ways in which a purchase may be financed are: bank
deposit (cash); bank overdraft; borrdwing from nfi; for some
purchases, credit may be extended by the supplier. The sources
of finance are called upon in the order stated: a payment
that can be met only in part from one source may be made up
from any of the other sources., Let us suppose that a payment
of 200 is required at some point, and that the purchaser has
no cash; he then uses bank overdraft if available; credit-
worthiness is not defined in the programme, and the only
constraint that operates on bank lending is the required
reserve ratio. If this ratio is to be important in one run,
the amount of bank reserves determined in the initial position
dictates the point at which the banks become fully lent, and
further overdraft is not available, except as some outstanding
overdrafts become repaid. If such a payments constraint
operates, subsequent constraints on the real side may become
operative through repercussions on the real variables. Further,
if a constraint on bank lending is to operate, the initial
cash holdings of the transactors are important.

THE QUTEUT

A major purpose of the model is to relate the terminal
positions of the stock variables (for each "year" of aggregation)
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to the course of transactions during those "years", with the
object of throwing light on the relation between the two;

one reason for this is to examine what information can be
deduced about the course of transactions from a knowledge of
the stock variables alone, in terms of their values at %ferminal
points. This is expected to demonstrate that, in the abgence
of information about the flow variables, the stock variables
by themselves resist interpretation in any conclusive way.
Accordingly, the prime output ccmpriséa the three matrices
recording both types of variable (i.e., R, ¥ and F), printed
out at *he end of each "year" of aggregation. This is standard
for all runs, regardless of the length of run. For a long run
(the example used here, which ran for 894 days = 50 “years"

is an example of a long run), it is convenient to store some
of the yearly values, and priant them out 2zt the end of the run
as a time series; while this is done, a quick survey of the
course of events is provided bv a graph of the time series,
which is accompanied by a running vector designed to signal
the point at which various constraints operate. Where a
particular feature of one rmn appears to merit closer enguiry,
that portion of the series is run again, with more detailed
print-out to trace to the required degree of fineness the
operation of the response mechanisms and the ~2onstraints.

Flow charts are appended to illustrate the main structure
of the model. '
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CHAPTER 5

INTERACTIONS IN A MARKET SYSTEM

In this chapter we consider the interactions between the
real and money flows in a market system, with the main idea of
defining and investigating the gross behaviour of the system
as it arises from various types of internodal transmissions.

Some considerable development of the model preceded its
presentation in the previous chapter, but the course of
development up to that point was not discussed. From this
point on, the progressive steps in the development will be made
more explicit and some points of interest will be discussed in
terms of the particular simulation run from which they arose.
Runs discussed in detail will be numbered in sequence for easy
reference to the illustrative charts appended.
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5.1 THE MONETARY SIDE OF THE CIRCULAR FLOW

A preliminary run was tried in which the real side was
set on a steady growth path as a basis for the money flows. A
fixed autonomous rate of growth was assigned to real consumption,
gross fixed capital investment and target inventory, and
sufficient stocks and primary inputs were provided for the real
side to be unconstrained on the assigned growth path. O©On the
money side, banks were given a fixed reserve balance, but credit
facilities were available. Prices were set arbitrarily, and as
a consequence wage payments persistently outstripped household
expenditure, with the obvious effect of piling up cash in
households. Since most of the households' excess cash was
deposited with nfi, who re-lent it to firms when the firms had
exhausted the banks' lending capacity, expenditures remained
unconstrained in the event. The assignment of autonomous real
variables together with the absence of constraints ensured that
the imbalance in cash flows did not prevent the system from
continuing along its steady growth path, which meant that firms
were continuing to trade although making persistent losses with
a consequent steady deterioration in their net asset positions.

This occurred because of the passive behaviour so far
defined, no response mechanism being available to firms to
correct their position. It is not however at all certain that
the immediate introduction of feedbacks to deal with losses
would achieve this satisfactorily, or that it would do so without
upsetting the steady real growth, and we shall first examine the
imbalances in the money flows in a context of exogenously-set
paths for the real side. Obviously, in this context the prices
are the key element; since the qguantities of goods and services
bought and sold are predctermined; the amounts paid are also
determined as soon as prices are known. This isolates for study
a simple relation on the money side from prices to profit and
ligquidity via the amounts paid and received in transactions and
the consequent net money flows.
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5.11 PROFITABILITY AND LIQUIDITY

These two are connected, but their relationship needs
careful definition. Outside the elementary micro theory,
profit is not simply the excess of sales receipts over payments
for the cost of production, but an accounting residual into which
enter imputations and subjective valuations which interpose
arbitrary and indeterminate elements between profit and the net
payment flows. Ligquidity is also separated from direct contact
with the payments flows not only by the credit a firm receives
but also by the credit it extends. It is thus hardly surprising
that one finds in practice that firms continue to trade despite
book losses, or that they sometimes encounter liquidity problems
despite a satisfactory profit performance, as a result of tying
up too much of their working cash in inventory and fixed assets.
Liguidity, in the general sense discussed above,l is also
constrained by the credit available in the system to a particular
transactor at the time he needs to make a payment, and an
unexpected tightening of credit or an unusually large demand
elsewhere for credit or a shortage of loanable funds from owners
of bank deposits may give some firms liquidity troubles despite
a generally sound position.

On the other hand, there is ultimately a closer relation
between profit and liquidity than short-term considerations would
suggest. In general, a firm that is making persistent losses is
likely to come under increasing pressure from its creditors, its
suppliers and its shareholders as they become more anxious to
protect their own interests, and this is bound to aggravate any
difficulties the firm may have in meeting its own payroll. The
connection becomes even closer where the firm's profitability
enters explicitly into its own financing decisions and also into
its customary lenders' decisions, and may hence become important
even in the short run.

On the whole, profitability and liquidity are not
independent in the long run; but it does appear that if they are
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so closely related in the short run as to make them important
for the operation of the monetary mechanism, then this is not

a consequence directly deducible from the payments structure,
but a possibility contingent upon the presence of a particular
type of behaviour by the transactors involved. Thus the effect
of an imbalance in the payments flows operates more noticeably
at the micro level, and the macro system may continue to operate
quite well for a time despite imbalances provided that sufficient
credit is available; ultimately, however, if large imbalances
persist then the viability of the whole system becomes dubious.
We shall consequently attach importance to the achievement of
some approach to balance in the payments flows, initially under
fairly stringent conditions.

The first step requires the establishment of a macro
relation between real flows and payments flows; we therefore
pick up again the analysis of 4.22, which we shall now re-work
in monetary terms. The matrix structure is defined as before,
i.e. with the pure numbers as:

B: nXn matrix of intermediate inputs and outputs.
K: nxz matrix of final use outputs.

v nxl vector of total outputs.

F: sxn matrix of primary inputs.

Measurements are assumed to be made in output dimensions, so
that the corresponding arrays of dimensioned numbers are:

B = <)\>B.
kK = <)\>K.
v = <Av.
F = <a>F.

We shall suppose that each sector sells its output to other
sectors at a uniform price, designated a trade price; thus all
intermediate sales and purchases take place at trade prices.

A different price will be set by each sector for sales to final
output, and this price will be referred to as a retail price.
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We shall also assume that each factor, or primary input, is
sold at a uniform price to all sectors. We thus define the
price vectors in pure number form as:

ms: nxl vector of trade prices.
p: nxl vector of retail prices.
Wi sx1 vector of factor prices.

Each price is a sum of money divided by a quantity, so that in
dimensioned form the price vectors are:

- <$>m<k>'1

p = <$>p<x>'1

w = <s>wea>?

In purchases and sales form, the matrix structure is

now:

<m>B = <$><.><A>'1<x>3 = <$><m>B

PR = <$><p>A>TIaAK = <82<p>K

<wIF = <$rewr<ad tcory =  <$><wIF

On the assumption that the monetary standard is the same for all
transactors,’ we may leave the dollar sign to be understood, and

confine attention to the sums of money defined by <m>B, etc.
Since, by construction,

Bl + K1 = Vv

then total receipts from sales by sectors of intermediate and
final goods can be represented as an nXl vector r, where

r - <m>Bl + <P’t1 anse (5| 1’

Total expenditures on intermediate and primary inputs can also
be represented as an nxl vector e, where
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g* = 1*<p>B + 1%<w>F csse (Be2)

The column sums which were inadmissible in physical terms
can be defined for purchases since we are now dealing in sums of
money. But the accounting jdentity between e and r still does
not apply, since F is a direct measure of factor inputs and is
not defined for a balancing residual. The following putative
equalities are relevant:

a. 1*<m>B]l = 1%*<m>Bl

b. pPKl = wt*Fl

C. 1#*r = e*l

d. I%r ¢+ 1*<wd>F] = e*]l + 1%*<p>Kl

e. e = r,

The question is which of these five equalities are true
tautologies; (a) obviously is; it expresses the fact that total
intersectoral receipts, obtained by pre-multiplying <m>Bl1 in
(5.1) by 1*, must always equal total intersectoral payments,

. obtained by post-multiplying I#<m>B in (5.2) by 1; (b) expresses
the fundamental relation between total expenditures on final
goods, i.e. p*x1, and total factor payments, i.e, w*Fl. This is
the equality between GNE and GNP which in the orthodox statement
of the circular flow is regarded as a tautology. It rests upon
either of two arguments; the first is that (e) is tautologically
true, i.e. simply that each sector palances its books, and
requires both that imputed {items be treated as actual payments
or receipts, and of course that any discrepancy is accounted

for in the balancing residual; the gecond is that (c) must be
tautologically true, on the intuitive basis that since one man's
payment is another man's receipt, the two totals cannot differ.
But, as r is defined, it does not include factor receipts:
similarly, e does not include payment for final goods; in order
to arrive at the equality which intuitively we can see ought to
hold we have to add these in, to yield (d) which is a true
tautology.



An alternative basis for (b) is that it is presented, not
as a tautology, but as an egquality which happens to hold in a
particular case because payments for final goods are in fact,
after netting out intermediate transactions, all distributed
among the factors employed in their production; thus (b) becomes
an empirical statement which might or might not be true, and the
assertion that it is true imposes specific restrictions on the
way in which prices are determined in the economy, so that
observations which would refute the statement are definable.
But if (b) is defined as a tautology in the theory then the
guestion of its empirical confirmation or refutation cannot
arise. This is commonly accepted on the level of methodological
generalisation, but its implication is often neglected once
empirically measured numbers are inserted into the tautology,
since their apparently observational character as "facts" is
taken to confer indisputably empirical status on the theory. On
the contrary, if data from empirical observation are selected
according to a tautological framework then discrepancies between
the theory and the fact cannot be observed, and the theory ceases
to be empirical.’

Given (a), (b) would guarantee (c¢), but (¢) although
necessary is not sufficient for (e), which is the zero profit
condition for equilibrium in the circular flow. As such, it
imposes definite restrictions on the structure of prices, and
we now look at those. We shall need some definitions used
earlier, viz.:

BY = .(V>-1 R (5. 3)
’+ - F<V>-1 s e (5.4)
o+ = (r-s4)"! vee(5.5)

Since the Hawkins-Simon conditions are ussumed to hold for B+,
then

v = QDvKl ves(5.6)
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From (5.1), (5.3) and (5.6)
r = <p>B¥QVK1l + <p>K1 = <m>(QV+~I)K1l + <p>Kl1
r = <vy>m + (<p>-<m>)Kl sse (5.7)
From (5.2), (5.4) and (5.6)
et = m*BI<y> + wAFI<vy> | ess (5.8)
e = <y>3¢Tm + <v>Filw ese({85:9)

From (5.7) and (5.9), the condition for (e) is:

“dex1>(p-n) + (1-8+T)m = FP¢'w .. (5.10)

<y>
It does not affect the structure of the problem whether we
start from factor prices as given and solve for p, or whether
we solve for w, given p. We shall assume factor prices as given,
so that (5.10) specifies n equations in the 2n variables p and
m., Of the many possible solutions, two are of particular
interest:

P »om = P W ee (5.11)

and

1ev>Bt™m + m, when m = P+Tw .. (5.12)

p = <x1>_

(5.11) is the simplest and most appealing; it has two
features: no distinction is made between trade and retail
prices, and prices of all products are set equal to direct plus
indirect unit factor costs; it may be interpreted as a Walrasian
general equilibrium. This idea has been fastened on to the
general input-output structure by way of validating the national
income identities; notwithstanding that the satisfaction of (e)
arises in practice from the fact that the figures derived from
empirical measurement are structured into an accounting framework
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in which (e) is tautologically true, it is nevertheless treated

as though the measurements were made in an economy whose system

of price determination met the condition (5.11), in that the

figures derived from the numerical tautology are interpreted as

a measure of factor costs, i.e. as a measure of o+rr+rw. As the
foregoing argument attempts to show, this interpretation is

guite inadmissible; indeed, if factor input costs were independently
defined and measured, we should be in principle capable of commenting
on whether the numbers measured could or could not validly be
structured into this form.

(5.12) does not assume a knowledge of indirect factor costs
in setting trade prices, and the basis of m is more relevant to
the product exhaustion theorem, which at the micro level does
not usually consider the place of materials costs, although it
is sometimes used to buttress the argument for (b); but if (b)
is to hold in this case, then p must be calculated on the basis
of a considerable knowledge, which includes a knowledge of Kl1.
Since prices have to be set ex ante, while x1 can in general be
known only ex post, this is asking the impossible. Nevertheless,
(5.12) is of interest in a liquidity context, in which direct
factor costs are more crucially a problem than the indirect ones
included in materials costs, since the intermediate inputs may
frequently be acquired on at least short-term trade credit and
hence are not quite so urgent in the short run. Moreover, they
are more directly known, and it might well be sensible in practice
to set prices on a basis of dirsct factor costs with a conventional
mark up to take care of the rest.

In both cases, there is no warrant for supposing that
producers actually conspire together to set prices in order to
achieve the equilibrium of the eircular flow, and the mechanism
by which the market would actually get individual producers to
conform to this result would still require spelling out.

Thus tihe designation of any such conditions as "equilibrium”
conditions does not solve the problem of the missing auctioneer,
but raises it in a more acute form, particularly waen account is
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taken of the fact that in order to derive (5.10) most of the
complexities of a modern economy were omitted.

On the other hand, the consequences of not achieving some
sort of balance in the monetary flows, even as a rough
approximation to (e), cannot be disregarded., An imbalance with
prices ii.wd must lead to persistent net flows from some
transactors to others, the losers' liquidity and possibly their
net asset position steadily deteriorating. The efilects need not
be confined to them, for if their financial position gets so bad
that they can no longer finance, from any source, their normal
production or consumption expenses, then their purchases from
other transactors must fall off, with depressing effects on
production, employment and incomes generally. If prices are
able to be varied, then some competitive raising of prices
might ensue from efforts of producers to protect their relative
inflows, with consequent inflation and possibly union or
govermment intervention. The possibilities are many; among the
least likely is that such corrective action as may be taken
converges on a price vector that would restore equilibrium,
Progressive disturbance is much more likely, since under such
circumstances no one could have much idea of what the equilibrium
prices would be.

The lag in effect of a payments imbalance on the real
variables would in part depend on the extent to which credit
provided an alternative source of finance, and this would be
important in estimating how closely payments flows would have
to approximate to balance to be tolerable. In general, if
substantial imbalances persisted the nfi would be bound to play
a more important role, since there would be a large amount of
cash piling up in one part of the system with a corresponding
need for credit in another part, so that an nfi would have both
a large supply of potential depositors and a large demand for
loans., Where the flows were more in balance, the banking system
would be less stretched, since short term overdraft would tend
to be fully revolving and new advances continually available;
cash would tend to be re-spent rather than hoarded or re-lent,
and one would expect the nfi to be less active.
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The static equilibrium of the classical circular flow can
be approximated by assigning, without rationale, prices computed
directly to satisfy (5.10). A direct representation of the
timeless equilibrium familiar in simultaneous equations form
is not, however, attainable in the model, since although the
timing differences may be eliminated in respect of duration, the
sequentia? ordering of activities and transactions remains. The
“gtatic" element therefore is expressed as a zero rate of growth,
with essentially the events of omne aggregation neriod being
repeated in subsequent periods.

Run I

A simulation of the circular flow in this sense was based
upon a vector of real demands assigned exogenously, constant from
period to period except for discrete changes at 7 = 20 and T = 35,
where T is reckoned in aggregation periods; the model ran for 50
such periods. Retall prices werc calculated initially, at T = 20
and at 7 = 35 directly from the equilibrium condition (5.12)
according to the known kl. Resources were set so as to leave
the real side unconstrained.

The sequence of 50 perieds was run three times, in order to
compare the effect of differences in timing, ceteris paribus.
(In thir context, "ceteris paribus” is given a clear meaning; it
implies that no elements of structure, initial conditions, or
response rules are changed between sequences except those
gspecified, but that where the thing changed affects the rest of
the model such changes are allowed to work themselves out; thus
we do not risk impounding in ceteris paribus any of the logical
consequences of the change made. FPor example, in RUN 1 gndcr
extensive timing differences the real side did not, in the event,
remain unconstrained.)

Sequence 1 approximated "gimaltaneity”, in that due dates
for all activities were set uniformly for all sectors; sequence
2 retained "simultaneity” in production but varied timing in
final demands over sectors; sequence 3 varied production
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activities as well. The effect of the third variation was
fundamental; since F+ is defined with respect to the production
period of each sector, the measured primary input coefficients
have a time element. Production activities are thus also

defined for a given production period, and when this changes

this directly affects input usage for any given level of output.
Thus l.p_.iening the production pericd increases total labour

and total capital usage for given output (and thus provides

a means of conveying the effect of inefficiencies arising from
breakdowns, go-slows and strikes), while shortening the production
period reduces total usages for given output (and may thus be

used to represent the effect of increased efficiency). Materials
inputs are not defined in terms of a time dimension, being taken
to be directly proportional to output regardless of the production
period. Changes in production efficiency could alternatively be
represented by changes in the required input coefficients,

leaving the production pariod unaltered. Which is more
apprbpriata. once the production period has been defined in

terms of 4.23, becomes a question of fact.

The course of real output for sequences 1 and 2 is shown
on charts I.1/1 and I.2/1; the first shows the orderly pattern
of the circular flow, with ver little time needed to adjust
output to discrete changes in final demand in an otherwise
static situation. The second is basically similar, but with
some cycling; this cyeling arises from timing differences in
the sectoral final demands with consequential variations in the
production undertaken for inventory replacement,

Sequence 3 turned out to be non-viable, in that the system
could not sustain the demands made upon it. The changes in
timing of production activities had the effect of langthening
some production periods considerably; orders from final demand
and other sectors continued to be met during the long production
periods, thus running down inventory &5 low levels; this
increased the amount of production needed for inventory
replacement when the cycle of production eventually came round
again, and the amounts needed were more than the available
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capital could produce, so that in the event capital constraints
operated rather early. The effect was pronounced enough to run
down inventories and thus bring in supply constraints on inter-
mediate supplies, which further restricted inventory replacement.
The result was that three sectors ceased production at 7 = 11,
and althouch some consumption could still be supplied from
inventory remaining, all real flows ceased at T = 20, Thus the
unconstrained growth path intended turned out in the event to be
impossible with very lumpy pzoduction.

The equilibrium prices set by direct computation according
to (5.12) were the same in sequence 1 and 2, but differed in
sequence 3 owing to the changed production periods, as follows:

PERIOD SECTOR kI (DAILY) RETAIL PRICES
Seq. 1 & 2 Seq. 3

1 20 .4243 .5472

1-19 2 40 .2584 .3739
3 60 .1588 ,3151

4 80 1977 .3304

1 80 .2363 .2818

20-34 2 60 .2403 . 3480
3 40 ,1945 .3858

4 20 .4908 . 7662

1 50 .2739 .3349

2 50 .2475 .3584

35~-50 3 50 ,1731 ,3434
4 50 .2563 . 4175

(The setting of required final output in daily amounts means
that the total demanded over a period is independent of the
frequency with which purchases are actually made, although the
implications of varying this frequency, as in sequence 2, may
under some circumstances have significant supply and payments
effects.)
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The effect on prices is in accord with common sense., If
a sector lengthens its production period while its daily wage
rate remains unchanged then its total labour cost must rise,
and since ex hypothesi it is taking longer to produce the same
output, its labour costs per unit of output must rise., This
will vaise its price to other sectors, whose retail prices will

thus be pushed up although their own labour costs might not be
affected,

The illustrations of effects on the money flows provide a
convenient way of introduoing some of the summarizations of
monetary data whose appraisal is a major object of study.

Sequenece 1

Despite the assignment of equilibrium prices and other
devices to determine a static system, the process of starting
up the model from rest, and the transition periods when the
final demand vector changed, gave rise to very short-run lag
affects which could be neglected in examining the broad pattern
of flows but which had irreversible effects on some of the
stock variables; some minor imbalances occurred through rounding,
which also could be neglected in flow terms but whose cumulative
effect on the stock variables was more noticeable. During these
adjustment pericds, short though they were, a number of
transactions occurred at the 'vrohq' prices, since the assigned
prices were valid only for the equilibrium state.

The result was that although firms were throughout able to
meet their expenditures in cash, houssholds ran out of cash so
early that after the first period all their purchases were made
out of bank overdraft; nevertheless, bank advances remained
constant for much of the run, being reduced in total during the
middle of the run, since the households were able continuously
to repay overdraft from cash receipts by way of wages., The
importance of this short term bank finance is more apparent
from the flow figures cf the transactions matrix than from the
stock figures for bank advances outstanding at end-points. (See

|
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chart I.1/2 for the sources of expenditure, i.e. the row sums
EM, EA, ER and EM of the transactions matrix.) Pinpointing the
slight income-distributive effect of the rounding imbalance
requires supplementary information from the more detailed
transactions matrix printed out during the course of the run,
but not summarized and not shown here.

The slight net cash drain from households to firms gave
the latter small excess cash balances which were transferred
to nfi. This movement cannot be directly deduced from the
relative movements in bank and nfi deposit liabilities, although
chart I.1/3 makes it look as though it can. What are shown there
as "bank deposits" are adjusted in line with the usage in the
Reserve Bank's table "Money Supply and Selected Liquid Assets
of the Public", i.e. net of trading bank deposits held by nfi.
But although it makes sense at the micro level to speak of a
transactor "transferring® a deposit to nfi, in total the trading
bank liabilities are unaffected thereby, only the ownership of
the deposit being transferred.

It happens that for this sequence total bank deposit
liabilities can be arrived at by adding nfi-owned deposits to
the net bank deposits shown, but there are reasons why this
would not normally be the case. Where nfi lending occurs, since
such lending loses cash at the bank equal to the amount of the
loan, it can become large only if the nfi are receiving cash
from new depositors; the process thus implies a recycling of
deposits of the following form: A receives a payment initially
by cheque which he presents to the drawee bank, with whom he
accepts a demand deposit in satisfaction; subsequently he deposits
his own cheque with nfi, who thus acquire a trading-bank demand
deposit equal in amount to the debit to A's account. The nfi
lends to B by giving him a cheque on this demand deposit, upon
which B draws to make payment to A, who again passes it through
his account in the process of depositing a like amount with nfi.

There are two ways of treating this process analytically.
One is to cancel out, i.e. neglect, the passing through a's bank
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account of B’s second cheque to A, so that we should directly
connect the nfi loan to B with the acquisition of a's second
deposit, i.e. we should say that the nfi has created the second
deposit through its own lending; only the first of a's nfi
deposits would count as a shift hetween assets on aA's part, the
second subsumed into the deposit creation by nfi. The other way
is to refuse to distinguish between the first and second of a's
deposits, treating them both equally as portfolio adjustments

by a, in which case we should not speak of the nfi's ability to
create deposits through its own lending, but of its continued
ability to lend being dependent on this continued asset-shifting
by owners in the first instance of bank deposits.

The first way has considerable merit, since the nfi would
have acquired both of A's deposits while maintaining only an
amount at the trading banks equivalent to the second; it would
thus be operating on a fractional reserve ratio, and a tidy
analysis adding a third tier to the high-powered/ordinary money
structure would follow immediately. Nevertheless, it is the
second way that has to be accepted. In the first place, the
elision of the transaction through A's trading bank account is
inadmissible if the definition of money as a means of settlement
be retained, since in the light of that definition the elided
transaction is of importance in its own right and may not,
without inconsistency, be neglected. In the second place, we
have been able here to distinguish a's first from his second
deposit by appropriate labelling; we should not be able to
distinguish them in practice, since no one could tell whether a
given deposit with nfi arose as a consequence of nfi lending or
not; finally, the analysis implies a beginning and an end to the
transactions sequence, which in the context of the unbounded
transactions flow are meaningless. Nevertheless, since nfi do
in fact operate on a fractional reserve ratio, the total of their
deposit liabilities does not correspond to an equal amount of
bank demand deposit liabilities, and it is not clear what
meaning, if any, could attach to the sum of nfi and trading bank
demand deposit liabilities, whether or not the latter be adjusted
for nfi-owned deposits.
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The cycling of deposits brought about by B's getting
further into debt to nfi in order to pay to A, whose continued
deposits with nfi are providing the loanable funds from which
B's payments to A are financed, may appear implausible when we
think of 4 and » as two people but becomes much more believable
when we regard them as two sectors or groups of transactors.
Indeed, some such process is necessary if transactions are to
be sustained in a context of large and continued imbalances
in the monetary flows.

It also appears that a persistent growth in nfi liabilities
and assets requires egually persistent imbalances. Depositors
with nfi can acquire the idle funds to deposit only if their
receipts remain above their expenditures; borrowers, who must
be forthcoming if the nfi are willing to incur the expense of
attracting such idle funds, can need to borrow only if their
current expenditure needs exceed their current receipts. An
imbalance thus appears necessary for the nfi to be important.
That this may be more than a means of adjusting payments to
timing discrepancies may be seen in the fact that nfi deposits
and loans are in general longer term than bank deposits and
advances and cannot, like the latter, have the function purely
of absorbing short term discrepancies between expenditures and
receipts.

When trade credit, i.e. deferred payment directly, enters,
and when in general the timing of receipts and disbursements
differ, the designation of some period over which money flows
should balance becomes arbitrary; there is, of course, no "proper”
period over which money flows should balance. In the static
equilibrium of the circular flow, it would be possible to specify
some condition for any arbitrary aggregation period, e.gy. that
each transactor's outstanding debts owed by or to him shouid
remain unchanged between terminal dates, or that all net worths
remained constant, but difficulties would still arise for the
formal relationship if aggregation periods contained unequal or
split periods of income receipt.
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In a dynamic context balance conditions could not hold as
rigidly, and there would be nothing intrinsically wrong with
the existence of persistent imbalances and strongly active nfi;
indeed, this seems to be required if the money side of activity
is to be consistent with the neo-classical concept of finance for
business investment being derived from household saving. But
imbalances could occur in the other direction, so that some
business surplus receipts would be used, via nfi, to finance
household consumption expenditure, and elements of this can be
seen in most economies today.

Chart I.1/3 also shows the close correspondence, in this
sequence, between E¥ and Ry, and a similar relation holds for
advances. The relatively stable levels of deposits and advances
seen in the stock variables gives no clue to the very active
nature of the accounts, which can be deduced only from the flow
variables of the transactions matrix, If one is at all interested
in sources and uses of finance, the stock variables are not very
informative.

Sequence 2

The relationship between stock and flow variables is
brought out more clearly in the cyclical pattern of sequence 2,
the money flows naturally reflecting the cyclical movements in
the real flows. Charts I.2/2 and I.2/3 show the interaction
between bank current accounts, payments shuttling between advances
and deposits as the fluctuating course of transactions dictated.
(No other sources of finance were used; deposits with nfi were
made but, after the first period the amounts were again too
small to be significant.) Thus, even in the circular flow,
there is a need for short term finance, and a continuazion of
activity would be very difficult without it.

The relation between stock and flow deposit figures is
shown in I.2/4, the fluctuation in outstanding deposit
liabilities of banks being directly related to the activity
seen in the previous two charts rather than to nfi activity.
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Because of the limited number of sources and disposals defined
so far, the close relation between bank deposits and advances

is inevitable, but in a more extended range of possibilities
other sources of changes in deposits would arise from government
and foreign exchange transactions.

Sequence 3

The very lumpy production, which brought in real constraints
in this sequence, also produced greater demands on the monetary
system, The creation of money in the form of additional bank
deposits ceased when the bank reached its lending ceiling, but
since alternative finance was amply available from the nfi, who
had plenty of cash from the firms, no general finance constraint
reduced any transactions. After real activity had ceased
altogether money did not disappear from the system, since bank
and nfi loans to households could not be repaid once wage payments
had stopped, so that the money stock variables remained thereafter
at constant, nonzero levels (I.3/1).

More could be found out about the properties of the static
equilibrium circular flow; for example, the monetary effects of
replacement investment to maintain a depreciating capital stock
would bear examination. An attempt has been made to provide
some link with General Equilibrium analysis, but it is clear
that once we modify that analysis to distinguish real and money
sides in a context of time, we already depart from the
simplifications available within the usual specification of
the Walrasian structure, whose properties become less accessible
to formal analysis. 8Since a static economy is not interesting
from an economic point of view, we shall not pursue its analysis
any further; it is preferable to move into an attempt to develop
a dynamic analysis, which =z, be expected to present more severe
problems,

Two such problems have already been suggested by Run 1.
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The first is that of disequilibrium trading and production during
periods of adjustment, which in a dynamic economy can be expected
to occur frequently, if not continuously, with consequent
jrreversible effects on the stock variables; the second is the
possibility that inventory may run down to a point where
production ceases altogether. These will obviously require
attention in a dynamic setting.
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5.2 THE CIRCULAR FLOW IN A GROWING ECONOMY

Translating the static equilibrium of the circular flow
into a dynamic context raises a number of problems; on the real
side "equilibrium" can be represented as a steady expansion path
with a constant rate of growth, (1 + r)r, where 7 refers to
aggregation periods. But this trend rate cannot be assigned
directly to total outputs since these are endogenously determined;
it can be assigned to final demands for consumption, which at |
present are treated as exogenous, and provided that no constraints
operated and that any other components of final demand had the
same trend rate, then total outputs would also have the required
trend rate. In this case, prices set exogenously according to
(5.12) would be "equilibrium” since the trend rate would cancel
out between <x1>~ % and <v>.

Complications are introduced when capital and inventory
accumulation occur, since both may cause divergences on the real
side between the ex post rates of growth of final demand and total
output; these would not be serious if investment were assigned
exogenously with the common trend rate, when in the absence of
constraints the real equilibrium conditions would still apply.
Problems on the money side would be more troublesome.

Inventory accumulation comprises unsold stock for which
production expenses have been incurred but for which no payment
has yet been received; reduction of inventory involves actual
transactions in goods which are not included in current output
and for which no current production expenses are incurred. If
equilibrium, in the sense defined above, were maintained on the
real side, movements in inventory could be kept constant and these
problems would not arise; but even a steady trend of inventory
accumulation would still provide a source of monetary imbalance,
production payments always running ahead of sales receipts.

Investment in fixed capital involves money transactions
between the sellers who produce capital goods and the buyers who
use them in production; at the time of sale, the capital goods
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are treated as ordinary produced goods, being distinguished from
consumption by classifying the real guantities in a separate demand
vector. Once the purchase is completed, the buyers add them to
their own capital stock thus expanding the primary capital inputs
available for subsequent production. This follows the broad

lines of the standard treatment, apart from the fundamental
differences made by the timing mechanism and the money/real
distinction of the model; here purchases of capital goods and

their subsequent use in production are not formulated directly in
terms of aggregation periods but in terms of the sequential ordering
in which all transactors' activities are expressed. Depreciation
involves the physical reduction of existing capital stock without

an actual sale and purchase being involved. This need not present
problems on the real side, since it is gross investment which enters
into the final demand vector regardless of what rate of depreciation
is applied. It could raise a problem if the usual dynamic
equilibrium condition specifying the uniform growth rate in terms

of net investment were applied, since in that case there would be

a discrepancy between the final and total growth rates.

Increments in the labour fcrce affect production only in the
supply of primary inputs which in the absence of shortages do not
affect the real equilibrium condition; no capital cost of expanding
the labour force is defined and no monetary effects of such
expansion can thus occur.‘ It is thus inventory and capital
accumulation that raise the question of how much of current
expenditure by producers accumulating these assets is to be passed
on in current prices to buyers of final goods, since if these
costs are not passed on in current prices then the payments and
receipts of producers must differ in each period. There is nothing
intrinsically wrong with this, and indeed it may reflect the
situation referred to in 2.12 and 5.1, in which producers commonly
incur money debts in order to acquire real assets.

But it does make it rather hard to see how we would then
define "equilibrium" in the money flows, since as soon as we admit
the extension of credit into an equilibrium state most of the
characteristics which would otherwise provide possible criteria of
demarcation between equilibrium and disequilibrium become equivocal
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or misleading. For example, when a payments imbalance persists
the net payments drain must result in net transfers of cash, but
where the surplus receipts are lent back through nfi, transactions
might be able to continue even in persistent monetary imbalance;
it would be necessary to distinguish this situation from an
equilibrium one in which household saving is used (via nfi) to
finance anticipatory expenditure by business in the normal course
of growth, Ostensibly the required distinction is provided by

the traditional equilibrium condition of the equality of savings
and investment, but when real and money flows are distinguished it
needs to be made clear what the relation between real and money
saving would be, and how imputed money values would enter into the
equality in the absence of some prior notion of "equilibrium”,

Where goods are bought on credit for further processing, only
the value added needs an immediate cash payment, and the sale of
the finished goods for cash may involve significant transfers of
liquidity. Ultimately trade credit must be settled, but there
need be no ascertainable period over which, in general, this must
be done, or any definite point at which all outstanding debts
have to be cleared. On the other hand, the grand total of claims
arising out of all activity would cancel out between debits and
credits in the consolidation of balance sheets at any point of
time regardless of the prevailing state of the economy. Since
the distributive effect of imbalances has wealth effects, the
static equilibrium condition becomes simply that all net worths
remain constant. But in a dynamic context we would expect total
wealth to be increasing, and someone must hold the new wealth;
this would be further complicated by the mixture 5f real and
money variables involved in the notions of "wealth" and "net
worth". Finally, the aggregation period, while it may or may not
be arbitrary in every sense, is certainly arbitrary with respect
to any particular transaction or to the receipts and payments
totals of any particular transactor.

In general, it becomes doubtful whether a monetary
equilibrium, in a dynamic economy actively using credit, can
meaningfully be defined in any exact sense. But before we can
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explore the problems raised in this area, another problem super-
venes, and this calls for prior attention. This problem arose in
sequence 3 of run 1, in which the whole system came to a stop.

It occurred in a subsequent run, in which the system stopped in
all three sequences. The course of events on the real side in
that subseguent run merits a brief statement, since it gives an
example of the sort of chains of causation that we shall want to
establish,

The transition to a dynamic system was approached through
assigning a constant growth rate of 1.047 to gross investment in
fixed capital, to the labour force, and to consumption demand,
with an allowance for a constant proportional rate of fixed capital
decay. 1In the event the operation of a labour constraint at an
early point on the time path resulted in a rapid running down of
the system, which thus had no chance to reach equilibrium in any
sense. The constraint operated in sector 1, which had the highest
labour input requirement, and did not at first prevent output
generally from continuing to rise. The continued supply of
intermediate and final goods was met out of inventory which, with
sector l1's production held down by the labour constraint, could
not be replaced quickly enocugh and so progressively ran down to
nothing. The cumulative effect was to restrict supplies to other
sectors, inducing a rapid complementary feed-back in all sectors
between production and inventory. The effect of this phase was most
severely felt in sector 4, where the reliance on intermediate
supplies was greatest, and production activity first ceased
altogether in sector 4. Sector 1 was in fact the last sector to
go out of production.

Given adequate short-term data on real sectoral outputs some
hint of Thnis could have been picked wup from locking at leading
and lagging sectors, but more di-ect information on the sequence
of constraints operating is necessary to establish causation
with any precision. The ability to trace such chains of cause
and effect must play a key role in following through the trans-
mission of disturbances throughout the system. The disturbance
must arise somewhere, i.e. it must first affect some particular
group of transactors; if it is significant for the system as a
whole, some rational explanation must be found of the way in which
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the primary phase, i.e. the initial impact and the beginning of
the spread to other groups, leads into the secondary phase, in
which the effects have become general and consequential
disturbances are arising throughout the system.

As it stands at present the model has an inherent tendency
to respond to an encounter with a constraint by setting in motion
a series of events which, instead of reducing activity to a lower
path consistent with the constraints, stops it altogether. This
is directly due to the lack of any response mechanisms to restrain
demand, which is met willy-nilly out of inventory as long as there
is any inventory at all; thus, although the presence of a real
constraint ultimately becomes enforced upon users of output, they
are confronted with it only when it is already too late to halt
the downturn.

It is hard to believe that a supply shortage in one sector
is at all likely in the normal course of events to bring about
such a definite cessation of all production activity, since one
would expect a modern economy to be more resilient. The model is
thus unrealistic in this important respect.s It is, of course,
bound to depart from descriptive faithfulness in many ways, and
the qguestion arises of specifying which general characteristic of
a modern economy has been omitted or falsified in a way that leads
to this result as a necessary consequence of an encounter with a
real constraint.

The model could be made less sensitive to disturbances by
reducing the extent of the interdependencies; the number of sectors
is small and the technical coefficients unrealistically large.
However, the idea of sectoral interdependence is important to
discussions of feedbacks and of the effects of inflation and
unemployment, and there is something to be said for exaggerating
this characteristic in order to bring out its effects more clearly;
what is involved is mainly a matter of emphasis and it does not
appear that, within the model structure, the downturn can be
prevented by reducing this emphasis unless the intersectoral
interdependencies are made analytically insignificant.




The model is also unrealistic in the omission of price,
income and demand feed-back effects. These will undoubtedly
need examination in their own right, but any particular feed-back
effect between money and real variables ultimately implies a
specific type of behaviour, which cannot be dragged in as an ad
hoc device to get rid of an embarrassing structural defect.

In short, the problem is one of fundamental structure, and
needs to be tackled on that level. It arises in the operation of
constraints, and what ies required is either some guarantee that
constraints will not operate, or some check to the irreversible
downturn that comes into play when constraints do operate. Thus
what is required is either the complete elimination of the primary
phase, or isolation of this to eliminate the secondary phase, or
some means of mitigating the effects before the secondary phase
takes over from the primary phase in importance.

That constraints must operate from time to time follows from
the fundamental notion of "economic activity”. Economics, in any
form recognisable to modern economists, is the study of scarcity of
means relative to ends. Both means and ends are ultimately functions
of knowledge and social organisation, and hence are not permanently '
set. But for any given structure of living patterns and of resource
use within a given material technology, the usable resources are
relatively scarce, each use having its opportunity cost, and in
this sense a "real ceiling® is implied as a first characteristic of
any modern economy. If real constraints are operative in any
significant way, they must be experienced by somebody; thus the
system, as a condition of its being an economic system, must be
defined for the operation of constraints in some way that makes
sense in terms of people's behaviour.

If a system encounters constraints in the normal course of
events then it presumably does so in such a way that total disaster
is not the inevitable outcome of aili such encounters. (Abnormal
encounters, as for example a general shortage of customary energy
sources, or some natural cataclysm, might well be decisive.)

The primary phase cannot reasonably be eliminated if the model is
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to be an economic model; since real constraints must be
communicated in some way to all users of whatever output is
affected by the constraint, not all of the secondary phase can
be eliminated; we are thus left with the remaining option of
mitigating the effects on the system as they occur during the

two phases. We shall refer to the general concept as a "real
floor” to production corresponding to the real ceiling set by
resources limitations; an important characteristic of this real
floor must be a means of holding back some inventory from
immediate consumption in order to protect at least some minimum
reserve supply of inputs to sustain further production. This
calls for two things: a distinction between those produced goods
available for supplying intermediate inputs, and those available
for immediate consumption; and a priority ordering to ensure that
intermediate supply overrides consumption supply whenever depleted
inventory makes it necessary.

One of the falsifying simplifications of the model is that
only one inventory variable is defined for each producing sector,
and while the process of aggregation into sectors involves lumping
together many kinds of good as one good, a broad distinction between
raw materials, semi-finished goods and final goods is still
meaningful. The distinction may, of course, be conveyed by
allocating goods in these three categories to different sectors,
which accords with the identification here of kinds of goods with
sectors, but not with the technical coefficient matrix which in
that case ought to be triangular as a basic structural characteristic.

Where the different stages of processing of goods is not
conveyed by the distinction between groups of transactors into
sectors, then each sector may have to be seen as carrying goods
of more than one type; strictly, this would call for the
specification of two or more separate inventory variables for
each sector, each variable having its own dimension of measurement,
and a priority rule for allocating production between the different
types of inventory. Pursuing this line of thought further would
lead us into a consideration of whether similar producers could
properly be seen as producing goods at various stages, and




233,

ultimately into the whole basis of sectoral classification.
8ince, in such a consideration, we should have to take account
both of the elements in tiered form in manufacturing and
distribution, and of the different structure in which such goods
as oil, building materials, transport etc., were subject in some
ways to competing demands from consumers and manufacturers, we
should be led much too far afield for present purposes.

We shall apply two criteria in deciding how much it is
necessary at this point to approach descriptive reality more
closely, PFirst, macro ceilings cannot be known directly to
individual transactors, and even if they were there is no reason
to suppose that transactors would alter their behaviour until
obliged to do so; shortages of supply, within the market framework
adopted, can be known by and enforced upon individual buyers as a
rule only when specific demands are refused by sellers owing to
actual shortages of goods known at the point of sale.® Secondly,
considerable simplification must be accepted, and it can be said
to have gone too far only when its analytical consequences are
destructive of or misleading for the purpose of the model.

Both criteria would be met by the expression of an adequate
set of priority orderings, which could be conveyed quite simply
by restating the supply condition so that only a set proportion
of inventory is available for supplying consumptior demands. 1In
this restatement, it is necessary to consider the relation of
current inventory to target inventory, in order to measure the
extent to which inventory is being replaced through production.
This calls for an amendment to target inventory, which would, if
held constant, place an absolute ceiling upon consumption thus
eliminating the main growth factor from the path of events.
(Target inventory was held constant in the previous run in order
to meet one condition for equilibrium in the monetary flows,)
This merely implies that, in a demand-oriented economy, growth
is impossible unless producers generally are willing to plan
for their production and their inventory holdings to grow.
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Run 2

The constant trend rate of growth was retained for gross
capital investment, the labour force and consumption demand. It
was extended to inventory, and a limit on supplies to consumption
was set arbitrarily to reserve from current inventory an amount
equal to half the current target inventory. The allowance for
fixed capital decay was also retained. No other changes were
made from the previous (trial) run, and together these
modifications describe the transition from run 1.

The labour constraint operated early as in the previous run,
but in sequences 1 and 2 the limitation on consumption supplies |
protected production and avoided the zero downturn which had
occurred without the consumption supply rule. As a result,
sector l1l's supply to consumption was restricted to a lower path
than that assigned, but other sectors continued to be supplied
with their required inputs, and thus were able to continue to
meet production demands in full, Production thus continued to
grow (charts II.1/1 and II.2/1).

With timing differences in production now added in sequence
3, the much larger production needs of sectors with longer
production periods drained inventory; the consumption limitation,
which did not apply to intermediate supplies, no longer sufficed
to provide a floor, and all production soon ceased through the
process previously described.

A comparison of flow and stock variables on the money side
is shown for sequence 1. Charts II.1/2 and II.1/3 show respectively
sources and disposals flows (i.e. row and column sums of the
transactions matrix); II.1/4 show the time series for some
associated stock variables (loan assets of banks and nfi, and
trade debtors), together with drawings on overdraft (EA) which
are repeated to provide a comparison of scale between II.1/2 and
I1.1/4.

In II.1/2, cash payments (i.e. EM, debits to bank deposits)
include cash payments to nfi (recorded separately as Ry) and cash
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payments from loans made by nfi (Ev). EM has not been adjusted
by deducting these, since raw data on debits to bank deposits
would include such money-debt exchanges as well as money-goods
exchanges, a direct implication of the definition of "money"” as
a means of settling a debt. Thus in order to arrive at the
money-goods exchanges financed out of buyers' own cash holdings,
we should have to adjust the bank flow data by similar flow data,
as e.g. EN and RN, derivable from nfi, and from all similar
transactors involved in money-debt exchanges.

Making these adjustments to B does give a greater relative
importance to EN than the uncorrected EM suggests, but even so
II.1/4 greatly overstates the importance of nfi finance relative
to other sources of funds for payments. The tendency to turn to
trade credit towards the end of the simulation period shows that
both bank and nfi lending abilities had become fully extended.
This does not, of course, imply that when the money supply created
by bank lending had reached the ceiling imposed by the fixed
reserve balance and fixed reserve ratio this produced an immediate
end to bank lending. An active and growing turnover of existing
overdraft continued after money supply had reached its ceiling,
as one would expect when firms continued to receive cash through
their sales. It does suggest that the fixed monetary base (i.e.
bank reserve balance) is becoming inadequate as the volume of
transactions grows.

Sequence 2 differed in no major respect except for the
cyclical effect produced by events on the real side, and a
slightly greater use of trade credit towards the end. The more
pronounced movements between overdraft and bank deposits are shown
in the sources of expenditure, chart II.2/2.

While the floor has worked well enough up to a point, it
has clearly not been developed far enough, since a more general
statement of the basic relations between real and monetary
activity needs to take account of possibly extensive timing
disparities, and the floor will need further modification before
we can return to the outstanding major problem of first defining
and then finding a way to reach monetary balance.
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5.21 THE FLOOR

Where the floor, which at present is provided only by restraints
on consumption supplies, fails to halt the downturn it is because
of the exhaustion of inventory in one or more producing sectors
by the supply of intermediate inputs to other sectors, and this
is most noticeable under extensive timing disparities. The
diagonal elements of the technical coefficient matrix are nonzero,
so that intrasectoral inputs are needed for production, and when
these are not forthcoming the deficient sector cannot replenish its
own inventory: its own production and that of using sectors hence
cannot be revived.

Unlike the distinction between semi-processed and final goods,
this could not be remedied by restricting attention to triangular
matrices, since even triangular input-output tables commonly have
nonzero elements in the diagonals, so that the problem is more
fundamental, Only a few cases can be found where an industry
actually uses its own produced output as a further input, seed-
corn and breeding livestock being extreme cases; parallel cases
are hard to find in manufacturing, and the nonzero diagonals arise
in practice from different stages of manufacturing being aggregated
into one sector. Nevertheless, on a similar argument to that
before we shall extend the supply constraint to differentiate also
between intersectoral and intrasectoral supplies, with a
corresponding three-stage priority ordering.

It must be conceded that this three-tier classification and
priority ordering is only tenuously in contact with the complexity
of stages of processing and of types of inputs, but it does at
least recognise the need to make such distinctions. That they
ought to be carried further, with whatever implications for
orthodox input-output analysis, can hardly be denied. But we
shall not do that here unless the analytical consequences of not
doing so become too severe to be ignored.

At all events, whatever form of representation is used,
the basic principle remains: if the resources devoted to immediate
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consumption are at the expense of the supporting production
needed to maintain that consumption, then production must, at
least temporarily, take precedence over consumption if economic
suicide is to be avoided.

There is another feature of modern economic activity which
might conveniently be introduced at this point. When suppliers
are unable to meet demands immediately, very often they will try
to retain customers by accepting orders for deferred delivery.
This is also a characteristic of some firms' ordinary practice,
when production is undertaken to meet specific orders rather than
for some general market., For these reasons, longer order books
and extended delivery dates are frequent signs of shortages of
supply. Although order books are sometimes used in consumer as
well as in intermediate transactions, their use is rather more
general in interfirm transactions, and in introducing them into

the model we shall restrict them to that use. Thus, in the model,

consumer demands that cannot be supplied within the restraint on
consumption supply will not be carried forward, but where firms
cannot be supplied with the full amount ordered the remainder
will be placed on order books pending the replenishment of
inventory. Outstanding orders will be taken into account in
setting production targets, and delivered when available. 8ince
there is no point in allowing orders to accumulate indefinitely
when demand remains above the real ceiling, an arbitrary limit
is to be placed upon the total of outstanding orders any sector
will retain on its order books.

We shall not attempt at the same time to introduce monetary
feed-backs to the real side, but some preparation may be made,
without affecting the course of real events, by changing the
basis of pricing. This, initially, is to be based upon direct
labour costs, with some arbitrary markup to take account of
other production expenses, including inventory and fixed capital
accumulation. Obviously, this cannot except by accident yield
"equilibrium" prices in any sense. By way of preparing for an
examination of profit and liquidity relations, valuations of
inventory and fixed capital assets need to be included in
balance sheet assessments of net worth.
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The floor was modified by adding to the existing constraint
on consumption supply a constraint on intersectoral supplies to
reserve an arbitrary 20% of target inventory for intrasectoral
supply. Unfulfilled intersectoral orders were retained up to an
arbitrary limit on order books, and supplied when inventory
permitted. On the money side, prices were set according to an
arbitrary markup on direct lahour costs, of 30% and 250% for
intersectoral and final sales respectively. Book profit included
some valuations (at 60% of cost) of fixed capital assets and
inventory. The main effect of the floor modification was evident
in sequence 3, but some minor diversion of output from consumption
to intermediate supplies appeared throughout. Details are given
below.

In sequence 1, the combination of labour constraints and
order books produced some cycling, but otherwise the general
course of output was much the same as in run 2, the main
difference being in its disposal. The production of sector 1
was devoted almost entirely to the provision of supplies to
other sectors. Sales of intermediate supplies kept close to the
labour ceiling, at times exceeding it when inventory permitted;
consumption supplies remained very low until period 21, after
which they ceased altogether. This made all sector 1's output
available to service the other sectors, which although at times
forced to restrict some consumer supplies managed to keep them
growing at a relatively slow rate. The labour ceiling was not
operative in the other sectors, which were nevertheless restrained
by input supplies from sector 1. (The course of real output, the
effect of the ceiling and the floor on disposition of supplies,
and the consequent effect on sector 3, are shown in charts
III.1/1, III.1/2 and III.l/3 respectively.)

In sequence 2, ocutput again followed the same course as in
run 2, but with more pronounced cycling, except in sector 1
whose output was identical with that of run 2. (Chart III,2/l.)
The supply restrictions operated much the same as in the first
sequence, except that consumption supplies from sector 1 ceased
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earlier, and in sector 4 the timing difference in consumption
produced more marked interaction with the consumption supply
constraint. (Charts III.2/2 and III.2/3.)

In sequence 3, the main impact of the adjustment to the
floor became evident. Instead of ceasing early, as in the
corresponding sequence of run 2, activity continued throughout
on a generally rising trend. (I11.3/1.) Sector 1, instead of
ceasing to supply consumption as in the first two sequences of
this run, actually continued to supply consumption intermittently
throughout. (III.3/2.) This was because the staggered production
periods allowed sector 1 to build up inventory enough at times to
supply some consumption demands before heavy intersectoral demands
came in. Sector 3 now also encountered the labour ceiling from
time to time. (IXI.3/3.)

In the absence of monetary feed backs, monetary flows
naturally followed the general pattern of real flows, with similar
cycling. The arbitrary prices set up a significant imbalance in
the monetary flows, with a persistent net cash flow to households.
Sources of expenditure were cash, bank overdraft and nfi loans,
with more reliance on nfi in sequence 2. 1In all three sequences,
bank overdraft continued to be an important source of payments
after bank lending had reached its absolute ceiling, owing to the
operation of nfi which allowed the continual repayment of over-
draft. (III.l/4, III.2/4 and III.3/4.) Further imbalances in the
monetary flows arose from a considerable investment in fixed
capital and inventory by firms, which owing to the conservative
balance sheet valuations reduced profits a little, although the
misaligned prices would in any case have enforced losses on
producers.

The modification to the floor appears to have resolved the
problem arising from the impact of constraints; problems remaining
on the real side are those of excessive capital accumulation and

of substantial unemployment.

In general, monetary imbalances can be expected when prices
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are fixed and arbitrary, and it should be borne in mind that the
problems of defining and reaching a monetary equilibrium remain to
be solved. Although it is traditionally acceptable simply to
assume that prices, in some unspecified way, become set according
to (5.11), which does raise fewer problems than (5.12), and that
they are so set before any trading takes place, 8¢ that trading
at false prices is eliminated, we shall not do that. As
behavioural assartions these need .wuch better justification than
is yet available, and we gcertainly cannot legitimately feed a
general eguilibrium ex post solution into micro ex ante decision
functions. A movement towards introducing some flexibility into

prices will be started in the next run.

The unstable and intermittent course of consumption has as
its proximate cause the operation of the floor in diverting
resources from consumption to intermediate supply, and although
this mechanism is fundamentally necessary in order to maintain any
consumption at all in the long run, it is associated in run 3
with excessive capital accumulation. This high real saving is
complemented by high financial saving by households. This could
be adjusted by raising prices, but in the absence of monetary
feedbacks this would merely transfer the monetary saving to
producers without affecting the real saving.

The idle capacity resulting is also complemented, in some
sectors, by high unemployment, and ultimately the prime source
of a large part of these undesirable features is the labour
bottleneck in sector 1. Thus the labour ceiling, which does not
operate directly on other sectors, restricts the production of
sector 1, and is felt indirectly through the consequential
restrictions on supply to consumption and to other sectors,
which give rise to idle capacity and unemployment in those other
gectors. Some real saving is enforced upon all sectors by the
labour ceiling in sector 1 (in conjunction with exogenously-set
investment), and it is a fortuitous consequence of the particular
prices set that the associated monetary saving ends up in the
hands of households.

Even after allowing for this, the level of real saving is
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still too high, and is not only inappropriate from a social point
of view but is hardly reconcilable with behavioural factors at

the micro level, since only the most pig-headed of producers would
continue investing at this rate when both falling profits and
persistent idle capacity would suggest caution. On the other hand,
the general level of unemployment, while obviously inappropriate
from a social point of view, is quite consistent with behaviour

by individual producers, who do not usually regard the general
level of unemployment as requiring their personal action.

At this point it becomes apparent that the notion of full
employment is equivalent to the notion of the labour ceiling being
encountered generally, which in the model must mean that some
employers are experiencing, from time to time, actual shortages
of labour which enforce temporary restrictions on their output.
This notion is much closer to the rough, practical guide already
used, that of excess of unemployed over notified vacancies, than
some “"equilibrium” notion of a level of employment in which
neither unemployed labour nor shortages of labour exist. But as
soon as we look at it in the context of the theoretical apparatus
provided by the model, the rough practical guide gives us another
measure; while the difference between unemployed and vacancies
indicates the extent of unemployment, the absolute level of the
lesser figure may indicate the extent to which the economy provides
insufficient flexibility in shifting factors. This point is
deferred for discussion until the following chapter.

In the meantime, we shall continue to follow up the discussion
of the monetary factor.
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5,3 THE MONETARY FACTOR

Money has been passive in the model so far for two reasons:
(i) direct feedback mechanisms from money to real variables have
been omitted, in the sense that there have been no money arguments
in real response functions; in their absence monetary variables
could have affected the actual course of real output only through
acting as a constraint on purchases, with consequent effects on
production from the demand side; (ii) money did not in fdct act
significantly as a constraint, since although the monetary base
formed by bank reserve balances has been held constant, the
operations of the nfi kept enough cash circulating, although
towards the end of the simulation period in some cases the system
was reaching the end of its ability to keep this up as the volume
of transactions grew; trade credit was further available as a
back-up. There are a number of ways in which the model is
descriptively unrealistic on the monetary side, and we shall now
look at some of those.

The unconstrained nature of trade credit, which except for
wage payments is freely available on demand without limit,
neglects considerations of creditworthiness, cost, and both
borrowers' and lenders' current liquidity. Bank and nfi lending
are constrained in the model by the state of the lender's
ligquidity, but by no other consideration; yet in practice would-
be borrowers are often refused on the grounds of their own
liquidity or solvency position, even when the lender is in a
position to lend. Cost of borrowing may not have the overriding
importance that orthodoxy attributes to it, but that does not
imply that it can be neglected altogether. A consideration of
cost would require the introduction of interest rates; this in
turn would open up the model to considerations of portfolio
adjustments by lenders and by transactors generally, of the
structure of interest rates, and of the relative importance of
the cost as against the availability of credit as restraining
factors in expenditure. Since these are all behavioural elements,
they are essentially micro, and suggest different ways in which
monetary adjustment responses could generate disturbances in the
internodal flows.
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On the consumption side, the exogenously-set final demands
remove any direct correspondence between spending and income.
Two concepts of orthodoxy are relevant: (i) the income constraint;
this does not operate as such in the model, since the payments
constraint may be considerably extended by the use of credit beyond
current income; as a behavioural factor it would be alternatively
related directly to income through some effect of (ii) the
consumption function; this would provide some obvious means by
which higher household incomes would be reflected in higher
consumption spending; if it worked in both directions, it might
also supplement or replace the budget constraint proper by reducing
spending when incomes fell, although some concept of a budget
constraint might still be necessary if a particular specification
of the consumption function were at times to run households into
liquidity difficulties.7

On the investment side, there are reasons for relating the
rate of accumulation of producers assets, fixed and working, to
monetary variables; but, equally, there are good reasons for
relating them more directly to real variables. In either case,
the place of "the interest rate" ought at least to be commented on.

We shall not be able to follow up all of these ideas;
limitations of time and computer space would in any case supervene.
A choice has to be made.

Although many features of a modern economy have been played
down or excluded from the model altogether simply because of the
impossibility of dealing with everything at once, the exclusion
of interest has been quite deliberate. In the Keynesian analysis
and post-Keynesian derivations therefrom, "the" interest rate has
been given a quite crucial place. The result is a heavy commitment
of the whole paradigmatic structure to a particular view of how
interest rates enter into ecconomic activity. One can without
inconsistency accept the view that the concept of "the" interest
rate is grossly overplayed, while still attributing importance to
the effect of relative interest rates both on portfolio adjustment
by lenders and on financing decisions by borrowers. An approach to
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the analytical effect of the second effect is as follows: as a
behavioural factor, relative interest rates are basically a
matter of arranging priorities in sources and uses of funds;

as soon as alternative sources and uses were defined in the
model, such priorities had in any case to be defined in order

to provide a basis of selection. The present schedule of
priorities is a simple ordering, any payment being financed from
own cash, bank overdraft, nfi loans, and trade credit (for other
than wage payments), in that order; the introduction of interest
rates into this mechanism would have the same analytical effect
if cost of borrowing were the sole criterion and the cost
ordering of the various sources followed the existing choice
ordering. It would allow a refinement of the priority orderings
if relative interest rates were allowed to vary.

S8uch a refinement could be brought in by stressing the
portfolio effect of relative interest rates without attaching
importance to "the interest rate" or to some "general level of
interest rates"; nevertheless, in view of the prime importance
that attaches in Keynesian theory to the notion of "the interest
rate" - in conjunction with that of "the money supply"” - as a
primum mobile of the system, an importance rather greater than
experience warrants, it seems wiser to try to find some alternative
view of money in economic activity that does not commit the whole
structure to this dubious notion; certainly we want to be free to
bring in interest rates at points where they are known to be
important, without being obliged to bring them in simply in
default of any other organising or reconciling principle of the
system. The underlying purpose of providing an alternative is more
sharply brought out if interest is not defined at all in the model.

The unlimited availability of trade credit, for which no
repayment mechanism is defined, is a definite fault of the model
as currently formulated, particularly in view of the discussion
of pp. 96-98 above.

This fault has not so far resulted in severe analytical
consequences, and with both consumer demand and producers' prices
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being independent of income and payments flows it is hardly
likely to be. Under these conditions, a monetary imbalance sets
up persistent net cash flows in one direction, so that cash
would not in any case be available to the heaviest borrowers
since they would remain the losers on the flows; the bulk of
trade credit could thus not be repaid as long as the given
imbalance in the one direction persists. The discussion (pp. 96
-98) did point out that, regardless of undertakings or credit-
worthiness requirements, no borrower can discharge his debts if
he is not getting money in. Until, therefore, some monetary
response mechanisms are available to reverse net cash flows,
surplus cash to repay credit is unlikely to be sufficiently
available to debtors.

In the meantime, there is some advantage to be gained, since
while trade credit is freely available to all purchasers of goods
it is not available for payments of wages, which must be met in
cash (borrowed from banks or nfi if necessary). If this
requirement is sufficient to impose a ceiling on production
relative to the monetary base, then its effect is more easily
isolated if we ensure that other obstacles to the extension of
vendors' credit do not modify or obscure it. Moreover, the
introduction of significantly tighter restrictions on credit of
all kinds would undoubtedly yield a monetary downturn which might
bring about a real downturn regardless of the real floor, and
since the conjunction of the two would be highly complicated we
cannot deal with them both at once; we should certainly want to
distinguish sharply between primary disturbances arising on the
real side and those arising on the money side, particularly since
the first is structural and the second is a matter of specific
behavioural mechanisms.

Two monetary response mechanisms call for immediate attention:

those on the consumer demand side, and those on the producers'
side involving profits and prices.

Consumer Demand

Standard preference analysis, formulated in terms of the
constrained extremum problem structure and the simultaneous




246,

equations approach, requires us to accept the proposition that

all consumption decisions, given an income or a budget constraint,
are made with all possible spending opportunities simultaneously
present in the mind of the purchaser, so that the best bargain can
be made over the whole range. In this context, as we have stressed
above, the current paradigm is generally silent about actual
encounters with scarcity and provides no explicit machinery for
analysing them. We therefore need to provide some alternative
organising idea and problem structure for consumer choice as the
source of demand.

The general organising idea is already given by the designation
of the nodes in 3.22 above. It is implied there that a transactor
will respond in the same way to the same external stimulus each
time it is received, unless either some other stimulus or some
internal stress changes the configuration at the node. A rationale
for this as a ctypes of consumer behaviour is found easily enough
when one considers the array of factors that enter into an
individual's felt needs. Apart from the general influence of
social interaction, consumer needs differ sharply according to
family and other commitments, income, job status, social class and
so forth, and these factors are generally changing over time for
any individual. Xnowledge of consumption opportunities also
varies, and given the cost and effort of experimenting outside
their immediate experience and felt needs, consumers in general
are forced into economising on buying and budgeting decisions in
two ways: (i) by adopting a system of priorities so that they
cover their most urgently-felt needs first and meet others as and
when they can; (ii) by settling on particular goods, particular
shops and particular sources of finance to supply their customary
needs. It cannot be supposed that consumers take the trouble to
ascertain the price of everything before buying anything, and
inevitably mental attention at any point of time is concentrated
on one aspect only of the whole field of consumer decisions,
much as visual attention is concentrated on a part only of the
whole visual field.

The simplest representation of these ideas appears to be as
follows: we shall assume that there is some minimum requirement
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for goods, exogenously determined;s these are defined in real terms
as physical quantities, to be bought at whatever pricea are
currently being asked as long as any means of finance or credit
permits. Any residue of current income remaining is then allocated
in money terms over the branches of consumption in accordance with
some preset scale of priorities, the actual amounts of money to be
spent on each good being determined first, the guantities that
these will buy from each sector being determined by that sector's
price; at this point sufficient wages might not have been retainad
if some wages have been used to repay overdraft (or some other
debt),9 so that a monetary constraint could still operate; otherwise
the total amounts demanded will be determined; the amounts actually
supplied will still be contingent upon supply conditions.

This results in a consumption function in two stages; income
is first used to buy committed or customary purchases; the remainder
- the truly "discretionary" income - is allocated from the relidue.lo
The small number of sectors used in the model for simulation obliges
ue to use the same sectors - and by implication the same goods - for
discretionary as for customary expenditure, so that the distinction
between committed and di:~retionary income is not specifically
represented as a difference between types of goods. Many of the
major difficulties of a thorough~going demand theory have not been
tackled here.?? Nevertheless, demand does here enter in a meaning-
ful way into the internodal transmissions.

Profits and Prlices

Signals communicated through profit records are by no means
the only stimulus to corrective action by firms; all of the real
and money stock variables in a node's configuration are within its
knowledge, at least ex post, and may convey signals; there is
already one response mechanism defined, i.e. the inventory
replacement rule for production. This happens to be a response
on the real side to a signal on the real side, but there is no
reason why real responses should be confined to real signals, or
monetary responses to monetary signals; there is also no reason
why the stimulus-response relation should be one-~to—-one.
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We cannot discard the inventory-replacement rule, since it
plays the fundamental part set out in 4.1. But it could still
be modified, so that the amount of inventory-replacement is
altered by some additional signal, as it might be profits, or
some broader set of signals conveying some assessment of the
relative strength of demand. We shall, however, confine attention
here to the two main tasks immediately in hand, the correction of
net payments outflows arising from monetary imbalance, and a
means of preventing excessive build-up of idle capital through
overinvestment.

While a monetary signal could be used in defining a response
mechanism to deal with overinvestment, there are several reasons
why it would not be a good idea for producers to use a monetary
signal. The relation between investment and capital needs for
expanding output is surely a direct one in real terms, not only
in underlying causation but also as it can be seen by producers,
who would surely be more directly and immediately aware of the
presence of idle capacity than could ever be deduced from their
profit and loss account, even if they could afford to wait for it.
While the presence of large or persistent idle capacity ought to
be a clear signal to restrain investment, high current profits
may occur from reducing inventory and failing to replace
depreciating capital stock; but low profits might occur when
capital stock has been allowed to run down and is inadequate to
sustain the level of production required; on the other hand low
profits could arise from overinvestment beyond the amount
warranted by current or prospective sales. Profits are thus an
equivocal guide to investment decisions, and offer no clear
signal in the absence of the more direct knowledge about the

relation of current capital stock to current and planned production,

which should in any case be directly knowable by individual
producers. We shall therefore use the simple rule of allowing
investment to grow autonomously along its usual trend, with a
direct bar to new investment when excessive idle capital is
directly observed.

Equally direct information about payments imbalances is not
usually available, in the absence of some definable period over
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which payments figures should balance, particularly when new

money capital is being raised and when external finance for
current operating expenses is also involved. Cash-book type

data is not in practice given the importance in management that
balance sheet data 13,12 and certainly in a context of generally
available credit the associated liquidity problems may not be
forced upon the attention of producers. In these circumstances,
poor profits are probably a clearer signal that prices are "wrong".

There are, of course, a number of responses that a firm may
make to falling profits: selling campaigns, internal
reorganisation, product diversification, amalgamation, reduction
of inventory, etec. But that wide range of responses cannot be
dealt with here, and is left to micro theory to tackle (with
whateve; consequent effects for macro theory). We shall therefore
define a simple profit-price mechanism, in which a falling-off of
profits is taken as a signal that prices are "wrong" and need
adjusting. It is not immediately apparent which way the response
would work; for example, when firms experience a falling-off of
profits would we, in general, expect them to raise or lower prices?

There is some warrant, with fixed input proportions and a
relatively inelastic demand (given by the committed expenditure)
for expecting firms to raise prices when profits weaken. This is
more generally likely in a context of continuing boom or inflation,
since in such circumstances lower profits are frequently
attributable to rising production costs, and firms do usually
pass such increased costs on when they can. There is no
corresponding rationale to justify a symmetrical fall in prices
when profits rise; it may be that some products will tend to fall
in price as they become outdated, or when increasing concentration
brings economies of scale, or when government intervention or the
fear of it impels producers to avoid unusually high profits.

There seems to be no particular reason why producers should
actually want to pass on lower costs to consumers, and an appeal
to the notion of "competition" requires much more careful spelling
out in terms of the internodal transmissions if it is to be
meaningful. We shall stop short of this, and simply assume that
firms trading successfully will not in general feel impelled to
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lower prices except in response to external pressures from
government or from other firms. Government pressures are not

yet under consideration, since the emphasis of this chapter is v
on the rules by which a market ecmnomy finds its own reconciliations
through the markets, i.e. through transactions. Pressure from
competitors falls within this rubric, but since no form of sub-
stitution is defined that is part of a larger problem which

cannot here be attempted.

We shall therefore define price rises in response to profit
falls without symmetrical price decreases when profits rise; it
would be desirable to have some notice taken of the level of profits
as well as their direction of change, and we shall incorporate
this. Trading has to take place before any profits can be
reckoned, and some "initial" price base needs to be set. By far
the commonest practice is to take a fixed figure for unit current
costs in production, and some fixed markup to cover overheads
including servicing of fixed capital. We shall approach this
from the present basis in the model of arriving at prices initially
by applying an arbitrary markup to labour costs. Since we
already know that this does not in general give "equilibrium"”
prices, we shall be able to see whether the profit-price response
does in fact move towards a better balance in the monetary flows.

The pricing rule clearly cannot lead towards stable prices:
if one sector raises its prices to correct its profit position,
costs to other sectors must increase, and their prices are likely
to have to rise accordingly to protect their own profits. This
is bound to be inflationary; the main brunt must be taken by
households, since with rising prices and constant wages one can
expect substantial losses to households, unless the multiplier
effact nitigates them. It may be, that with wages and prices so
defined, there is no way open to households through which they can
reverse income flows in their favour, since any temporary success
must bring further price increases in retaliation.

& trial run in which households were provided with a means of
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retaliation by raising wage rates was attempted; this predictably,
in the structure of the model, led to such rapid inflation that
it became obvious that the more pervasive type of wage-price
spiral which stops, or is stopped, short of hyperinflation cannot
be defined in these simple mechanisms. It is, in fact, extremely
likely that the same sort of ceiling and floor mechanism that had
to be developed on the real side will also be needed on the
monetary side. We shall first see how the relative price and
income flows, and the real variables, react to the monetary
feedbacks described,

Run 4

The following modifications were made for this run:
Investment Constrhaint:

The autonomously growing investment rule was maintained,
but modified by a bar to new investment when 50% idle capacity
was reached.

Multiplienr:

Consumption expenditure was defined as the sum of two
components, autonomous and induced. The autonomous expenditure
was specified in physical quantities of goods to be bought, and
given the common growth trend. (It would hardly have been
consistent with the growing labour force to keep total basic
needs constant.) This was costed at current prices, and the
money amount deducted from household (wage) incomes of the previous
aggregation period. (There is no theoretical basis for this choice
of period; all that is required is some determinate period over
which income has been received; but since this is arbitrary, it
might as well be the aggregation period for programming convenience.)
The residue was apportioned in money terms according to fixed
weights of ,1250, .1875, .2500, .3125 for purchases from sectors
l, 2, 3 and 4 respectively. This left a residue of .1250 of
discretionary income saved in money terms ex ante; ex post money
saving then became conditional on prices, and on supply and
financing conditions; no direct connection with real savings is
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established, and indeed there need be none since there is no
direct connection between costs, inputs and payments. The
discretionary expenditure allocated to each sector then determines
the quantities purchased when divided through by the appropriate
prices.

Marnkup Priedng:

This used two argument, the direction of movement of profits
over the two previous aggregation periods, and the sign of profits
for the previous aggregation period. (This was selected on the
same basis as the period used in the consumption function.) The
rule adopted is that prices increase by 2%¥%, 5% and 74%
respectively according to whether profits have been falling and
positive, not falling and not positive, or falling and not
positive. For profits not falling and positive no price change
is made. This rule applies individually to sectors as each enters
a new production period.

Variation:

Timing was kept for all three sequences to the "simultaneous"
"~ timing of sequence 1 of run 3. 1In order to compare the effects

of the two monetary mechanisms within the constraints defined the
first sequence used the multiplier with prices constant, the
second used price adjustments without the multiplier (leaving

only the autonomous component of demand), while the third combined
price adjustments with the multiplier added. Results were as
follows.

Broadly speaking, in the first sequence the system bumped
along under a sectoral labour ceiling with considerable unemployment
in some sectors and steadily growing net cash imbalances. The
second sequence was much quieter and more orderly, with rising
prices, a lower rate of growth and higher unemployment; the third
sequence began in the early periods to follow the real path of
the first sequence, but rising prices prevented this and led to
a downturn, from which the system emerged and continued along the
lower growth path of the second sequence in real terms, with
prices still rising. Details are given for each sequence.
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Sequence I:

After some early periods when activity was getting under way
all real constraints (on capital, labour and materials) were
operative throughout; there were minor fluctuations, due partly
to these constraints, transmitted through materials shortages;
sector 4 was noticeably affected by these from time to time,
Total output was generally increasing until monetary constraints
operating on labour payments (and so directly on production)
brought about the beginning of a general downturn, near the end
of the simulation period. (Chart IV.1/l.) The impact of the
fall in production is apparent in total wage payments (Iv.1/6).

It is evident that the effect of the ceilings on production,
deliveries to intermediate and final use, and investment, cannot
be deduced as a system aggregate but need to be conceived at
sectoral level. (Charts IV.l1/2, IV.1/3, IV.1/4 and IV.1/5.) In
sector 1 the labour constraint was operating almost throughout;
production finally started to fall below the ceiling as the
downturn got under way, although consumer supply was still being
restricted. In sector 2, output was so far below the ceiling that
considerable idle capital accumulated; the highly intermittent
and lumpy nature of investment under these conditions is apparent,
and must be responsible in part for the fluctuations in output.
Sector 3 has much the same pattern as sector 1, with the final
downturn more clearly evident. Sector 4 was well below the labour
ceiling, mainly as a result of materials shortages from sectors
1 and 3. The impact on consumption operated sectorally, and is
therefore not directly deducible from the aggregated consumption
expenditure despite the fact that prices were held constant
throughout., While it follows from the structure that supply
restrictions when real ceilings operate must fall first on
consumption, only direct sectoral data yielding time series for
quantities delivered to consumption would permit direct inspection
of this effect.

On the monetary side, the constant prices and supply
constraints combined to bring a large and irreversible net cash
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flow towards households, evident in the excess of household wage
income over expenditure (Chart IV.1/6); the effect of this on

the terminal asset position is shown in Chart Iv.1l/7, which also
suggests considerable sectoral imbalance. Deposits by households
with nfi provided ample loanable funds for use by firms, who
were able to meet payments for a while by borrowing from nfi;
recourse to trade credit became necessary in period 31 and was
increasingly used thereafter. (IV.1l/8 shows the general course
of financing expenditures; the structure of payments flows during
the last aggregation period, r=50, and the terminal financial
positions are shown in IV.1/7.)

The growing volume of payments, even at constant prices,
placed increasing strain on the fixed cash base, and eventually
cash from all sources was insufficient to finance wages and this
induced a general downturn towards the end of the run, Total
wage payments were thus reduced, and via the money income-expenditure
multiplier reduced final demand. This demand effect interacted
with the supply effect of the reduced production, and in the last
few periods this interaction in the context of still operative
real and monetary constraints produced a complex of feed-back
disturbances in the transactions flows. The timing of relevant
events can be picked up from IV,1/1 and IV.1/8. The real downturn
occurred during 7T=43, when total expenditures were also reduced.
Prade credit became significant during 7=32, and its growing
use implied a general shortage of cash before the downturn actually
occurred. The mechanism is clear enough; when general recourse
to trade credit is necessary, the cash base is insufficient, not
only because buyers who need to buy on credit must be short of
cash (with the priority ordering as set), but the sellers who
extend credit are not getting so much cash in from sales, and
if this is carried to any lengths such sellers are likely to be
forced to borrow cash for their own wage payments at a time when
the available bank and nfi credit has already become scarce.

There would be problems in identifying this sort of process
in practice; the priority ordering in the model ensures that
trade credit is used as a last resort, but with the more general
use of trade credit as a usual practice it would be necessary to
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find some way of separating out the abnormal substitution of
trade credit for cash from the normal use of trade credit. It
would also be necessary to distinguish a difference in financing
due to emergency borrowing from genuine innovations in financing
methods, since customary financing procedures are usually
changing and developing continually. The structure of timing
used, in which all sectors conduct similar scheduled activities
on the same day, makes it easy to see that, as sectors 3 and 4
always call on both supplies and finance after the other two
sectors have been accommodated, they are more vulnerable to

- restrictions on either side. This would be much complicated in
practice,

It is not clear that extensive information on the course of
interactions after the downturn had got under way would be
necessary for policy; it is already too late, by about r=45, to
remedy matters by increasing the cash base, since by then the
real effects have become important. If the data on abnormal use
of credit had been correctly interpreted by about 7=40, an
immediate increase in the cash base could have averted the down-
turn in general, although with sectoral monetary imbalances this
would not preclude the possibility that some firms would still
be encountering liquidity difficulties. But it would have staved
off depression of any magnitude.

Two separate primary phases and their effects can thus be
distinguished.

(a) The persistent operation of labour constraints in
gectors 1 and 3 did not prevent output from growing at a relatively
good rate, as far as the exogenously increasing labour force
available to the sectors permitted, but the consequent operation
of supply constraints on inputs to other sectors kept employment
in those sectors well below full employment (i.e. ceiling) levels.
The floor alone did not keep the rate of growth up to the level
it in fact reached; it was the strong upward pressure of demand,
in the context of fixed prices and the money-income multiplier,
that ensured that, given the basic protection afforded by the
floor, production did press against the ceiling most of the time.
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The extent of unemployment remaining was thus due - until the
final downturn - to the lack of any mechanism to redistribute
labour from sectors with unemployment to those with full
employment, i.e. those constrained by the labour ceiling.13
(b) The money stock provided by the fixed monetary base
was progressively put into the hands of nfi as a consequence
mainly of the large imbalance in the payments flows. With the
rate of real growth achieved the expenditures became progressively
larger for individuval transactions, and some prospective borrowers
had increasing difficulty in getting their hands on it at the
time they needed it for payments. The unprofitable sectors,
i.e. the net losers on the payments flows, had to wait for house-
holds and the profitable sectors to increase their cash holdings
from receipts and then to re-deposit with nfi before it became
available for lending. (Again, this is a matter not of lags as
such, as would be suggested by the old idea of an "institutional
ceiling to the increase in velocity of circulation”, but of the
sequential ordering of transactions, although this itself may
perhaps be seen as a matter of institutional ¢tructure.) In the
absence of some other disturbance or some corrective action, the
eventual downturn when payrolls could no longer be met as desired

was bound to happen.l‘

The following considerations thus arise:

(1) If the employment situation had been eased by transferring

labour from sectors with unemployment to those with labour
shortages, the total labour situation would have been relieved
and a higher rate of growth attainable, until all sectors had
full employment, i.e. were all constrained by the labour ceiling.
But since total payments would consequently have been higher the
monetary ceiling could have been expected to operate earlier, thus
starting the downturn earlier.

(ii) To sustain a higher rate of growth and to prevent the
downturn from getting under way it would have been necessary to
increase the supply of loanable funds, and/or correct the
payments imbalance. Since the money stock first reached its
ceiling in 7=7 while the impact on wages causing the downturn
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started in r=41, a direct relation between money stock and
"liquidity" - in the broad sense of ability to finance payments -
would not be derivable in the absence of a proper understanding
of the course of expenditures and the parts played by nfi and
trade credit.

Sequence 2:

No constraints operated throughout the sequence; the absence
of a multiplier effect removed the impetus to a high rate of
growth and also made real demand independent of price rises, so
that a moderate but steady rate of growth was attained, with some
minor cycling due to the derived demands arising from intermittent
and lumpy investment. (IV.2/1.) Investment in total was lower
than in the previous sequence, and even sectors 1 and 3 remained
well below their labour ceilings. (IV.2/2 and IV.2/3.) Owing to
the lumpy'investment, terminal capital stock is a less meaningful
datum than the course of capital investment. (C£, FCI in R, IV.
2/4 with the ceilings charts.)

The exogenous real consumption demand in a context of
increasing prices naturally increased household expenditure, which
overtook wage receipts later in the sequence (IV.2/5) thus
progressively reducing household networths. The sequence ended
with all networths positive (IV.2/4) although some imbalances
remained, Thus the ability to increase prices in response to
profit performance did permit some tendency for relative prices
to approach a more reasonable relationship, although clearly not
an "equilibrium” one in any sense. The consumer price index (IV.
2/5) tended to overstate the scale of price rises, but the broad

picture of prices increasing monotonically with money stock constant

or falling is correct.

No seriocus problems of instability arose and any corrective
mechanism or intervention in the system would need to have been
directed to raising the rate of growth in an attempt to relieve
the considerable unemployment. A fiscal policy to raise the level
of demand through deficit spending would have been effective to

A%
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some extent, but in order to deal with the sectoral unemployment
remaining after sector 1 had reached its labour ceiling some -
transfers of labour would also have been needed; at this point :;
the discussion of sequence 1 would be relevant, although the §§
absence of constant prices would modify the analysis.

Without such prior action to raise the rate of growth,
monetary policy would not have affected anything, since the system
had ample money for the low level of transactions; indeed, total
overdrafts outstanding began to be progressively reduced, as the
complementary reductions in money stock (IV.2/5) indicate.

Sequence 3:

The conjunction of rising prices with an income-expenditure
multiplier led to a combination of the effects of both earlier \
sequences., In the beginning of sequence 3 the multiplier effect \‘w
was stronger than the price effect, and resulted in a pronounced
upsurge of activity which was soon restrained by the labour
ceiling (first peak of IV.3/l1l), as in sequence 1. The price
effect made itself felt and the lower demand reduced output below
the ceilings (IV.3/2 and 1V,.3/3). No constraints operated there-
after, and after a pronounced downswing output converged on the
lower growth path of sequence 2. (Remainder of IV.3/1; cf.

IV.3/1 with IV,.1/1 and IV.2/1.)

Charts IV.3/4 and IV.3/5, together with IV.3/1, show the
related meney flows. Although total money expenditures were
magnified by the price increases, wage income and consumer
expendi ture were much lower in relation to the money stock. (Cf.
IV.1/6 and IV.3/5.) The end period transactions for r=50 (cf.
IV.l/7, IV.2/4 and IV.3/6) give some idea of the relative scales
of activity, and show that sequence 2, with a steady rate of growth
on a generally low real path, achieved the best approach to balance
in the money flows,

Summary of results of run 4: .

Labour redeployment to remove the sectoral misallocation of
labour in sequence 1 would be expected to raise the rate of real
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growth and to correct the unemployment, since the multiplier in
a context of constant prices provides a strong upward pressure

to demand; eventually, this strong rate of growth would reach a
monetary ceiling and a timely increase in money supply would be
needed to sustain the attainable real rate of growth,

In sequence 2 labour redeployment would merely shift the
distribution of unemployment, and measures to raise the pressure
of final demand would be needed. With rising prices, however,
this would produce the effects of sequence 3 rather than those of
sequence 1, Direct deficit spending would raise the problem of
liquidity, since the absence of a multiplier prevents additional
cash receipts to households from returning to the sectors through
additional consumption expenditure, although rising prices must
tend to correct this.

In sequence 3, labour redeployment would not help unless
household incomes were increased or prices held down.

It is plain from all three sequences together that, while
each appears on the face of it to have different problems, they
are all different phases of a succession of problems, so that
solving one problem brings the next into play. Once demand
pressures are adequate to bring the economy on to its sectoral
labour ceiling, labour redeployment would then become necessary
to remove the remaining unemployment, since however strong the
demand pressures the sectoral ceiling would impose supply
constraints which would prevent other sectors from attaining
their labour ceilings.15

Given that demand pressure is kept up and that labour
redeployment is brought about to prevent sectoral unemployment,
the economy should move along the ceiling imposed by aggregate
labour supply. A further problem is then encountered. If
prices are frozen, then intersectoral prices have no chance to
correct liguidity flows. If prices are allowed to correct
liquidity flows, then apart from the general problem of inflation
household demand, and hence the pressure of demand generally,
must weaken the main stimulus to growth.
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Full employment of labour, which implies real growth along
the labour ceiling, generally implies the operation of labour
constraints as a normal matter of course. This must operate
in conjunction with some mechanism, like the floor, to prevent
a total downturn. But the floor alone would not prevent
unemployment. In order to maintain full employment, both sectoral
redeployment of labour and high demand pressures to keep real
growth up to the ceiling are necessary, in addition to the floor.



5.4 THEORIES OF AN UNREGULATED PRIVATE MARKET ECOMOMY

In this chapter we have moved further and further from the
idea of a private market economy under total laissez-faire,
particularly one which solves its own problems and attains both
individual and general equilibrium solely through the homeostatic
mechanisms operating in its markets. We have not been entirely
fair to orthodoxy, in that the shifting of factors, consumer
demand and money capital in response to changes in relative wage
rates, prices and interest rates has been excluded. But the
orthodoxy, while including such mechanisms as "behavioural
assumptions” has nothing to say about the transaction processes
through which they are supposed actually to go about achieving the
desired general concordance among individuals' market actions.

It is, of course, clear that setting prices according to the
"equilibrium" specification of (5.11) would enable us to finesse
the problems of monetary imbalance and of depressive effects of
inflation on demand thus maintaining a more orderly monetary
context in which demand pressures could be kept high without
undesirable liquidity effects. It would not solve the problem
of sectoral unemployment. Moreover, (5.11) is the solution to
an equations sys%em, which can be formulated only from the
standpoint of an overview of the macroeconomy; it strains credulity
to suppose that individual producers could or would calculate the
required "equilibrium® prices on the basis of such an overview,
or that they would all necessarily think that it would be in
their own best interests to conform to the prices so calculated.

One problem is whotha: producers would be receiving the
signals, through events impinging on them through the transactions
flows, adequate to convey the direction and extent of required
price movements, or to tell them what their own prices would need
to be if the collective tendency were to be equilibrating. In
view of the divergences between liquidity, profit and net cash
flows discussed above, it is by no means certain that producers
would interpret these in the required way; when the timing of
activities is taken into account further opportunities occur for
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producers to go wrongj for example, if they are using different
periods for their flow data base they may well disagree on what
the relevant liquidity or net cash flows are.

Another problem is that response mechanisms available to,
and used in practice by, producers include other than price
responses. Many such decisions have in any case to be made, since
someone must make up his mind what inventory is to be held, what
production level is to be set, what supplies are to be ordered,
and so on. The general problem is to relate the mix of inputs
signals to the range of responses available. In doing this
producers have many opportunities to go wrong, particularly when
one considers the complicating factors of unforeseen inventory
changes, the operation of supply or other constraints, industrial
disputes, external disturbances of all kinds, and the actions of
govermment itself.

Moreover, even where a producer behaves rationally in terms
of his own goals, those goals need not be appropriate to the
society's ends; even, perhaps, as the trade cycle models suggest,
producers' search for their own equilibria might collectively be
disequilibrating. While, therefore, the search for response
mechanisms which would bring the system here constructed into
conformity with some prior macroeconomic notions of “orderliness”
and "social appropriateness” has not been carried very far into
the extensive repertoire of orthodox constructs, further attempts
to develop along the same lines while not neglecting all the
complicating factors must increasingly strain credulity, if the
mechanisms are to be interpreted as the behaviour of free agents
bounded only by the context of the markets in which they operate.

But while the search for "appropriate” response mechanisms
may be totally misconceived as a statement of “equilibrium”
conditions in a laissez-faire private market economy, it makes
much more sense as a search for signals for corrective action to
be taken by some external agency which accepts responsibility for
the behaviour of the macroeconomy. In the presence of such a
macroeconomic agency, capable of placing bounds on individual
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behaviour, some problems which appear insuperable in a laissez~
faire context become more manageable.

For example, the choice of period for the flow data base
becomes quite easy, since it is essentially arbitrary as long as
all individual transactors conform to it, not necessarily in their
actual operations but simply in the data they provide to the
central agency. This will at once call to mind the operatibn of
government policy and the data collected by the Department of
Internal Revenue and the Department of Statistics, and may suggest
a discussion of the familiar equipment of Central Bank and Treasury
instruments and resort to the data collected by government
departments generally.

This would be a mistake. The logic of the operating
requirements of a complex macroeconomic system calls for a macro~
economic agency to set macro goals and to find ways of getting
the system to conform to those goals, But there is nothing that
logically requires this purely economic agency to operate as an
organ of government; historically, the Bank of England provides
an example of a private, autonomous institution which increasingly
accepted responsibility for underwriting the stability and
solvency of the financial system in which it operated. There is
nothing conspicuously political about such activity. But in view
of the general presence of already existing firm central governments,
and the fact that they have generally been forced by practical
events to accept increasing responsibility for providing a macro-
economic overview, there is much to be said for continuing to
expect government to discharge this respons%bility.

That no private market system operates in fact without
considerable intervention from government is recognised at two
points within the accepted paradigm. The activities of government
are tacked on as variables or parameters to the theoretical
constructs devised for the private market economy, as for example
by tacking a shift parameter on to the Is curve to "stand for”
government expenditure. And economists using private market
equilibrium systems as their basic tool of analysis are rarely
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reluctant to draw conclusions and recommendations for policy
interventions. Indeed, such policy recommendations are almost
enforced upon a model-builder by the requirements of the current
paradigm, 4if he is to avert the charge of amusing himself with
"unrealistic" models.

But since the theories of the private system, closed or not,
are black boxes devoid of internal structure or processes, the
addition of government can merely add input and output terminals
to the black boxes. Since there are no transaction processes or
any other explicit mechanisms connecting the input and output
terminals, none can be defined to connect in the government
terminals. Moreover, the basic technique of analysing systematic
behaviour sanctioned by the paradigm is in terms of egquilibrating
mechanisms, which are all that are availabie both to draw policy
conclusions and to analyse the effect on the private system of
government policy measures. Thus a considerable feat of double-
think is involved. The policy conclusions are drawn from a model
in which the equilibrating mechanisms work as a matter of course;
yet the recommendation for government policy suggests that the
government is being asked to do something that the private economy
cannot or will not do. But despite this plain implication that
the private market mechanisms have not worked in the way that they
were supposed by the theory to work, precisely the same mechanisns
are invoked in order to analyse the effects of the policy
recommended., There surely cannot be any phrase more abused in
the context of government planning than "optimal resource
allocation”.

Thus despite the recognition that current theory ostensibly
gives to government action, its conceptual framework is quite
unsuited to deal with the actual presence of government inter-
vention. A private economy model that is not even defined for
the processes it purports to be examining cannot be expected to
perform better when the same model is put into a political setting.
These remarks also bear on the data collection undertaken by
government agencies. Some of this data, of course, is collected
for specific purposes, as e.g. tax, import control, building
permits, on bases not directly germane to economists' purposes;
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some is collected on a pragmatic basis, more or less because it
is there; the remainder, like input-output tables, financial data,
and national income accounts, are collected on a conceptual base
deriving from the constructs of private enterprise economics.

All of it, nevertheless, is grist to the empirical economist's
mill.

Obviously, any attempt to speak in terms of "macroeconomic
goals” or of "socially appropriate actions" implies some global
view taken outside of private market activity. We shall therefore
abandon the fiction that macroeconomics is an attempt to represent
equilibrating transactions flows among private transactors only,
i.e: that it attempts to describe the behaviour of a closed
market system with its own equilibrating or homeostatic mechanisms,
and consider the problems of “"balance” or "stability” as problems
of external intervention. Thus we move on to a more adequate
notion of a macroeconomic system as a contrcl system.ls




CHAPTER 6

THE MACROECONOMY AS A CONTROL SYSTEM

In this chapter, the view of a macroeconomy as conducting
its main producing and consuming activity via the operation of
private transactors in private markets is retained; the difference
is that we now move to a more explicit examination of the problems
and techniques of controlling such a system from the basis of a
magroeconomic overview operating in the light of macroeconomic
goals, rather than of trying to find ways in which an uncontrolled
private market system might, through its own homeostatic mechanisms,
be able to reach such macroeconomic goals unaided. While some
mechanisms examined will clearly be functions of government, some
may involve bounds to or requirements for private actions; but we
shall not here discuss the political relations between government
and private transactors, restricting the analysis to the exploration
of such economic mechanisms as appear to be necessary or desirable
for the proper functioning of the system.
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6.1 THE BASIS OF CONTROL

Some of the ideas developed in previous chaptersl may now
be summarised as follows:

(a) The homeostatic mechanisms upon which theories within
the accepted paradigm rely to bring the independent and conflicting
actions of private transactors into concordance with one another
and with the macroeconomic goals of adequate provisioning and of
furnishing means for the attainment of other social ends, in a
regular and orderly way, are at best unreliable and may not even
exist at all; in any case they do not, and probably cannot, work
in the way that would be necessary for the social goals to be met
in an orderly and reliable economic context.

(b) A modern economy is not in general left to the unfettered
operation of independent private enterprises, and even in those
countries most dedicated to the "free market system" governments
are obliged to accept considerable responsibility for correcting
maladjustments arising in the system. The practical necessity for
macroeconomic intervention is beyond dispute.

(c) But government or other macroeconomic intervention
cannot replace the markets system or make it unnecessary. The
presence of extensive division of labour implies the existence
of a structure of interpersonal obligations for goods and services
provided, a structure now too extensive and complex to function
except by the use of some common nexus of settlement., Whatever
is used to settle these obligations, while it need not be at all
like the money we know, is nevertheless money in terms of our
basic theoretical definition of "money". Interpersonal
transactions, with money as the nexus, hence coexist with the
presence of extensive division of labour. Only a total abolition
of the interpersonal obligations themselves would vitiate this;
this in turn would require a radically different view about the
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nature of social organisation (including the ownership of property),
which would not apply within the possible domains of applicability
of the concepts of this study. Even where the means of production
were communally or state-owned, interpersonal obligations would
still arise as long as individuals had title to their own labour
and to the consumables they enjoyed.

(d) Given a transactions system necessitated by the provision
of inputs to production, the distribution of the output therefrom,
and the settlement of the interpersonal obligations thence
arising, the operation of a system of markets follows immediately.
Whether the operation of such a system is adequately represented
by some particular schema or not, that it operates in some way or
another cannot be doubted. To the extent that macroeconomic inter-
vention becomes necessary because of problems the system has in
reaching its own reconciliations, with important consequences for
the course of production and consumption, it has to be recognised
that such external intervention must evoke its own market responses,
and these must be taken into account when intervening.

(e) Govermment or other intervention in the market system
cannot be expected to be effective in providing the required
control unless the controlling body is able to conceive its inter-
vention policy according to adequate schemata of the processes in
which it propeses to intervene; when the organising schemata
-available fcr analysing both the sources of maladjustment and the
putative effects on them of various policy instruments stem from
the conceptual framework whose fundamental basis is still to be
found in the ideas discussed in section 2.1 above, a framework
which is not even defined for operative transaction processes,
this precondition is not met.

(f) This does not at all imply that the aim of intervention
is to preserve some status quo or basic regularity in the
uncontrolled market system; it is more likely to be the case that
intervention is required to provide some regularity or some
purpose that the private and uncontrolled mechanisms are incapable,
or at least have failed to show themselves capable, of achieving
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unaided; the task is thus not to restore the system to some
hypothetical "ideal" state, but to modify or adjust it in the
light of some definite purpose which the system is required to

(g) It is not the case that the only or the best type
of test of the adequacy of understanding of the system at our
disposal is that specified by the traditional hypothetico-
deductive paradigm, which prescribes conformity tests applying
the tools of inferential statistics to the black boxes of
Ricardian-Walrasian equilibrium economics. Such tests on their
own are compelled to silence on those questions of transfer
mechanisms which are crucial to understanding, and still more to
effective control, of the processes observed. If it be accepted
that the perception and understanding of macroeconomic events
involves a process of successive construction and reconstruction,
then some type of activity mediating between the external events
and their understanding is essential. It is not to be expected
that for all fields of enquiry overt operations on the actual
object observed will be possible; but in the control of a macro-
economic system the interiorised actions constituting represent-
ational activity may be conjoined with exteriorised actions
through the intervention instruments used by the controlling
body of the system. What could more directly constitute "acting
on the object" than intervening in the observed system in a
definite way to produce a specified effect on the behaviour of
the system? Thus, attempted control of a set of processes is
jtself a form of observation of them, and successful control is
an assurance that they have been adequately understood. This
assurance is of course provisional, in exactly the same way that
predictive success is a provisional assurance of confirmation
within the hypothetico-deductive paradigm.

(h) Since the "specified effects” intended to be produced
in the system by control may easily be seen as a form of
"prediction"”, the test of vsuccessful” control may after all be
seen to reduce to the general conformity tests prescribed by the
positivist view. But control is not a single experiment, and
allows for the fact that dealing with a particular effect of the
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system may produce unintended and possibly unforeseen effects on
the system in addition to that intended, thus making continuing
thought and intervention necessary. Moreover, for much of the
time it will not be a question of verifying particular predictions
but of frustrating the event predicted, so that whether it would
or would not have happened in the absence of intervention becomes
untestable. Most importantly, the control approach here is based
upon an understanding of causal effects in the system,
alternatively to the prediction tests which deal with statistical
regularities rather than with the causes of singular events.

(i) 7The ecoromic events under exarination here are not
themselves ultimate but are the proximate aims which must be
attained if many of the social goals are to be met. These economic
aims, being themselves means to an end, need not initially be
specified in detail as the aims of control; once we have adopted
as the major proximate goal that of providing adequate provision-
ing in an orderly way with full employment, the subsidiary
requirements, as for example in respect of monetary behaviour,
that may suitably be set as desired means to those economic ends
may be left to emerge from the analysis of the system.

Two appreaches to control

A contrcl system has been spoken of so far in terms of
macroecsnomic intervention. This suggests a "trouble-shooting”
approach, in which the network of nodes is left to provide its
own motive power and individual action-directives at the nodes,
intervention becoming necessary only in the presence of some
malfunction of the system. Intervention may, on the other hand,
be carried beyond this to an extreme which presents an alternative
approach, in which macroeconomic control assumes a "super-
management® role, replacing individual action-directives by a
system of central direction, compulsion and prohibition. In
this extreme case, the macroeconomy is regarded by controllers
as a single producing entity in which individuals are not
autonomous actors whose actions are to be reconciled after they
have become overt, but sub-units of the system whose prescribed
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actions have already been subjected to a macroeconomic reconciliat-
ion exercise by the controlling authority before being promulgated.

The logical distinction between the two extremes does not
present a meaningful choice between two practicable alternatives
in a modern technology. That technology, resting on extensive
division and specialisation of labour, needs equally extensive
division and specialisation in its management function, implying
a considerable decentralisation of decision-making, whether by
delegation or by ownership. On the other hand, there are many
goods of communal consumption whose benefits may not be captured
and sold fcr profit, or for sowe other reascn have to be left to
government responsibility, so that the existence of social ends
implies that some action-directives have to be attributed to
government.

Since we have confined ourselves to one major component of
total activity, that concerned with market transactions between
independent decision-makers, we shall restrict ourselves to the
trouble-shooting approach, i.e. to dealing with malfunctions of
the market system when they become apparent., This gives us a
major difference of approach from that of the received paradigm.
The theories of the current paradigm attempt to describe the
behaviour of a market system when it operates perfectly, and for
this reason are completely at a loss when it goes wrong. Here,
we are content to leave the system alore when it goes right, our
main concern being with what needs to be done when it goes wrong.

Mechanisms of control

The mechanisms of control fall into two categories, those
operative through the transactions flows and those using other
means of communication not here defined. This sounds like, but
is not, equivalent to the more familiar "market versus direct
controls” distinction familiar in discussions of fiscal and
monetary policy. But taxation here involves actual transactions
through the banking system, and so do social security payments,
state house rentals and subsidies, so that the mechanisms of the
first type cover a more extensive range than those which involve
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the control authority in private markets as itself a buyer or
seller of assets and services. But control of the second type.
which does not operate through transactions, must operate on them,
i.e. must have effects discernible in the transactions flows, if
it is to impinge upon the individual transactors' production and
consweption activity in any significant way. |

For example, one type of control which may have to be given
importance would be necessary to redeploy labour where the private
markets themselves cannot provide sufficient flexibility of factor
movements between sectors. This would operate outside the
transactions flows, requiring an apparatus of communication and
administration only peripherally involving transactions (for
example, in payment of transfer or interview expenses), But if
operative in a time of sectoral unemployment and restrictions on
production due to sectoral labour ceilings such intervention
should have a major effect on the extent and direction of trans~
actions flows. Price control is another type of external control
which while administered without transactions would be expected
to have a direct effect on transactions flows.

Criternia fon econtrol: the Adentification of malfunction

The trouble-shooting approach means that control action is
seen as a response to a stimulus received from the nodal network
rather than as an initiatory activity, although this does not
deny that some initiatory actions may arise from other purposes
of the controlling authority. But since we are dealing only with
the response to a malfunctioning of the market system, the search
for criteria for control action reduces to the specification of
signals indicating the presence of a malfunction or conveying
warning of an impending one.

The presence of sectoral unemployment or vacancies may
properly be taken as directly perceived from data and notifications
to the administering body from both employers and unemployed.

But some other malfunctions may be more difficult to identify.
At what point, for example, does a monetary imbalance become
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sufficiently important to require attention? This will obviously
call for further enquiry in due course. In general, we shall
continue to seek to construct a set of characteristics which may
collectively constitute an array of signals to be kept under view,
through a process of dealing with problems as they arise in the
singular events of simulation and assessing any further problems
as they then appear through market responses to earlier control
actions.

If the course of events in run 4 is anything to go by then
malfunctions probably do not occur gingly, but in succession as
the solution of one tends to bring other: iuco prominence, Thus
successful control is likely to be, not a matter of single
adjustments to deal with single problems, but a matter of a
sequence of adjustments to deal with side effects of previous
control actions and subsequent disturbances. Clearly, if a
sequence of control adjustments is to converge on some notion of
“orderliness” then cycling between two malfunctions by reversing
the previous control action must be avoided. (The sort of
sequence to avoid is illustrated by the sequence: deflation to
correct a balance-of-payments deficit - inflation to correct
unemployment resulting from the deflation - deflation to correct
the balance-of-payments deficit arising from the inflation.....)
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6.2 MALFUNCTIONS

6.21 UNEMPLOYMENT

Unemployment has a variety of possible sources., Those
arising outside the market system, as for example from an
inadequate technological base which is a symptom of imperfectly
industrialised societies, or from major industrial dispute, which
may be associated with market factors but involves major social
factors as well, will not be dealt with here. We shall also have
to exclude input shortagesz arising from ewternal market factors,
since we have not so far extended the model to deal with foreign
trade, although it really needs to be brought into the transactions
flows, For our purposes, any constraints arising from those source:
would have to be treated as real ceilings imposed by exogenous
factors.

Those sources of unemployment arising within the market
system may be dealt with in two categories: deficiency of demand
or deficiency of production. As a preliminary basis, it appears
from previous runs that we can approach these in the following
ways:

(a) Deficiency of demand: this would be identified by
generally low output with no real constraints oparating, with
plenty of stocks available to consumption and considerable idle
capacity; thus there must be a lack of pressure to keep prbduation
up to the ceiling. It could arise from:

(i) Lack of strong desire for goods qua goods. This
suggests consumer satisficing in respect of basic needs, with
no multiplier effect; this would be apparent when no spending
response occurs in the presence of surplus income available for
discretionary spending, and would suggest a high propensity to
save. This ought to be identifiable from considerable monetary
saving by households arising from an excess of income receipts
over expenditure, beyond that needed to finance real saving to
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sustain the existing rate of expansion. This need not imply

any real saving, since producers' idle capacity might involve

some real dissaving, and certainly their liquidity positions must |
be deteriorating through cash losses on the payments flows, If
they were to recoup their losses by raising prices, this would
reduce household monetary saving and the situation would merge

into that of (ii) below. Before this, the situation cannot be
corrected by putting more money directly in the hands of households,
since in this case the extra income would go to increase household
saving rather than spending, although it would indirectly help in
financing any necessary borrowing by producers., A direct demand
for output by the control authority entering the market ay a

buyer would be needed, and this would be consonant with the use

of the unused real resources for other social purposes., This

would be particularly appropriate if the consumer spending
resistance stemmed from a general expectation of depression and
lower incomes and prices.

(ii) Inadequate consumer income. A clear indication of this
would be a persistent excess of expenditure over income, but it
still would not be clear whether additional income would bring a
multiplier into play or whether it would merely finance basic
needs with any surplus going to saving. Purther information
would be needed. Inadequate income could arise from:

¢t HMonetary imbalance, with substantial logses teo households
on the monetary flows. This could occcur with fixed prices set
arbitrarily so that relative prices were “wrong“; a direct
connection would require money income to be an argument of the
demand function; an indirect effect might arise through liquidicy
constraints operating.

¢ Inflation with fixed wage rates or inadequate wage
increases; there might for a time remain some household saving
in a situation where the inflation arose from tha efforts of firms
to correct a monetary imbalance in houscholds' favour, which sooner
or later must lead to an imbalance in the other direction,

¢ The operation of a monetary constraint directly on
consumer expenditure, arising from a basic inadequacy in the
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monetary base. (The case where the monetary constraint operates
on production reverses the causal effect, since then the demand
deficiency is a secondary effect of the unemployment, discussed
in (b) below.)

These require, respectively: correction of the monetary
imbalance, control of firms' pricing practices and/or wage
increases, and expansion of the monetary base. Since all three
sources tend to merge, and could not easily be distinguished in
practice, corrective action might have to comprise all three
elements. In the case that corrective action led to a levelling-
off of household expenditure, with the remainder going to saving,
case (i) would then apply.

(b) Deficiency of production and demand for labour: these
could arise and would be directly identifiable from: ‘

(i) The operation of real constraints, on:

: Materials supply from other sectors; this normally would
be part of a secondary phase when found in connection with
unemployment, and a prior source in the primary phase needs
identifying, possibly in sectoral unemployment. As a genuine
primary disturbance, it would indicate that producers were setting
target inventories too low, a problem that we have not dealt with,

: Capital inputs; this would also tend to be a symptom of
a secondary phase since capital is ex hypothesi produced
domestically, although with imported capital it could operate as
a primary disturbance. Otherwise, as a primary disturbance it
would indicate that investment targets were being set too low.

: Labour supply; if this is to operate persistently in one
sector, with unemployment remaining elsewhere, this is clearly a
problem in sectoral rigidity, although general unemployment might
persist after sectoral rigidity has been dealt with, as a
secondary symptom of some other primary malfunction.
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In general, the operation of real constraints needs inter-
preting with care, since when the economy is growing along the
full employment ceiling real constraints must operate from time
to time. It is when they occur persistently in a context of

substantial unemployment that they become significant symptoms
of malfunction.

(ii) The operation of monetary constraints., Where these
operate directly on production, they may arise from:

:+ Imbalance in the monetary flows; in this case producers
are net losers, and a situation similar to that of (a) (i) is

evident; it may also be associated with:

: A deficiency in the monetary base.

The foregoing suggests that where sectoral rigidities or
monetary imbalance are present, their effects tend to mask other
sources of disturbance, and where they occur together other
sources resist identification. They need to be dealt with first
before any other problems present can be identified and dealt
with, It is also clear what a hit or miss affair monetary
restriction must be if applied whenever rising prices and general
shortages of supply are present. It is crucial to know whether
monetary restriction operates first on production rather than
consumption, and whether the rising prices are a consequence of
markup pricing practices rather than directly a response to
excess demand, since in these circumstances monetary restrictions

must increase unemployment before reducing inflation.?

We shall approach the problem of unemployment from two
sides. The sectoral rigidity needs direct administrative
attention, since where it exists the existing market mechanisms
are clearly ineffective. The administrative means for redeploying
labour require in practice extensive organisation, but since that
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is an extra-market matter the difficulties of doing so are not
here examinable. We shall have to assume that it has been done,
and that an organisation exists capable of matching up unemployed
labour in one sector with job opportunities in sectors constrained
by labour shortage.

This deals only with that section of the total unemployed
for which corresponding vacancies exist elsewhere. Any unemployment
remaining is net unemployment for the system, which in a modern
economy will frequently - though not necessarily - arise from a
demand deficiency, as in sequence 2 of run 4, which is observably
case (a) (i) above. We shall attempt to deal with this by
introducing a government demand for goods in the market; since
government expenditure in the goods market necessarily increases
the monetary base, this might itself dispose of the problem of
unemployment due to a monetary constraint, and we shall not at
this point introduce a separate mechanism to deal with that.

None of these measures is likely to make such impact on
monetary imbalance, and consideration of that will have to be
deferred.

Run 5

Modifications to the model as it had stood for run 4 were
as follows:

Labour Redeployment

This took the form of transferring unemployed labour to a
central pool (up to half the labour unemployed in any sector at
the time of transfer) with transfers out of the pool to sectors
encountering labour constraints. It was thought that, while this
might leave significant numbers of unregistered unemployed, if
the rate of growth were high enough it would progressively reduce
unemployment without causing cycling due to fluctuating labour
demands. It should also be recognised that where very great
unemployment exists, large scale transfers cannot be made at
once, and some administrative lag must in practice be accepted.
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Government Expenditure on Goods

Where net unemployment was large, the government was to enter
the market as a buyer of goods (from sector 4, whose derived
demands on other sectors are relatively large, so that the
accelerator effect is given as much leverage as possible). This
automatically operates to expand bank reserves through the necessary
transactions flows.

Variation

This was kept as in run 4, i.e. multiplier with constant
prices, price increases without multiplier, and price increases
combined with multiplier for the three sequences respectively.

In the event, the only substantial effect on the real flows
of the two employment measures introduced was in sequence 1,
operating mainly on sector 1l; a minor effect on the real side
occurred in sequence 1 from the government expenditure on goods;
whereas the shortage of money had resulted in a marked downturn
in run 4, this was largely prevented in run 5 by the extra
monetary base thus provided. The other two sequences were broadly
the same as before., Details are as follows.

Sequence 1

Real output was, as expected, much higher in sector 1 owing
to transfers of labour from other sectors. This enabled sector 1
to maintain intersectoral and consumption supplies, thus enabling
other sectors to keep up their production and providing a strong
stimulus to growth, in the context of the multiplier-induced
demand. But an unexpected effect reduced sector 4's output:
Unemployment was zero after the first few periods during which
the system was absorbing its initial unemployed labour, and
thereafter vacancies grew as the system pressed against the
total labour ceiling. Sector 4, which had lost a good deal of
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labour to sector 1 in earlier periods, soon found itself
increasingly short of labour as a direct consequence of the

extra production from other sectors, providing both demand
stimulus and less restricted supplies. Its growing notification
of vacancies could not be met since the labour pool was empty,
any new additions to the labour pool from increases in the labour
force being taken by sectors ahead of it in the queue, Whether
this is a good or a bad thing depends entirely on how one values
the various sectoral outputs; but certainly the actual attainment
of the total labour ceiling must leave some sectors short of
labour in terms of what jobs they could then offer,’ particularly
when, as in this case, labour is transferred to a labour intemnsive
sector.

The course of real output is shown in V.1/1; a datum line
is put into V.1/1, V.2/1 and V.3/1, which shows how the same
pure number is scaled on each chart, in order to give some
comparison of scale. The real ceilings (V.1/2, V.1/3, V.l/4 and
V.1/5) illustrate the movements of labour into and out of sectors,
including accretions from new entrants to the labour force. All
labour ceilings are generally operative, since unemployed labour
is transferred fairly quickly to the central labour pool, and it
is the operating constraints that signal vacancies to the pool.

The higher level of production and the attainment of the
full employment ceiling resulted in higher wages, which operated
via the multiplier to increase household expenditure. Thus, in
the absence of some external disturbance arising from, for
example, resource scarcity or industrial dispute, the basic
conditions were met for steady growth along the labour ceiling.
The level of money stock, which has hitherto acted as a datum
line in order to assess the scales of successive income-expenditure
charts, varies between IV.l/6 and V.1/6, owing to some initial
government expenditure on goods when the initial unemployment
was still significant. This minimal expenditure increased the
money base by some 5% and enabled a corresponding increase in
the money stock to take place., After the first few periods
unemployment was absorbed, no government stabilising‘oxpendituros
were necessary and the monetary base thereafter remained constant.




It is worth emphasising that, while the pressure of consumer
demand is needed to keep up the growth path, increased production
is also necessary. Any increase in demand not arising from
increased employment would not have permitted production to
increase to the extent that it did,

Comparing V.1/7 with IV.1/8 it is apparent that trade credit
is used later and to a2 smaller extent in run 5, and also that the
nfi played an important part, through the recirculation of bank
deposits, in making maximum use of the marginal increase in noney
stock. The active nfi, as one would expect, were associated
with substantial imbalance in the money flows. This was aggravated
by the fortuitous circumstance that the labour transfers increased
the receipts of sector 1, which was already a net gainer on the
payments flows, at the expense of other sectors, particularly
sector 4 which had already been a net loser, Sector 1l received
a double benefit; on the markup basis used, consumer sales are
more profitable than intermediate sales, and since sector 1l's
production was now high enough to enable it to supply consumer
demand, its additional sales were also more profitable.

Sequence 2

Real output remained below the datum line for most of the
running time (cf. V.1/1 and V.2/1), and unemployment remained
significant after labour redeployment, which in fact made very
little difference by comparison with IV.2/1, Despite the general
unemployment, labour constraints operated intermittently throughout.
This intermittent operation when the labour pool is fairly full
can easily be recognised as the operation of the transfer mechanism
alone and not a conseguence of the system having reached its
labour ceiling. (This is a simple matter in the model since no
distinction has been made between various types of labour; in
practice, a redeployment agency would have to run different pools
for different types of skill, each pool being treated as we have
here treated the general pool). The general picture is suggested
by V.2/2.

The persistent unemployment led to continual government
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purchases, which did not bring about full employment but did

yield a rapid growth in the monetary base. Advantage was taken

of the freely available overdraft resulting, and money stock rose
correspondingly. As a result, consumer income and expenditure

are rather flattened in V.2/3 by the scale needed for the money
stock. One effect of the money mechanisms is shown by a comparison
of V.2/3 and V,2/4 with V.1/6 and V.1/7. When the money stock

has reached the ceiling set by a fixed money base, and imbalances
call for a good deal of credit (apart from bridging finance needed),
the nfi tend to be more active, shown both by E~ in V.1/7 and by
the general use of cash to finance payments (EX), obtained mainly
from the nfi's recirculation of bank deposits. When the monetary
base is ample and growing, and would-be borrowers are in evidence,
the main source of payment is bank overdraft (Fa in V.2/4), which
of course increases the money stock (V.2/3) as long as it exceeds
overdraft repayments. (The condition of an increase in money

stock is not, of course, that Ea is growing, but that Ea exceeds
RA; this condition was in fact met, but since tie *disposals” data
was not collated, to leave room for something else, this had to be
verified by checking the running printout.)

Thus, in some circumstances, an increased money base may not
stimulate increased expenditure on goods but merely substitute
overdraft for some other source of finance for payments that would
in any case have been made. The real balance effect would not
vitiate this, since until the extra overdraft has been used, no
one has an increased deposit arising from the increased money base.
Given this prior substitution of overdraft for other finance,
there would then be something for the real balance effect to work
on. Thornton's approach is more direct; the knowledge that
additional bank finance is available is a stimulus to spending
when there are enough would-be borrowers for new expenditure
hitherto frustrated by monetary constraints.‘

The labour redeployment and govermment expenditure, while
not getting to the root of the matter, did have minor effects
on the distribution of production and the course of payments; the
consequent effects on profits and thus prices further affected the
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payments flows. But these were minor matters which are not of
interest to macroaconomic control.

Another minor matter arising from the inventory replacement
rule was that of inventory, which with the low rate of growth
accumulated to excess. This accumulation was not only excessive
in terms of social use of resources, but could not be afforded by
the losers on the payments flows (sectors 2 and 4) and would have
been improvident on their part if indeed the banks had permitted
the accumulation of excessive inventory on bank overdraft. Apart
from the general question of creditworthiness standards, this is
purely a matter of the decision rules at the nodes, exogenous to
the model.

Sequence 3

The course of real output followed the general pattern of
run 4. The three phases (marked in V.3/1) were as follows: in
phase 1 the multiplier effect was strong, and real concumption,
production and employment were high; in phase 2 the multiplier
effect progressively weakened as higher prices left smaller
residues of discretionary income once basic needs had been met;
in phase 3 the multiplier disappeared, basic consumption in real
terms being identical to that in the corresponding periods of
sequence 2. The peak in sector 3's output is higher than at the
corresponding point in run 4 (which affects the scaling of the
charts). The effect on the ceilings is most marked in sector 3
(V.3/2), in which the impact of phase 2 on the labour and capital
ceiling can be distinguished. There are differences: the capital
ceiling reduces owing to physical decay of capital stock which is
not being replaced in the face of idle capacity resulting from
the downturn, and real dissaving is involved; the labour ceiling
reduces owing to transfers of labour out of the sector to the
labour pool, and must go to swell the unemployment figure as no
vacancies exist elsewhere.

On the monetary side, the plateau which the money stock
reached in phase 1 can be distinguished in V.3/3, the rapid growth
thereafter being a consequence of the progressively growing
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-monatarv hase - ar «affxnt nf govarnment expenditure rising in
response to the growing unemployment in phases 2 and 3. The
monetary effects occurring separately in sequences 1 and 2 are
both discernible in sequence 3 (in V.3/4). 1In phase 1 the fixed
money base and monetary imbalance led to a very active nfi, with
a rapid turnover of bank deposits evident from both EN and EM.

In phase 3, the growing money base - still with substantial
imbalance, substituted bank overdraft for nfi credit, which led
to the growth in money stock. Phase 2 actually exhibited similar
features to phase 3, but thic is not clearly shown in V.3/4; it
caii be deduced, given the known structure of the model, that since
money stock is rising while Jrawings on overdraft are falling,
then repayments must be falliny faster than new drawings. In the
greater generality of the model, information from the disposals
data would be necessary to establish this point,

Summa;x

No outstanding problems, except that of monetary imbalance,
appear to remain from sequence 1. Seguence 2 has a demand
deficiency, reminiscent of the “underconsumption” and "oversaving”
theories of depression. If this could be overcome, the next
problem that earlier seemed sure to arise, that of sectoral
rigidity, has already been dealt with, and there seems to be
nothing but demand deficiency to prevent the system from achieving
full employment and the associated high rate of growth. But in
the absence of government use of the idle resources, which would
be sensible in view of the ahsance of a multiplier to prevent the
demand feed-back from getting out of control, and which could in
any case be expectad to be willingly undertaken by government,
there seems nothing in the control mechanisms currently available
to solve the problem. Sequence 3, which has a multiplier which
cannot operate when prices are zuc high, presents a problem of low
production and unemployment arising from demand deficiency due to
inadequate income (at current prices).
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There are many mechanisms available for dealing with
inadequate income as a source of unemployment; price control,
wage increases, correction of the monetary imbalance, and social
security payments are the most obvious. (Other less familiar
devices, as for example government entry as a competitive producer,
or the use of lump-sum redistributions of money could be considered,
but there seems to be little point in trying those in preference
to mechanisms for which practical administrative procedures have
already been developed by most modern governments, )

It is obvious that with pricing practices as at present
formulated in the model, wage increases, particularly if tied to
a consumer price index, would lead to runaway inflation; this
would be a worse malfunction than the one it replaces, and might
not eliminate that one either. 2rice control would be more
sensible, and could be devised in conjunction with an attempt to
deal with the monetary imbalance. It therefore has much to
recommend it. Before doing that, there is something to be said
for introducing unemployment benefits as a familiar feature of
modern economies with obviously important implications for the
transaction flows, and we shall see what problems that leaves us
with.

Run 6

The following modifications were made to the model as set
up for run 5:

Unemployment Benefdt:

This introduced a direct payment by government to households
of an amount equal to 60% of the going wage rate for each man
registered as unemployed (i.e. held in the labour pool).

Taxation on Profits:

In order to provide some offset to the increases in the
monetary base resulting from government stabilising expenditure,
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a tax rate is applied to profits for the current year, calculated
and payable at the year's end. This is set at a rate of 50%
of net profits, with some allowance for sectors on low profits.

Inventory:

In order to find out whether the system is better off with
a lower target inventory in order to prevent excessive accumulat~
ion of inventory, a lower rate of growth of target inventory is
set exogenously at (1.02)r instead of the (1.04)' set previously.

Vardation:

The three sequences as before were retained; nothing
interesting was expected in sequences 1 and 2, and they were
retained (in terms of the “convergence” notion of control), in
the interest of seeing whether, when malfunctions are tackled,
previously solved problems stay solved.

In the event, what had been seen as a minor change to
inventory overrode the system; output over all three seguences
was affected, although the effect was partially offset in
sequence 3 by the boost to money incomes from unemp loyment
benefit, which via the multiplier strengthened the demand
stirulus. Details are as follows.

Sequence 1:

A comparison of the datum line in VI.1/1 with that in
V.1/1 shows how substantially output fell. Within the model, a
simple process of elimination suffices to identify the cause.
Monetary constraints did not operate in VI. 1/1, so that the
introduction of taxation did not restrict output thtouqh
liguidity effects, and since net profits do not here enter into
either production planning or price setting, there are no other
mechanisms through which the taxation effect could enter. It is
also difficult to see how unemployment benefit could actually
reduce output (even within the mechanisms of the model some chain
of feed-backs might produce such an effect, so it cannot be
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forgotten), but since the full employment rate of growth of
V.1l/1 would eliminate this payment it could not in any case have
been primarily responsible. This suggests that the lower
production path is the result of lowering the target inventory.

Although this sort of diagnosis can be made within the
known structure of the model, it would be much harder in practice.
First, because although we can exhaust the possibilities here
through a prior knowledge of them, in practice an exhaustive list
of possibilities might be a meaningless thing to ask for.
Secondly, the direct inspection of nodal response mechanisms
possible here might have to be replaced by a much less certain
chain of inferences. We accordingly need to consider how we
should be able to draw, from the information likely to be available
to the control authority, sufficient assistance in pin-pointing
the cause of malfunction. We cannot expect a clear set of
deductions yielding a definitive and logically necessary
conclusion; we shall be content with finding some means of
progressively narrowing down the possibilities requiring
investigation. A basic tool in the identification of primary
and secondary phases is data on the constraints. The simulation
printout provides constraint data in the form shown below:
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Each number records how many times the indicated constraint
operated during the course of a particular aggregation period.
Neither the individual sectors affected nor the sequence of
operation within an aggregation period is identified, and these
details may have to be investigated before the course of a
primary phase can be established. Where the inception of a
secondary phase occurs slowly over several aggregation periods,
the relative frequency of constraints may give sufficient
information. Since in the full employment growth situation
constraints are expected to operate in the normal course of events,
information from this type of data has in any case to be
supplemented from other sources.

In run 5, unemployment was zero after the first few periods,
and this information (direct from the labour pool figure) enabled
the labour constraints to be interpreted purely as the typical
symptom of restraint by the full employment ceiling, with the
materials constraints as an inevitable consequence of this which
served to communicate the existence of the labour ceiling to
consumers and intermittently to other producers: the capital
constraints were easily interpretable as indicating the normal
decay of capital and signalling that new investment was needed.

In run 6, disregarding the unemployment in the starting-up
periods we can easily distinguish (in VI.1/3) two phases: phase
1, with full employment, and phase 2 in which unemployment was
growing. It is thus clear that the materials constraints in
phase 2 are not caused by the labour constraint, and equally
cannot be caused by capital constraints. Thus, in the absence
of monetary constraints, the materials constraints must be a
primary source of disturbance, and this suggests strongly that
production targets are too low, particularly as the excess of
household income over expenditure (VI.1/3) in conjunction with
the materials constraints suggests that consumption is being held
down by supply shortages.

The behaviour of money stock in phase 1 of VI.1l/2 calls for
comment. Owing to the large increases in money stock, the scaling
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effect has flattened the reserve balance so that its reduction
in phase 1 is not apparent in the chart. It is nevertheless a
legitimate piece of information to use - being already published
periodically - and from the running printout it can be directly
seen in the time series that the reserve balance was in fact
reduced owing to taxation receipts in a time of full employment;
this lowered the money stock ceiling and necessitated a reduction
in new lending. Reductions in the money stock itself could not
be effected unless overdrafts were being repaid at the same time.
As VI.1/4 suggests, in the corresponding part of phase 1 cash
payments were sustained as nfi credit was substituted for bank
overdraft, and through the general transactions flows enough of
this cash got into the hands of borrowers with outstanding over-
drafts and so enabled them to reduce their overdrafts. thus
reducing the money stock. Owing to the availability of
alternative finance from nfi, the operation of the bank ceiling
did not in the event affect production; but it could have done,
and in that case an immediate and drastic lowering of the required
reserve ratio would have been necessary to prevent a deprescion.
(Lowering the required reserve ratio in order to relieve the
pressure on bank reserves of the March-April tax drain was for
some years standard practice in New Zealand.)

Sequence 2:

As a comparison of V.2/1 and VI.2/1 indicates, reducing
target inventory weakened further an already weak stimulus to
growth, In the event, no materials constraints operated,
because the rate of growth was so low that the inventories
available were adequate. This makes the low target inventory
understandable from individual producers' point of view, since
under these circumstances when production for inventory is a
major part of the whole demand stimulus to production, inventory
expectations become largely self-justifying, and producers would
have no reason to suppose that they were setting their target
too low. If there is anything in the notion of "gstagflation”,
VI.2/3 must surely depict a classic case.
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Sequence 3:

VI.3/1 is separated into phases to correspond with those
of V.3/1. In phase 1 the stimulus from additional household
income, in the context of the multiplier, hasz tended to outweigh
the reduced stimulus from production for inventory, although more
frequent operation of constraints on materials in a context of
growing unemployment (VI.2/3) towards the end of phase 1 suggests
that the low inventory target is also constraining input supplies,
particularly to sector 3, although some materials constraints
would in any case have been due to the labour ceiling as in
V.3/1. But output is generally higher in phase 1 in VI.3/1 than
in V.3/1, so that the net effect is expansionary.

The stimulus from increased income, at a time when prices
have not yat hecome tcc high, is decisive in phase 2; in phase 3
the multiplier is still operating enough to maintain consumption
demand, since with high unemployment the additional incomes are
more or less keeping pace with prices. (This can be seen by a
direct check on the course of real consumption in both runs; this
would not be open to direct inspection in practice, but a useable
measure might be derived from quantity indexes of retail sales.)
The price increases do, however, exercise some depressing effect,
and since unemployment benefits are not as much as full wages,
for both reasons the multiplier is much weaker than the full
employment multiplier at constant prices.

Since no constraints are operating, except the labour
constraints purely in connection with the transfer mechanism,
it is apparent that the generally stagnant character of output
in phase 3 arises from a weak demand stimulus to growth., The
conjunction of a weakening multiplier and a reduced inventory
demand is thus responsible for the lack of impetus to growth.

It is evident that to the lack of demand for consumer goods
must be added deficiencies of demand for producers goods as
possible sources of unemployment; this is just another instance
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of the importance, in an uncontrolled market economy, of producers
making the "right", i.e. macroeconomically appropriate, decisions.
Inappropriate decisions about inventory and investment can, of
course, lead to restrictions on output and employment from capital
and materials constraints, as well as reduced wage incomes, and

it does become rather important that they are appropriate to the
technically attainable rate of growth. There is no way of
guaranteeing this in an uncontrolled system. Even in a control
system, it is not clear, in terms of the "trouble~shooting”
approach, what could be done to change producers' responses,
particularly when they tend to be self-justifying:

A distinction must be made between deficiencies of private
enterprise which act as a positive obstacle to adequate provision~
ing, and those which appear simply in a lack of impetus. The
second can always be supplied by government if necessary, since
there is no reason why it should not enter the private markets,

It is doubtful how far the first is amenable to economic controls,
or how far it is accurately classified as an economic malfunction.

We shall leave the question of unemployment, for the present,
although it will no doubt arise in other contexts, and return to
the study more directly of malfunctions on the money side.

6.22 IMBALANCE IN THE PAYMENTS FLOWS

The model structure as it now stands penalises lack of
liquidity on the part of individual transactors considerably less
than would be the case in practice, since neither creditworthiness
nor onerous re-payment requirements are operating to restrict
credit. Even so, the system cannot stand persistent imbalances
in the payments flows without meeting some difficulties. On the
supply side, shortage of money may eventually make some payrolls
hard to meet and hence restrict production, employment and wage
incomes: this in turn must affect the demand stimulus to the
economy via the income-expenditure multiplier, and may add supply
constraints. On the demand side, only the presence of virtually
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anlimited trade credit may prevent the direct impact on the
demand stimulus of shortage of money in households; where trade
credit is freely available, its use replaces the cash receiptl’
from retail sales and hence transfers the liquidity problem to
producers.

Payments imbalance also raises difficulties for control,
since its presence increases the difficulty of identifying and
dealing with malfunctions arising from other causes. When the
correction of payments imbalance is left to producers to deal
with through price adjustments, the result is likely to be
inflationary. (The particular type of response defined here for
producers is necessarily inflationary; but, in general, it is
difficult to see how any response could fail to be, since the
losers on the payments flows would have no hope of correcting the
imbalance by reducing prices in the context of fairly inelastic
basic demand.)

It is fairly clear that the profit-signalled response used
so far is not a very successful one from the producers' point of
view; it does seem to correct the grosser distortions produced
by completely arbitrary prices, but seems rapidly to exhaust the
possibilities of improving the balance after this has been done.
It is even worse from the households' point of view, since the
competitive price-raising has a tendency to continue long after
any possible benefit to producers has been exhausted, as a result
of feed-back effects from earlier price rises.

A more sensible basis for pricing might be direct costing.
Once the system is in operation, information about past unit costs
is available, and there is no reason why this should not be made
use of as the basis of setting current prices, since although
it may not give an accurate caleculation of current costs it is
still likely to be the best approximation to them. If control
intervention in pricing practices became necessary, this might
also provide the only administratively practicable basis of
controlling prices, and the only available criterion for assessing
whether individual producers' prices were "too high".
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In terms of the analysis of section 5.1, then without either |
trade or retail markups this would imply simply that

- 1 ‘
Py T R g o

which would not satisfy condition (5.10) in general., Nevertheless,
it is worth investigating in this context, since what we are now
looking for is not some rigid equilibrium but some way of removing
unacceptable payments imbalances without causing perpetual
inflation as a necessary consequence. Since producers must make
some allowance for capital depreciation and inventory accumulation,
we will retain trade and retail markups but apply them to direct
costs arrived at in the above way.

Run 7
Pricding:

This set arbitrary prices for the first aggregation period,
and thereafter prices were set equal to total unit direct costs
of the previous period, calculated from actual purchases of inter-
mediate and factor inputs, with a markup of 10% on cost to other
sectors, and 20% on trade price to retail.

Variation:

Four sequences were used: sequence 1, to provide a bench
mark, used arbitrary constant prices and no multiplier; sequence
2, direct cost pricing also with no multiplier; sequence 3,
arbitrary constant prices with multiplier; sequence 4, direct
cost pricing with multiplier.

In the event, the direct cost basis for prices worked rather
well for the mechanisms used, although the weak demand stimuli
to growth tended to keep the rate of growth very modest. The
effects were as follows.



Sequence 1:

The low rate of growth without multiplier effects and with
low production targets is shown in VII.1/l., Owing to the low
growth rate no constraints operated, except the intermittent
labour constraint due to the transfer mechanism. Uenmployment
fluctuated around a constant trend in absolute terms (VII.1/2),
although since the labour force was growing this represented a
steady improvement in percentage terms. As VII.1/2 indicates,
the steady rate of growth of basic consumption expenditure rapidly
outstripped the growth of household income, which included some
unemployment benefits but was held down through the low level of
production. The cumulative effect on household asset position
is shown in F (HHLD,NTWTH) in VII.1/3. Both from the sectoral
terminal net worths and the course of sectoral profits (VII.1l/3)
it can be seen that even the arbitrary prices were not as serious
for firms as in previous runs, the expenditure amounts with the
low rate of growth not being large enough to bring out the full
effects of monetary imbalance, and all sectors finished with a
reasonably liquid and solvent position. The general liguidity
position is apparent from F in VII.1/3, and clearly is supported
by the large monetary base resulting from sustained payments of
unemployment benefit; (see F(CBNK,BNKS) in VII.1/3).

The periodic fluctuations apparent in VII.1/l and VII,1/2
arise from two factors on the real side: (a) as the percentage
rate of unemployment is reduced, government stabilising purchases
of goods are automatically reduced, thus offsetting to some extent
the expansionary effect of increased production; (b) as the
ceilings charts for previous runs have shown, when the rate of
growth is very low new capital investment becomes very intermitten
and lumpy, and this produces intermittent boosts to production
when investment does occur,

It is evident in VII.1/2 that there is a positive correlation
between household money incomes and unemployment, instead of the
negative correlation one would expect. This is mainly a consequen
of the timing differences both in the labour transfer mechanism an
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in the payment of unemployment benefits. The latter are paid in

a lump sum to households at the end of each aggregation period,
calculated on the numbers of unemployed held in the pool at that
point of time. Thus although the daily unemployment benefit per
man is only 60% of the daily wage rate, it is paid for the whole
period; a man transferred out of the pool in mid-period is paid
wages for fewer days than his forgone unemployment benefit would
have been paid for, and when relatively large transfers in or out
of the labour pool are involved this effect appears to be decisive.

Sequence 2:

Since this sequence also had no multiplier, the substitution
of direct costing for arbitrary prices produced effects on the
monetary side which were not transmitted to the real side; thus
sectoral outputs were identical for sequences 1 and 2, and
unemployment was consequently the same., Household income
remained the same, both wages and unemployment benefits being
unchanged. Consumer prices remained fairly steady at a level
which substantially reduced household expenditure on the autonomous
basic purchases; (VII.2/l). The course of trade prices is shown
in VII.2/2; retail prices differ by a constant percentage markup.

The different pricing basis and consequent lower expenditure
reversed the net payments flow, which previously had been
unfavourable to households, and the effect on household terminal
worth was substantial (VII.2/3). Intersectoral prices were much
better in balance, indicated by sectoral profits and the sector
terminal net worths in VII.2/3. Although government stabilising
purchases of goods remained the same in guantity terms as in
sequence 1, the lower prices set reduced government expenditure
in total, and some minor variation in profits and tax payments
resulted from the altered payments flows. The net effect was to
keep bank reserves slightly below their previous level (cf.

F (CBNK,BNKS in VII.2/3 and VII.1/3), although at the modest level
of expenditures called for the monetary base was still more than
adequate.
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The cycling effect on the real side was repeated as a result
of the same two factors, and the variation in sectoral prices
introduced a consequential effect on the money side. The inter-
mittent and lumpy investment caused price variations due to the
way the cost base is calculated: the costing calculation simply
divides the total expenditure on intermediate and factor purchases
by the total quantity of output produced, both for the preceding
aggregation period. This is taken to be the direct unit cost of
production, to which fixed percentage markups are applied to
arrive at trade and retail prices. The purchase of investment
goods involves an intersectoral expenditure which is included in
the numerator of the cost ratio, whereas to the extent that the
new capital gives rise to equivalent output (it will usually not
be fully used immediately) the effect is spread over subsequent
periods. Thus substantial price rises occur in investing sectors,
and through their effects on costs to other sectors tend to push
up all prices. This effect is reversed when investment demand is
satisfied for the time being and direct cost is reduced.

The periodic effect on prices is seen in VII.2/2, and
although in the absence of a multiplier quantities of goods bought
by households remained unchanged, money expenditures on them were
obviously affected (VII.2/1).

Sequence 3:

Despite the addition of the multiplier to produce an extra
stimulus to growth, the return in this sequence to the arbitrary
prices of sequence 1 kept prices too high for incomes to provide
much discretionary income, after purchases of basic goods, for
the multiplier to have much effect (VII.3/2). Some very minor
variations in output are apparent between VII.1l/l and VII.3/1,
but unemployment, household income and expenditure remained
substantially as in the first sequence.

Seocuence 4:

The multiplier stimulus, when direct cost prices were
substituted for arbitrary prices, raised output substantially
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(VII.4/1).5 Prices were generally stable (VII.4/3), and from the
course of sectoral profits together with the final liquidity and
solvency positions (VII.4/4) the payments flows are well in
balance. There is no theoretical presupposition that equality of
income or wealth distribution is aimed at, although other social
ends might well attach importance to the relative distributions;
from the viewpoint of macroeconomic stabilisation this balance
must be well within the range of variation that the system could
tolerate without ill effect.

The nfi have accumulated large working deposits for which
they are unable to find borrowers. This is obviously not a good
thing from nfi's own point of view, and in this balanced context
they would be unlikely to operate, unless they could compete on
loan interest or ancillary services with banks. From a macro
control standpoint it hardly matters whether they do or not,
since with a large monetary base and general payments balance
private transactors might as well hold cash assets directly as
bank deposits; no monetary malfunctions are at all likely to arise.

The cyeclical effects previously mentioned are here much more
definite, as can be seen in VII.4/1, VII.4/2 and VII.4/3. The
primary phase due to the previous three factors, government
stabilising expenditure on goods, intermittent investment, and
the effect on prices, has been transmitted to a secondary phase
by the effect on household monev incomes in the context of the
multiplier, and since this now has feedback effects through
purchases of consumption goods, output, employment and household
incomes, the complicated feedbacks of the secondary phase are
well intermixed. Thus the initial stimulus to real output by
investment purchases subsequently, through their effect on prices
and household expenditures, sets in motion the secondary phase
which depresses output. The process is reversed when investment
demand is satisfied and prices revert to their lower level.

The pricing basis and the administrative mechanisms which
set off the primary phase could all be changed. Government
stabilising purchases could be kept up a little longer after
unemployment has begun to fall, and unemployment benefit could be
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tied more closely to the actual timing of labour transfers. But
there may be a case here for not making control stabilisation
measures too automatic, and leaving some scope for discretion.

It should also be recognised that, however well-intentioned and
well-conceived control intervention can be, its practical execution
cannot be expected to be perfect, and some anomalies must be
accepted. In any case, whatever is done, various sources of
untidiness are bound to appear in the data.

The costing basis is easily dealt with in the model. But
there are two things worih mentioning. First, the distinction
between capital and current inputs is not so easy to make in
practice as it is in the model. Secondly, the measures used by
the orthodox technigues are not well-defined as measures of
capital input or capital accumulation, and much of the trouble
here comes from defining for the model a rather more accurate
view of the way in which capital enters into production. Never-
theless, if new capital investment is to be taken into account in
setting prices, the more or less rule-of-thumb markup more commonly
used in business is superior, from the point of view of control
stabilisation, to either the orthodox approach or the alternative
discussed here.

In general, all these problems might become less important
if the rate of growth could be raised to the ceiling by strength-
ening the demand stimulus. But Lhere is a point to be cleared up
first. The course of events hus been made rather simple in the
last few runs by, among other things, the "simultaneity" of
activities.. This has enabled prices, with fixed wage costs, to
remain on the whole fairly steady, and has facilitated identific-
ation of primary and secondary phases. With varied timings, it
is not clear that either feature would be retained, and this needs
examination.

Run 8
Prices:

In moving to a more complex timing it has to be recognised
that some production periods will not f£it exactly into aggregation
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periods; this has to be taken account of in the costing basis of
pricing, for where work in progress has incurred production
expenditure but has not been finished and taken to inventory, it
would not be included in the actual produced output figure. How
work in progress would be measured in output terms is not clear,
but in the fixed proportions structure used we can reckon it
simply in proportion to gquantities of inputs used. Inputs, in
the model, are called for at intervals during the production
period, and paid for at the same time., The estimated contribution
to output can thus be calculated on the number of instalments in
a production period, and recorded as work in progress; this we
shall include in the denominator of the cost ratio.

Varndation:

We shall retain the mechanisms of sequence 4 of run 7, (i.e.
direct cost pricing with a money income multiplier), and vary the
timings over four sequences. In the first sequence, each activity
will generally be scheduled for a different time for each sector,
and in subseguent sequences the same timing schedules will be
rearranged among sectors.

Monetary Policy:

Some attempt to remedy an inadeguate monetary base was made
through providing increments to reserve balances when money
constraints were operating. This is analytically the effect
produced by direct transactions between government (or Reserve
Bank) and the trading banks.

In the event, the timing variations produced much more
pronounced fluctuations on both real and money variables, and
in general output was below that of the corresponding "simultaneous
path of sequence 4, run 7. The timing differences also brought in
operative constraints due to various secondary effects of the
timing variations. Major difficulties arose for control in the
identification of primary sources of malfunction, since in this
untidy context the basic indicators were no longer sufficiently
clear and informative on their own. We first discuss sequence 1
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and then compare all the sequences.
Sequence 1:

One obvious consequence of the varied timings was that the
production periods did not fit tidily into aggregation periods;
VIII.1l/1 would in any case have had a scattered look since
different combinations of terminating production periods in
different aggregation periods result in variations in the extent
to which output is recorded as taken to inventory and so reckoned
into aggregate output for the period. These variations did not
produce a disturbance in the pricing mechanism owing to the
inclusion of work in progress in the costing basis. Some hint
of this is seen in the reference points, indicating those
aggregation periods in which the maximum number of terminating
production periods occurred, (in vIII.1l/1, VIII.1l/2 and VIII.1/3),
which are not systematically related to the upswings and down-
swings. Although a time series of investment by sectors has not
been collated, from uncollated data the association between jumps
in trade prices in VIII.1l/3 and the occurrence of investment is
quite direct. But the actual causes of variation can be reliably
established only on the basis of a direct knowledge of the costing
basis of pricing.

It may appear that the required causal connection could be
established by applying sophisticated statistical analysis to the
time series. A minor difficulty might be that, gsince the time
series serves only as explanandum, the additional information
required might not be available from published data to a passively
observing econonist, and it wight be only in the context of
control that the required information can be sought and obtained.
But, most importantly, the search is not for a statistical
“explanation” in terms of the relative guantitative importance,
on average, of the various factors involved, as a basis for
predicting future movements of the cycle. What we are looking
for is an identification of the singular events which can be
shown to be causally responsible for the primary phase of the
disturbances, in order to provide a basis for eliminating the
cycle. Thus instead of lumping all contributory factors together
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as "explanatory" variables, we want to separate out those that
operate as secondary responses to the initiatory events, from the
initiatory events themselves. Certainly we shall want to know
how the secondary feed-backs operate, and given this information
the statistical analysis may be able to give us some estimate of
their net guantitative effects. But control requires identifying
and dealing directly with the initiatory disturbances if that is
at all possible.

Additional sources of cyclical disturbance in the model could
arise from the selection of the aggregation period as the arbitrary
period used in the argument of some response functions, as for
example it has been used as the period determining the income
argument of the demand function. Thus, although the aggregation
period is as good for the purpose as any other in the context of
“simultaneous” timing, its use in other contexts is less innocuous,
and the choice of base period needs more care. In the event, this
consideration did not seriously affect run 8; it can be seen from
VIII.1l/2 and VIII.1/3, together with information from the constraints
(set out below), that the low level of production not only reduced
the multiplier component of demand via the employment-income
relation, but also reduced the supply of goods so that materials
constraints operated from time to time. Since this weakened the
multiplier effect, so that basic demand became more important, the
effect was to overshadow any cycling arising purely from choice
of income period.

In VIII.1/2 the relation between employment and consumer
prices suggeskts a typical "Phillips curve" relationship. But the
mechanisms are different; the causal chain usually adduced is
of the form: employment - consumer income -~ expenditure - market
effect on prices from raised demand curve, or of the associated
form: consumer demand - market effect on prices - production
stimulus -~ employment, with or without a further effect on wage
rates. Here price and employment effects arise, independently of
each other, from the lumpy investment; this affects prices
directly through the costing basis of pricing, and employment
directly through the impact effect on production in the primary



phase. In the secondary phase, of course, all the feedbacks are
intermixed and it becomes idle to ask which is causing which,

Comparison of Sequences:

Since the different timings of production periods, varying
over sequences, affect the points at which investment occurs, and
through the operation of materials constraints from time to time
affect the levels of production, the time paths of output tend to
differ over seqguences. (Cf. viir.1/1i, viii.l/2, VIII.1l/3 and
VIII.1/4; owing to the lower level of output in sequence 3 a
"semi-datum” line is shown, indicating the relative position of
half the pure number represented as the datum line otherwise
used.)

While all sectors are both providers and users of inter-
sectoral inputs, sectors 1 and 3 are relatively more important
as providers than as users of intermediate outputs; sectors 2
and 4 as users rather than as providers. This distinction becomes
important when the main providers have longer production periods
than users, since inventory is being rapidly run down during the
course of the long production periods, which must make production
lumpy and may bring in materials constraints. The length of
production periods were i{n the ratio 5:16:18:20. The effect of
allocating these production period lengths to different sectors
over successive sequences did not produce generally clearcut
results owing to the interlocking relations between sectors; in
sequence 3, however, both input-providing sectors had the longer
production periods while the using sectors had the shorter. It
is thus not surprising that intermittent materials constraints
and a somewhat lower rate of growth occurred,

The effect of odd combinations of terminating periods on
the output summarized in the time series is observable in
VIII.4/1l. Sector 4 has no terminating period in one out of every
ten aggregation periods, and sector 3 has two in one out of every
eight. Similar effects can be seen for other sectors in other
sequences.

Constraints operated as follows:
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Capital constraints are almost absent; the low rate of
growth produced substantial idle capital for much of the time,
and reinvestment was only occasionally needed. Labour constraints
are not unusually active, although at a higher level of employment
the large fluctuations in output would clearly necessitate much
more frequent transfers of labour than a more orderly growth path
at the same average level, and it appears that the transfer
system would need, in such circumstances, a considerable element
of anticipatory transfer.

In sequence 3, the generally low growth path explains the
frequency of materials constraints, but makes the operation of
monetary constraints surprising. These derive from the effect
on the monetary base of differences between government receipts
and government expenditure. The profits tax is not directly
related to the level of output in general, but depends also on
the net payments flows and the distribution of profit, since a
high tax payment may as well arise from high profits in one
sector due to losses in another, as from a high level of product-
ion with profits more evenly distributed. (The course of profits
is shown in VIII.4/4.) Unemployment was also a little lower in
sequence 3 at a time when tax payments were high; the net effect
was to reduce the reserve balances substantially from time to
time, so that the monetary base which initially would have
supported a much higher growth path, was reduced below even the
amount necessary for the lower growth path, and thus introduced
an additional primary source of a depressant to production.

The effects on production, employment and incomes lead into
secondary effects, but an obvious task of control would be to
intervene before the monetary effects had become significant and
so prevent the secondary phase from starting. This could have
been done directly either by lowering the reserve ratio or by
increasing actual reserve balances.

Household variables and trade prices shown in the charts
for the last three sequences indicate broadly similar patterns
to the first; the causal sequences are similar, although the



timing variations introduce a different pattern to the secondary
phases.

The disturbed course of production obviously brings about
very large payments imbalances from period to period, but on the
whole they tend to cancel out between sectors in the long run.
Households are generally in deficit except in the last sequence.
(C£, VIII.1l/4, VIII.2/4, VIII.3/4 and VIII.4/4.) Since in
sequence 4 the two output-providing sectors have the shorter
production periods, there may be some connection between monetary
imbalance and the time structure of production, but we shall not
be able to follow up that idea here.

Indeed, we have already pursued this enquiry rather further
than was originally intended, and it is becoming time to sum up.
In the nature of the enquiry, whatever point we choose to stop
at must leave us with a sense of unfinished business; even when
a stage is reached at which all outstanding malfunctions appear
to have been dealt with, further developments to extend the range
or to refine the detail must introduce further complications.
Before attempting a summing-up, some indication ought to be given
of the lines on which work can proceed from here, and what other
major malfunctions need to be tackled.

The next step is to remove the cyclical feedbacks produced
by the costing basis in a context of lumpy investment, and to
produce a more orderly arrangement for costing investment into
prices; this then raises the question of growth, and a revision
of the production targets is called for. If the problem of low
production targets is mainly a matter of their place in the
demand stimulus, a substitute could be found in a direct
autonomous demand for goods by government, growing at a steady
rate, as possibly an administratively more practicable method.
If, however, this did not prevent limitations arising out of
materials constraints due to low production targets, more direct
intervention in production planning would become impossible to
avoid.
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Given that a full employment rate of growth were attained
by raising production targets and without autonomous government
expenditure, this would be bound to bring about excesses of tax
payments over government expenditure, with consequent reductions
in the reserve balances and progressively increasing monetary
constraints. The feedbacks operating as a result of this might
operate quickiy so as to yield no more than a harmless minor
cycle at near full employment, but we might on the other hand
find that the impact effect of the monetary constraint on
production produced a downturn on the real side through the
effect on derived demand, If this secondary phase develops too
quickly, the monetary response might be too slow to remedy the
problem.6 This is what appears to have happened in run 8, when
the increases in reserve balances made in response to already
operating monetary constraints did not prevent the real downturn.

Thus the increases in the monetary base would either have
to be anticipatory or independent of current monetary states.
The normal method of increasing the monetary base, as far as the
textbooks are concerned, is by open market operations. This
might be a harmless way of doing it; the finance market might
take the side effects of open market purchases in its stride,
depending upon how much increase in the monetary base had to be
provided; but as a general rule, it would be desirable to find
some way of increasing bank reserves without entering the general
finance market., For example, the Reserve Bank might, for this
purpose, either deposit funds on time deposit with the trading
banks, or buy a specially devised interest-bearing bond from
them. This would restrict the initial effect purely to the
monetary base.

Once these problems had been successfully dealt with, it
would then be possible to introduce some of the structural
modifications required to improve the representational adequacy
of the model; those of particular importance are refinements in
the credit mechanisms and the definition of international
transmission mechanisms. It may look as though the latter could
be analysed in the model as it stands, simply by re-interpreting



groups of sectors (using a larger number in total of sectors) as
"countries", and something of this basic structure must inevitably
appear when international transmissions are defined.

But on the money side there would be a major change brought
about by the difference in monetary standard and unit of account
between countries; since this is accompanied by significant
trading in the domestic currencies themselves, associated also
with international capital flows, the monetary flows would acquire
greater importance. They would give more point to the introduction
of interest rates; in general trading in foreign currencies between
trading banks and central bank have consequences for the monetary
base, and exchange rates and overseas trading in goods have
consequences for internal real and money flows; thus the re-
definition of the transaction flows to link foreign trade to
particular domestic nodes would require much more extensive
development of the model.

In an attempt to tidy up some of the loose ends left over
from the last run, the modifications suggested for that run have
been applied and the results are briefly presented.

Run 9

The modifications made were as follows:
Priedng:

Investment expenditure was excluded from the costing basis
of prices; this was not compensated for by increasing the markups,
which were left unaltered.

Inventory:

Target inventory was given the rate of growth of the common
trend, from which it had previously been reduced.
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Monetary Base:

Bank reserves were freed of the earlier response to constraints |
and instead were given the common trend rate of growth, assigned
directly to F (CBNK,BNKS)., This was to operate as a minimum, and
any increase in the reserve balance above this was left untouched.

In the event, these modifications cleared up the major
problems outstanding, and no signs of malfunction appeared. The
pattern of growth varies between the four sequences due to timing
differences, but the modifications worked equally well in all
four sequences; it is necessary to present only one.

Given the inevitable raggedness, the growth path was well-
behaved. (IX.1/1.) Labour constraints operated mainly on account
of the full employment situation, although slight unemployment
tended to recur. (IX.l/2.) This was, however, fairly promptly
corrected by stabilisation policies, which in the absence of
other destabilising factors were able to work as designed. The
spasmodic production brought in materials constraints from time to
time; their effect can be seen on household expenditure (IX.1l/2).

Trade prices settled down to a fixed level, after the initial
periods, and clearly were unaffected by the vagaries of output and
investment. (IX.1/3.) It should be noted that, whereas in a
normal model fixed “equilibrium” prices are an automatic
consequence, in this type of closed system, of fixed wage rates
and fixed input-output proportions, in the more complicated feed-
back and time structure of this model it is by no means a foregone
conclusion that the mechanisms will produce or allow a convergence
to constant prices from an initial arbitrary price vector. That
these were, if not "equilibrium" prices, at least in a tolerable
relationship is shown by IX.1l/5.

The major source of expenditure was bank overdraft. (IX.1l/4.)
This is not surprising, in view of the extensive availability of
bank credit due to the increasing monetary base. It is clear that
the monetary base, and the money stock derived from increasing
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overdraft, are quite excessive; the system could: manage with
much less, particularly as the considerable capacity of nfi to
lend remains almost untouched. But it seems to be doing no harm,

The behaviour of the system as it stands is now suitable
for our purposes, and the stage is set for further structural
modifications (although those will be left to some other occasion
as far as this study is concerned). In addition to structural
modifications, further enquiry is needed into types of malfunction
not so far given attention in their own right. We shall indicate
briefly some major topics needing study.

6.23 OTHER MALFUNCTIONS

The Monetary Base:

It is clear that an inadequate monetary base can bring in
monetary constraints and so initiate a real downturn, and that
this needs anticipatory correction to prevent the secondary phase
of deepening depression from getting under way. But is there a
sense in which a more than adequate monetary base can itself
constitute a source of disturbance requiring control intervention?

Clearly, unless additions to the money stock occur as a
consequence of the increasing monetary base, it is a matter purely
between the trading banks and the central bank and makes no
difference to the system; these additions to the money stock
cannot occur unless there are credit-worthy borrowers forthcoming.
It makes little difference to the system if these borrowers are
merely substituting bank overdraft for nfi credit, and for the
extra monetary base to make any significant difference to
transactions some of the additional bank lending made possible
by the enlarged reserves must go to finance expenditures that
would not otherwise have been made. In short, it must either
remove an existing monetary constraint, or it must give rise to
expenditure decisions which stem from the existence per se of
credit availability.



It is easy to see how, in a situation that is already
persistently inflationary, the existence of ready credit may
itself stimulate speculative activity, since in such circumstances
the prospective gains, from financial or land speculation, for
example, would bha bound to exceed the cost of borrowing. But
while this might well aggravate inflation already present, it
cannot explain how it could set off the inflation in the first
place. In the absence of such an explanation, any inflationary
stimulus from an excessive monetary base would be a secondary
phase phenomenon.

Inflation:

By this we mean generally rising prices. It will usually be
necessary to trace causal effects through expenditures, but clearly
the first thing to look at is the mechanism by which the prices at
which goods are actually sold is determined. We need no mysterious
auctioneer to explain these. Most goods are sold without haggling
or chaffering according to the price marked on the ticket,7 and
the question becomes one of the basis on which sellers arrive at
the prices they list. In most cases this will be based on a cost
plus markup allowance as in the model. This leads quite easily to
the analysis of inflation through examining the components of
prices.

There are two obvious cases where the price-setting exercise
itself may be a primary source of disturbance. Where employers
are offering much higher than award rates in order to tempt key
men from other firms in a time of labour shortage, this is clearly
a primary source. (Apparent, for example, in the very high rates
that some builders have been offering for carpenters and block-
layers.) The cost effect is quite direct, and there may be a
secondary effect on consumer demand as well. Wage rises resulting
from employer-union negotiation have a parallel effect.

On the consumer demand side, the pressure of demand is
conveyed through the consumer expenditures, which from the seller's
point of view increase sales receipts and deplete inventory. So



far in the model we have looked at this purely from the point of
view of inventory; but there is no reason why a seller, faced
with rapidly increasing sales, might not respond by raising his
markup as well as by increasing his orders or his production
target for inventory replacement. In the secondary phase of the
wage-price spiral, cost and sales effects are intermixed.
Similarly, a slackening of demand might result in reduced markups
in order to clear unsold stock,

A cost-push effect initiated by increased import prices
needs examining, and would provide a useful basis on which to
begin an e:itamination of wage-price spirals. But this requires
the introduction of a foreign trade sector, and since many
inflationary problems are associated in some way or another with
balance of payments problems, a full enquiry into inflation would
have to be deferred until the structural modifications had been
made.

International Payments Imbalances:

These obviously would have to be given major attention. The
structural modifications required would be very extensive on the
monetary side, since the introduction of trading in currencies
would bring in pervasive complications, and ought to be associated
with the definition of interest rates and capital funds markets.

Those developments lie in the future, and for the present
we will merely sum up on where we have got so far.



CHAPTER 7

A SUMMING - UP

The undertaking at the outset of this study was to attempt
to diagnose the deficiencies of a particular area of economic
theory, and to develop a course of treatment for those
deficiencies. The diagnosis has been completed and the indicated
course of treatment carried as far as it can be carried within
the scope of this study; at this point we review progress so far.
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7.1 REVIEW OF THE COURSE OF THE ENQUIRY

7.11 THE CoNcePTUAL Basis

In approaching the task of finding out why the analysis of
macroeconomic monetary systems has so much difficulty in making
contact with problems of practical importance in the behaviour
of such systems, and why it has such dubious status as "science”,
we found it necessary to cast around for ideas not usually given
much attention by the majority of practising economists.? We then
tried to apply those ideas in the examination of some fundamental
conceptualisations in monetary theory, as a result of which we
concluded that the root of the trouble lies in the following
characteristics:

(a) The common conceptual structure of macro-monetary theory
is not even defined for those transactions processes which lie at
the heart of the questions to which economists address themselves,
Very often it cannot be decided whether a particular discussion is
about money or about goods, and freguently one cannot help thinking
that the author himself is unclear about which he means to discuss.

(b) The paradigm governing the formulation of propositions
in economic theory prescribes their embodiment in a formalistic
structure, which becomes increasingly devoid of semantic content
as it becomes elaborated. Sanction for this might be found in the
positivist paradigm of theory structure, but only if certain other
requirements are met.

(c) The structure which the positivist paradigm requires a
well-formed theory to have, in which the propositional calculus
is formally separate from the domain of observation and experience,
has as an indispensable component the rules of correspondence or
interpretation; these mediate between the deductions and the
experience, serving both to make sense of the propositions of the
theory and to define what it is that is to be measured, i.e. how
nunbers are to be selected for insertion as values in variables
of the theory. Without these rules, there is no basis for
translation between the two modes.
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(d) As one result of this lack, the economic paradigm fails
to provide criteria for deciding which numbers are validly inserted
as values of the variables of the theory, and thus cannot specify
which set of observations would refute any particular hypothesis
under test.

(e) As another result of this lack, policy conclusions tend
to be deduced directly from the formal models without benefit of
any definite criteria which would enable the conclusions from the
rigidly circumscribed context of the model to be modified so as to
account for divergences of the domain of applicability from the
conditions specified in the model from which the theoretical
conclusions have been drawn. When the formal models assert that
the system is in equilibrium, that it is free from external
disturbance, and that certain things are held constant, and the
policies have to be applied in contexts in which none of those
assertions holds, one of two things must happen; either the policy
conclusions are legitimately drawn from the axioms of the model,
in which case they can have no bearing on the actual situation; or
the policy conclusions are intuitively oriented to the actual
problem, in which case they cannot be legitimately deduced from
the axioms of the model and the theoretical argument becomes
irrelevant, - mere window-dressing.

(£) While a further articulation of the accepted economic
paradigm so that it came closer to meetinc the requirements of the
structure provided by the positivist paradigm could do much to
improve the state of the art, it is not clear that much of the
present theoretical structure of macroeconomics could survive the
required modification, or that the positivist structure itself is
fully satisfactory as a framework for economic theories. Hayek
(1964) has rather convincingly argued that the complex phenomena
characteristic of the social sciences cannot be successfully worked
into this hypothetico-deductive method, and the argument of 1.3
above suggests that the formal distinction between deduction and
observation may be mistaken.

(g) We have attributed the current state of affairs in
economic theory to premature axiomatisation, whose effect on
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economic method has been to encourage, if not to impose, a
professional commitment to black boxism.

In the light of this diagnosis, a course of treatment was
based upon the need to modify the existing structure of macro-
monetary theory in order to meet the two major requirements
suggested by (a) and (¢), which required us: (i) to place the
concept of a “"transaction" at the heart of the analysis in such
a way that it would always be clear whether we were speaking
of money or of goods, and that we should be able to analyse in
a direct way the working of the monetary nexus; and (ii; to attempt
to provide interpretative rules for those parts of the formalist
theory carried over into the modified structure. This we described
as an attempt to open up the black boxes, i.e. to construct from
them translucid boxes by providing their internal mechanisms.?

After some investigation upon these lines, it became necessary
to deal with other problems that progressively arose; in particular
the element of time needed much more care, and the definition of
the real or goods side of the system needed sharpening. At first
the investigation had been limited in intent to opening up the
existing black boxes of macro-monetary theory, i.e. to linking up
their input and output terminals by internal mechanisms expressed
in the transactions flows. Ultimately it became apparent that the
formalist structure resisted this development, chiefly because as
the internal transmission mechanisms became better defined doubt
increasingly arose about the status of the input and output terminals
of the traditional black boxes; finally it became clear that, rather
than trying to provide internal mechanisms connecting the input and
output terminals "given" by the existing theory, we should be trying
to work from the opposite direction, i.e. to specify the transaction
processes first, then to develop interactions and transmission flows
within the system, and finally to look for convenient points at
which to place input and output terminals devised for use in
macroeconomic analysis. This involved going back to the beginning
and starting again; the results of this fresh start are embodied
in chapters 3 and 4.
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Once the structure set out in those chapters had been
expressed in a working simulation model, the two main jobs could
be put in hand. The first involved exploring the internodal flows
directly rather than attempting to deduce their behaviour solely
from events internal to the individual nodes or from the properties
of macroeconomic systems of pseudo-reduced-form equations; this
had to be done in a context in which the logically implied effects
of any events introduced were allowed to override any ceteris
paribus conditions attempted. The second required looking at
various ways of recording, summarising and presenting information
from the operation of the system in a sufficiently condensed way
for it to be readily comprehensible as a scheme of the gross
behaviour of the system, while trying to maintain enough contact
with the details to provide sources of explanation.

In chapter 5 we restricted attention to the closed private
economy. Once the conceptual basis of the Ricardo-Walrasian real
exchangé equilibrium had been abandoned, and with it the faith
that the actual attainment of this equilibrium would be assured
by the operation of the invisible hand of the markets, two questions
arose: what could be said to desi¢cnate a "satisfactory" state of
affairs towards which the internal homeostatic mechanisms of the
markets ought to conduce? And what consequent constraints on
behaviour would, in the hypothesised absence of government inter-
vention, have to be imposed by the market procasses themselves?

A concept of "monetary equilibrium” could be defined in a
static context, although even then it seemed to impose rather
onerous restrictions on the market determination of prices; in a
dynamic context it became much harder to define, although the
gross imbalances which tended to appear in the payments flows were
so obvious that a formal definition was not needed, since no
sensible definition could have encompassed the situation generally
arising in the earlier runs. We did find a use for the term
"liquidity"” in the micro sense set out (on p. 114 above), and
it may serve as a rough shorthand for describing the state of the
finance stock variables in the individual nodal configurations.
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Monetary and real constraints were not defined as acting
on the system-as-a-whole, since this would be meaningless in
terms of actual economic activity, but operated on individual
transactors so that any effect on the gross behaviour of the
system of the impact of constraints on particular transactors
arose from effects transmitted through the system by the transact-
ion flows. Certain bounds to market behaviour needed to be
introduced to prevent the operation of constraints from causing
a downturn ending in total cessation of all activity, and this
led to the development of the floor; thus the real side of the
economy became subject to the ceilings and floor which together
provided a broad corridor within which the otherwise irregular
path of activity could, in general, be held.

The introduction of feed~backs between the money and real
sides of activity brought in further destabilising effects, and
it became increasingly clear that the difficulties of getting
a private market economy under total laissez faire to provide
an orderly path of growth at or near full employment were becoming
severe, and thus imposing restrictions on individual behaviour
that a consideration of the requisite information flows alone
suggested would be beyond the ability of unregulated private
markets to enforce. We therefore abandoned the attempt to
represent the unregulated market economy as able to solve its own
problems and thus attain both individual and jeneral equilibrium
solely through the homeostatic mechanisws operating in its own
markets, and turned our attention to the role of control inter-
vention in securing order in a market econony.

This was approached in chapter 6 through a "trouble-shooting”
approach to control, in which intervention to achieve macroeconomic
stability was undertaken in response to the presence of or a warning
of some specific malfunction. This led to a convergence of the
three notions of: equilibria in the goods and money markets,
general macroeconomic stability, and specific criteria for control
intervention, upon the simple operational idea of the identificat-
ion of actual or impending malfunction. From this developed the
task of separating out various broad types of malfunction, and
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for any given malfunction the task of separating primary from
secondary phases. We have attached importance to the identific-
ation of primary phases, on the grounds that in the secondary
phase the feed-back effects are completely intermixed with
secondary disturbances arising through the system, and the
situation has become too unsettled for individual effects to be
meaningfully separated out.

This raises three questions:

(a) There appears, on the face of it, to be an inconsistency
between the original theoretical position taken in chapter 3, in
which economic events were regarded as the resultant of all that
had gone before, expressed within the limited time-span of
practical interest to economists as the unbounded transactions
flow, and the idea introduced in chapter 6 of "primary" causes of
disturbance. Now, if we were attempting, within the more familiar
hypothetico-deductive framework, to deduce the total behaviour of
the system from the first principles of its organisation embodied
in the axioms, there certainly would be a formal inconsistency if
we were to introduce into the deductive sequence a "primary source”
not mentioned in or deducible from the axioms from which we started,

But that is not what we are trying to do at all. Within the
"trouble-shooting®” approach to control, intervention becomes
necessary because of some interruption to a system which had
previously been operating satisfactorily.J In general, we can
usually know quite directly that something is wrong; where we
need more formal rules for guidance is in moving from the general
impression to specific statements of what is wrong, and what needs
to be done about it., Thus the separation between primary and
secondary phases is first a matter of particularising the trouble
by tracing it back to a time when the misbehaviour began, and
second a matter of finding a useful point at which control may
be applied; thus it becomes, not another "assumption" smuggled
in to supply a need during the course of a deductive analysis,
but simply a way of finding a point d'appui for the operation of
control.
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Once the primary phase has been identified, it provides
a useful starting point for the analysis of the succeeding chains
of causation which provide an explanation of the particular
behaviour, not from the beginning of time, but merely from the
beginning of the period of the disturbance in which we are
interested.

(b) By the time the secondary phase has got under way and
has begun to override the primary phase, is it not too late to
go back to the primary phase to correct the original source of
the trouble? This may in fact be the case; but apart from the
contribution of an analysis of primary phases to a general
understanding of the system, there are specific reasons why it
is worth while to identify them. In the first place, the primary
phase might itself be a recurring phenomenon (as for example that
produced by lumpy investment in the context of runs 7 and 8), and
when it has been identified it should then be possible to eliminate
it, and with it the attendant secondary phase, the next time it
occurs (as suggested by run 9).

In the second place, a proper understanding of the ways
in which primary phases begin might permit control to anticipate
them and eliminate them or reduce the likelihood of their occurring.
A definite form to the whole problem is given by the case of
operating monetary constraints on production., In the primary
phase, their impact reduces production and employment, and is
transmitted to the secondary phase through the falling off of
derived demands for inputs on the real side, and consumer demands
falling as a result of reduced income on the money side. It is
too late when the secondary phase is under way to correct matters
by increasing the monetary base, as runs 7 and 8 suggested, since
neither derived inputs demands nor consumer demand can be directly
revived by the monetary bhase itself. The only way to deal with
the problem is either by very prompt action on the monetary base
or policies to eliminate monetary constraints by ensuring a
steady growth in the monetary base.

It is true, of course, that some primary phases might be
set in motion by external events beyond the control of the system,
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and these would have to be accepted. But it must be remembered
that they will, in the first instance, affect particular
transactors; thus there will be a distinguishable primary phase,
before the general disturbances of the secondary phase are
transmitted from those first affected, and it might be possible
to operate on that. We cannot tell at this point.

(c) The approach in general replaces the technigque of
identifying the relative quantitative effects of all contributory
factors operating together by a technique of tracing the operation
of causal chains through time, This imposes rather onerous
information problems on control, although these are by no means
as onerous as those imposed by the Ricardo-Walrasian framework
on private transactors. We shall consider in 7.2 below the
problem of informational requirements,

As an aid in developing the conceptual structure, we have
made use of numerical simulation, and it is time to look again
at the relationship between the number manipulations and the
concepts of economics.

7.12 THE NUMERICAL SIMULATION

In chapters 5 and 6 we have reported a number of numerical
exercises each of which began with the discussion of a previous
run, and in the light of that discussion evolving further
modifications of the programme, which was then run again and
so provided the starting point for the next discussion. The
results are examined in the following way.

After a broad survey of the raw output, i.e., the graphical
presentation of the summarisations collated during the running
of the programme, an explanandum is set up by comparing the
behaviour of different variations with one another, in terms of
some preconceived notions of satisfactory behaviour, expressed
in terms of levels and rates of growth of output, employment,
household income and expenditure, and prices. An explanation
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for discrepancies and for what, by comparison with the set of
preconceived ideas, are taken to be unsatisfactory features, is
then sought in terms of the internal structure of transmission
mechanisms through which one part of the system relates to
another, and which therefore provide a key to the causal chains.

Purely as a collection of investigations into the numerical
simulation as such this work would be otiose; the simulation
merely derives one set of numbers by elementary operations on
another set of numbers arbitrarily (though not randomly) selected
and input to the simulation. All that would thus he necessary
would be to present the printed output as the "explanandum", and
the programme listing as the "explanans".‘ The question is, then,
what revelations the construction and examination of such number
patterns have for us in terms of actual economic systems,

In setting up an algorithm to produce certain number patterns
we started from the idea that economic activity itself, in one
of its aspects, acts to produce numbers in various relations,
and that for various personal purposes, as of earning a living,
running a business, etec., it is frequently useful, by conducting
further numerical operations on selected subsets of these numbers,
to construct number patterns which enter into our thinking about
what has happened and what we are to do next. The semantic
interpretations attached to the numbers in the course of discussion
of the simulation exercises are a link be*ween the number patterns
produced by the simulation and the number patterns generated in
the course of actual economic transactions. They serve to identify
certain subsets of numbers of the sort produced by an economic
system in the course of its operation.

Some manifestations of economic activity consist in actuality
of numerical operations; sums of money and quantities of goods
are numbers which stand in the same relation to transactions in
actuality as numbers in the simulation labelled “"sums of money"
and "quantities of goods" stand to the theoretical term
"transactions". Thus although we have repudiated the idea that
actual economies can or do act as an algorithm to sglve the
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Walrasian or any other equation system of the black box theories,
that the transaction aspect of economic activity can be validly
represented as a numerical structure there can be no guestion.

It is therefore meaningful to represent the structure of
transaction flows occurring in economic activity in terms of a
numerical structure whose modular component is a "transaction”

as defined for the simuiation. Whether the particular numerical
structures produced by the simulation are "realistic" is a matter
of the extent to which their form is isomorphic with the numerical
structures of actual transaction flows.

This we have attempted to achieve, not by comparing the
number patterns of the simulation with corresponding number
patterns produced by actual events, but by trying more directly
to achieve a conformity between the simulation and actuality
in respect of the way in which the numerical structures are built
up from the modular component of a transaction. We have therefore
given attention, not to the question of what particular numerical
structures are in fact observable, but to the question of how
such numerical structures are produced.

If this be granted, the process of then forming ideas about
which number patterns most usefully, judged by the preconceptions
from which we started, epitomise the total outcome of the course
of individual simulated transactions, is a way also of forming
ideas about which aggregated number patterns would perform a
similar service for us in the observation of actual economic
systems. The process of forming ideas about which particular
numerical operatione can be inserted into the simulated system
in order to remove or to modify certain pattern relations is
similarly a way of forming ideas about what mechanisms or bounds
would be necessary or helpful in the control of actual economic
systems. The extent to which such ideas can validly be extended
to actual transaction systems is again a function of the extent
to which actual transaction processes are validly represented in
the simulation model. ‘
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Thus the question of the "relevance of the model"” reduces
to two criteria: (i) the extent to which the operative processes
governing the transaction flows conform to those of the economy
in question; this raises the question of "the class of phenomena
which it is intended to explain®, which does not become undecidable
as it does in black box theories, since the nature of the trans-
action processes in any particular economy is open to direct
commonsense observation;5 (ii) the extent to which the practical
control or policy problem is expressible within the defined
transaction processes of the model; since the terms used in the
interpreted model to specify malfunctions, to analyse their primary
and secondary phases, and to identify the underlying causal chains,
and the terms used initially to describe the problem, are terms
of the same language, no translation from ordinary into formal
language is necessary. The task of expressing the problem in
details of the transaction flows affords opportunities both of
controlling the precision of the initial formulation of the
problem and of checking the model's suitability for handling the
problemn,

Some problems, of course, it would not be able to handle,
even after extensive development. The isolation of problems
with which it could deal is done directly by ascertaining whether
they are expressible within the transaction mechanisms defined
(although it could not be claimed that this eliminates an element
of judgement). At present, the model has not been extended far
enough to do more than develop and indicate a particular technique
of analysis, and at this point it can deal only with a limited
and crude set of problems; its further articulation is thus a
matter of extending the range and fineness of the problems which
can be expressed in the transaction mechanisms.

7.13 TECHNIQUES OF ANALYSIS

The hypothetico-deductive technique of analysis places prime
importance on the formulation of the problem in an axiomatic
framework in order to arrive by mathematical deduction at an
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answer (a "conclusion" or a "hypothesis”) as a logically necessary
consequence of the axioms. The technique of investigation and
explanation developed here departs from that method in two major
ways -

(i) The axiomatic approach regquires that all that is known
(and known to be relevant) about the field of enquiry has to be
expressed in the initial axioms if the process of logical
deduction is to be validly carried out. The non-axiomatiec
approach does not attempt this, for three reasons:

(a) The correction of malfunctions may need to be under-
taken in sequence, since the presence of one type of malfunction
may obscure the signals indicating others, and until the first
has been dealt with the others resist identification and hence
treatment.

(b) The informational needs of successful control cannot
all be met by the preliminary examination, and the investigation
of malfunction cannot proceed directly from the initial question
to the final answer; it usually starts with a fairly broad and
tentative first question, to which the answer is a preliminary
specification of more detailed information which needs to be
ascertained before the question can be reformulated in more
precise terms, and this involves a process of successive
construction and reconstruction akin to that of the elementary
processes of perception., Thus the movement is not from
preliminary explanandum, derived from the gross behaviour of
the system, directly to final explanans, but from preliminary
explanandum to preliminary explanans, which narrows the problem
area down to a more restricted and specific explanandum and
explanans, and so progressively to a fine enough understanding
of what has gone wrong for the purpose in hand.

(e) It cannot be asked of policy makers that they foresee
the unforeseeable, and considerable room must be left for
accommodation to new problems that arise during the course of
dealing with a previous one. This implies a flexibility of
approach in which control has to be ready to deal with
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contingencies as they arise.

For these three reasons, the control of an economic system
by the identification and treatment of malfunctions is not a
matter of once-for-all adjustment, but requires continuing
adjustment in the light of information sought and obtained; the
finality of a formally deduced conclusion is not attempted.

(ii) The identification of malfunction through the recursive
process described in (i) (b) is a matter of tracing causal chains.
These provide the explanation of the malfunction, and hence occur
at or near the end of the investigation. The axiomatic approach
tries, on the contrary, to start from postulates about the under-
lying causal mechanisms and attempts, through establishing their
logically necessary consequences, to deduce what gross behaviour
of the system must arise. This then becomes the hypothesis, and
its conformity with the gross behaviour that does arise then
provides the validation test for the initial axioms about the
causal mechanisms.

I can see nothing wrong with this approach in principle.
But in our present state of knowledge of the system, the gross
behaviour of the system at any particular time is much better
known, in a very broad way, than the causal mechanisms which
gave rise to it; using the axiomatic approach in the way in
which it is applied to economics thus implies basing our logical
deductions on a set of axioms which embody the most uncertain
part of our economic knowledge. Now if proper scientific method
is sought, we should surely have regard to the fact that the
axioms of a scientific field embody a distillation of the facts
of the field as they are known, the kasic principles that are
secure, at least as far as present knowledge goes. The need in
economics to present the axioms of the field as though they had
this status leads to an inescapable ambivalence of view which
perhaps explains why the economists taking part in the debate
discussed in section 1.1 had so much trouble with the status of
"agsumptions” and the question of "relevance" in economic theory.
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Once the axiomatic base, i.e. the first principles of the
system, are sufficiently secure, then the axiomatic method
provides a very powerful technique of analysis. But until our
understanding of the causal mechanisms is very much more secure,
we should be wise to resist being seduced by the charms of the
axiomatic method. And if, in doing so, we have to relinquish the
impressive theorems and elegant formalisms of the axiomatic
approach, that is the price we pay for having previously disdained
the messier business of getting to grips with the system.

We discard along with the axiomatic approach the complementary
statistical testing of detailed generalisations in favour of a
concentration on the investigation of singular events. Some very
broad and unsurprising generalities have emerged, their unsurprising
nature being due to the requirement that the analysis makes sense
in ordinary language, but before more specific "laws" and "theorems"
are attempted we need to accumulate much more extensive knowledge
of the causal mechanisms underlying observed singular events. It
is in the controlled enquiry into such causal mechanisms that the
techniques of analysis here developed are intended to have tueir
force.
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7.2 THE INFORMATIONAL NEEDS OF CONTROL

A good deal of the analysis of the gross behaviour of the
system, and the search for causal mechanisms which explain the
gross behaviour, has had to be supplemented by additional
information not available from the summaries collated and
reproduced, and in some cases needing recourse directly to the
programmed structure itself, This raises the question of what
administratively practicable sources could be specified from
which comparable information would be available for control
purposes.

To consider a particular example, in run 8 the key to an
understanding of the causal mechanisms at work lies in a knowledge
of the timing and of the parameters of production decisions, and
also in a knowledge of the costing basis of price-setting. The
former ultimately derives from the physical basis of production,
but the details of this need not be known to control to the extent
that the production managers themselves would need; an indication
of the time distribution of inputs and outputs could be briefly
added to the forms on which raw data for the industrial production
statistics are collected; information on changes in production and
employment levels could be collected in a form similar to that of
the quarterly survey of business opinion conducted by the New
Zealand Institute of Economic Research, (with some modification
in coverage and formulation); these surveys also provide a
convenient vehicle for information on the operation of constraints,
which plays a key part in the interpretation of the gross
behaviour of the system,

Information on the costing basis of price-setting would not
in general be disclosed by firms, although the operation of a
price justification scheme does require the provision of such
information whenever a price rise is contemplated. The required
cost breakdown would have to distinguish between increases in
materials costs (indicating, usually, a secondary effect), factor
costs (which could indicate primary or secondary effects, and
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would need supplementary information) or changed physical input-
output relations (usually a primary effect).

We indicated in 3.23 that on the money side the iconic
representation of monetary processes offers a relatively direct
path between the simulation and the actual world, and measurements
made according to the definitions of 3.23 would yield observed
values of the money variables which could be validly inserted into
the monetary model. The actual process of measurement could still
involve difficulties, but the definition of what is to be
measured is sufficiently clear for the purpose.

Details of the monetary variables are discussed in terms of
the two matrices ¥ and F (see, e.g., IV.2/4). & has two main
components, the payments flows between firms and households, and
the additional rows and columns showing the sources of payment
and the disposals of receipts. It is not expected that we would
always be able to f£ill in the elements of the full sources and
disposals matrix (as set out on p. 105 above), since a single
payment may be financed from several sources, and the recipient
may allocate his receipt among saveral different forms of disposal.
It does appear in fact that the row and column sums of that matrix
are usually all we need for analytical purposes. The requisite
figures would be collectible within the ordinary structure of
bank book-keeping operations, although they are not at present
collected in the form used here; it would be necessary to
distinguish credits and debits to current accounts according to
the credit or debit state of the account.

When the sources and disposals matrix is extended, as it
would need to be, to include currency, a difficulty would arise,
since many transactions involving hand-to~hand transfers of
notes and coin would not leave any traces on books of record;
we should, however, expect figures for notes and coin passing
between banks and their customers, or over the counters of the
Reserve Bank, to be collectible, and in principle some sampling
of shops' transactions in notes and coin could be made, so that
we ought to be able to get some idea of the movements in notes
and coin.
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A really difficult problem would be the separation of
money-goods and money-debt exchanges. As indicated in earlier
discussion, in order to separate these out in the raw data on
EM and RM we should need comparable information on EN and RN,
which should be collectible from nfi, but undoubtedly there
would also be in the raw bank figures a good deal of "fluff”,
arising from transfers of money within households, or from asset
exchanges on the share market or on financial markets. Some of
this might be sorted out by subsidiary information from markets
involved, but problems must obviously remain. Further problems
arise in goods-credit exchanges, since although in principle
figures for sales on credit are collectible, there might be
administrative and political problems in attempting to collect
them,

In general, the problems that would arise in practice in
collecting the figures, and the various ways in which sources of
additional information might be devised, can be properly seen
only in the light of experience in attempting the collations.

In view of the progressively uncertain nature of information
collected in the subsidiary figures, the place to start is
obviously with the more reliable bank data. In practice, one
cannot expect these to be made available to any except an
official body, and they would probably have to be sought within
the powers already available to the Reserve Bank. The remainder
of ¥, i.e. the inter-transactor payments flows, would be available
in principle from the same source as the input-output tables
already published, although some modification might be needed to
bring them inte line with the definitional basis of ¥, and
figures taken once every few years would be of little use for
the purpose. It might be that major payments flows collected
annually for the industrial production statistics might have to
be used as the main base, with interpolations on the basis of
best information about other sectors.

On the money side we should be able to make a useful start
by first confining attention to those figures already collectible;
apart from the untraceable note and coin transfers not passing
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through banks, the sources of expenditures and the disposals of
receipts should be possible to collate from existing raw data if
this were made available; firm and household money income and
expenditure are not, for national accounting purposes, collected
in the “cash-book" form here defined, although the Inland Revenue
data might yvield a basis of estimating these. It is not clear
how far we need attempt fully comprehensive coverage, and the
technique of analysis adopted, which calls on occasion for
progressively more detailed information about some parts of the
system, never presupposes that all the relevant information is
to hand at the start of the analysis.

Although practical measurement problems can be expected on
the money side, those on the real side must be more severe, since
the indirect form of the analogue representation leaves unanswered
the question of precisely what it is that is to be measured.

These problems may be rendered more manageable if, instead of
attempting to deal with the very knotty problems involved in
direct measurement in physical dimensions of all real variables,

we restrict ourselves to the bare minimum of information essential

to the purpose in hand.

It is clear enough that if the theoretical terms on the real
side are all required to have measurable counterparts, then we
should need to find some common functor as a basis of measurement
for those variables to be aggregated, and in terms of the
theoretical definitions these would need to be specified in
physical dimensions. This would involve us again in the index
number problem discussed in 4.22, in which it was pointed out
that measures of real variables in money dimensions merely delude
us that the problem is solved. But, as indicated in the
discussion of “operationalism” in section 1.23, it is not
reasonable to ask that every term in the theory has a directly
measurable counterpart. We need, in our fundamental structure
of concepts, to distinguish sharply between money and goods if
we are to keep our minds clear about the nature of the processes
under discussion; but this does not imply that we must always
have an accurate measurement procedure for baskets of goods.
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And when we look at the problem, not from a general theoretical
standpoint as would be necessary, for example, in an attempt at
a "general theory of production”, but from the point of view
specifically of the informational requirements of control, we
find that we can get along with something much less rigorous.

From this standpoint, we can disregard the characteristic
of "value in use", which clearly enters into discussions of the
physical relation of inputs to outputs, the definition and
measurement of the social product, and the concept of "socially
necessary labour”. Thus restricting ourselves to "value in
exchange" there is no reason why we should need to look further
than the units already used to designate guantities in actual
exchanges., For example, the goods side of transaction flows is
a flow of goods; in this contest, the information contained in
invoices and delivery dockets, where the quantities of each good
are expressed in units customarily employed in the trade, would
suffice to determine an adequate basis of measurement ol goods
exchanged. Deriving from these basic measurements the figures
for materials used and goods produced in the way recorded in the
Industrial Production Statistics would provide data on quantities
of goods exchanged; supplementing these by indications of the
time distribution of input and output deliveries would thus
provide the raw data for goods flows. The remaining problem would
be in aggregating these for contrel purposes, and for this it
would suffice to use a quantity index arrived at independently
of monetary valuations by some rule of thumb weighting. There is
no reason why the financial and services sectors should not be
able if required to produce, again independently of monetary
valuations, an analysis of services provided by similar rule of
thumb weightings applied to different types of service measured
in manhours. These rough measures would have to be limited in
use; they could not be used, for example, to measure productivity.

Tt should be stressed that the comparative basis on which
the initial rough and ready conspectus of the gross behaviour of
the system is arrived at requires no more than a broad picture
of goods flows, and any additional details required on the real
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side as the investigation of a particular malfunction proceeds
would be confined to specific areas; there is no reason why such
details should be expected all the time for all sectors. In
view of the dubious nature of the gross measures used, it would
be necessary not to place any great stress on minor variations;
certainly they should not be allowed to be treated with the same
reverence as that accorded to the equally dubious figures for
G.N.P. in the devotional exercises of planners.

Other key information on the real side is given by the
operation of constraints, which as suggested above could be
usefully communicated through surveys, although in view of the
probable need for some operative agency for labour redeployment
more information would probably be available from the agency's
contact with kusiness,

In general, the measurement and informational base on the
real side cannot be said to be of the status that a rigorous
theoretical structure would require. But it equally cannot be
supposed that monetary measures of real variables are in any
sense more accurate. It can at all events be claimed for the
approach here adopted that an analysis which can distinguish,
in both theory and measurement, between money and goods is both
more meaningful and more useful than one which cannot.

The informational requirements of the approach adopted
need not impose as onerous a burden on the data-collecting
agencies as may appear at first sight. In the first place, most
of the information required for control does seem to be, if not
already collated on a national basis, at least accessible in a
variety of institutions and agencies, and its collation could
be carried out within the ordinary processes of the main
statistical operations. Thus the informational requirements of
control may be met, not by devising totally new methods of
measurement, but more simply by bringing together and making
use of information already present in one form or another within
the system.
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In the second place, all the information that could
conceivably be required on a particular occasion need not be
collected in the first instance as a normal requirement, but
called for only as the narrowing-down of the expanaandum specified
information in progressively detailed form. There would be no
need, for example, to trouble about the problems of defining
"output” for non-manufacturing sectors unless there has arisen
some ground for supposing them to be an important source of
primary disturbances or a main agent of transmission of primary
to secondary disturbances. All that need be collected on a
routine basis would be sufficient signals to characterise the
gross behaviour of the system and to provide a preliminary
explanans in the event of actual or impending malfunction.

In the third place, an enormous amount of information is
already collected by a variety of government agencies for the
specific purposes of government information and control,
particularly where any approach to macroeconomic planning is in
evidence; in view of the inefficient use of much of this
information, whether judged by performance or by the proliferation

of variables needed to fill out the inadeguate conceptual structure
within which the information is interpreted, the adoption of a
different conceptual basis may make it unnecessary to collect nnoh
of this information or to aggregate it in its present form, since
if we can achieve a more precise understanding of what it is, on
any particular occasion, that we really have to know, we may be
able to get along with much less and in general rather cruder
data.

S8ince the above assertions are together tantamount to a view
that in general a great deal of effort is devoted to the collection
and refinement of data not well suited to the effective management
or control of the economy, while much that is collected or
available to be collected is not made use of for control although
it appears, in the light of the foregoing analysis, to be much
more centrally relevant, the question is raised of why the major
statistical effort should be so misdirected. The answer lies in
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the conceptual structure which we bring to the perception of
economic activity, for reasons set out in the discussion of

PP+ 53 f£f£. The orthodox paradigm does not prescribe the use in
its formal structure of the sort of information specified here,
and in fact has no terms in its theory which would relate to
many of the observations here required; for that reason, while
any such subsidiary information no doubt enters into the minds
of many purely pragmatic administrators, its use is confined to
intuitive assessments since it has no assigned place in the
overt analyses within the terms of the theory. Indeed, any
attempt to force the information about money and goods flows into
the accepted theoretical structure can result only in serious
distortion ¢f the informational content initially present.

A further problem is raised when one considers that, while
much of the needed data is already collected by some agencies
for restricted use, many businessmen and labour organisations
might be reluctant to provide data for a central control agency,
particularly if they suspected that the provision of honest and
accurate data would lead to their being penalised in some way.
Quite apart from the political and administrative difficulties
that this would raise, untrustworthy data would vitiate the
purpose of collecting it; it is true that successful control
would produce the general business climate most favourable to
the stable management of firms, but promises to this effect have
been too often made to cut much ice now, and some more positive
inducement might be needed.

An efficient labour transfer scheme, while it could not
claim to solve all the problems of unemployment or of specific
labour scarcity, would nevertheless work directly to the benefit
of both labour and employers, and one could expect them to
appreciate the advantage of cooperation in this area. But direct
information on matters of internal financing and production data
is more sensitive, and some gquid pro quo, for example in the form
of accelerated depreciation allowances, or preference in imports
or in finance, might have to be offered. In the specific case of
the identification of a bottleneck sector, i.e. one in which
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primary disturbances were operating and causing secondary supply
and income effects elsewhere, the separate purposes of business
and control would converge on the immediate need to remove the
bottleneck, by the provision of adequate inputs or finance if
necessary.

It is no argument against the use of such inducements that
they would distort the price structure; the view that a given
price structure adequately reflects both relative resource
scarcity and production possibilities on the one hand, and
relative "“value in use" on the other, appeals within the axiomatic
framework to the allozative effects of free market prices within
the "assumptions" of the conditions of parfect competition
equilibrium., What could be said of an economist who is willing
to assert that these conditions in fact hold in the New Zealand
economy of the 1970's?

Within the conceptual structure and the analytical technique
developed in this study there appears to be every reason to
expect that, given experience in handling the different sort of
data it calls for, adegquate information for the restricted

purposes of the control of major malfunctions would be forthecoming,

although it would never be adequate for minute statistical enquiry
or as a basis for generalisations or "Laws".
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7.3 A MATTER OF PARADIGM

In the first two chapters, after establishing a basis for
diagnosis we came to the view that major deficiencies in macro-~
monetary theory, accounting at least in part for its inadequacy
in prediction, explanation and policy application, stemmed from
its reliance on black box theories. Specifically, to put it in
terms of the structure set out by Bunge,6 we saw the macro black
box, M, as just a symbol performing the syntactical linkage among
the input, r, (comprising micro behavioural propositions inecluding
the specification of boundary conditions, with or without additional
policy instrumental propositions), and the output, 0, (comprising
the ex post macroeconomic aggregates).

It appeared, therefore, that a useful approach to remedying
the deficiencies of macro theory would be opened up by an attempt
to supply a mechanism linking r and 0. It had already become
clear that the separation of money and goods in the theory and the
proper definition of a "transaction” were in any case needed in
order to permit the theory to say the things about economic activity
that economists had been trying to make it say, although the
definitions and the axioms of the theory they had at their disposal
did not permit the proper formulation of those aspects of market
activity which the theory was ostensibly set up to analyse. This
naturally led to a focus on the idea of a "transaction" as the
modular element, and the derived idea of "transaction flows" as
the main organising idea of the required mechanism.

Initially it was thought that the insertion of this refinement
into the existing theory together with any consequential modifications
would suffice. One important modification to the formal structure
of the theory, the specification of rules of correspondence, had
already been seen to be necessary in order to link the existing
axiomatic theory to the observational base., This became more
urgently required when the question of interpreting and explaining
the black boxes by means of internal mechanisms provided by the
transaction flows placed the matter of "relevance” among the central
issues.
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But it also became easier in that context, since the
separation between money and goods variables removed a major
source of confusion. 1In fact, variables on the money side
yielded rather readily to the specification of rules of corres-
pondence. Variables on the goods side presented more difficulties,
but by restricting attention to "value in exchange", which is all
we needed to define the goods side of transactions, and since in
any case the limited purpose of the theoretical structure required
for control did not call for more than coarse aggregates of output,
it appeared that we could ignore the less tractable problems that
would need to be got round in the more accurate measurements
needed for detailed analyses of productivity or of technical input
relations.

It appeared in this initial view that, given the required
modifications, the existing black boxes could be made translucent
and puzzles that from the black boxes alone appeared incapable of
solution might in fact be solved. This was associated with a view
also that the major reason for the weak discriminatory or
verificatory power evident in econometric applications of the
theory was mainly a matter of the inadequately or inappropriately
formulated theoretical apparatus, which among other things placed
upon statistical conformity tests also the onus for providing
explanations, and that when econometrics was freed of this burden
it could provide an effective means of assessing the quantitative
significance of factors already known to be relevant on other
grounds.

Thus initially the intention was to work within both the
received macro theory and the accepted paradigm, modifying the
first in respect of the internal transaction mechanisms explaining
the course of economic events, and the second in respect of the
method of arriving at a solution of the black box equation, 0 = NI,
The accepted paradigm required this equation to be solved for ¥ by
direct computation of I-l by a process of deduction based upon the
constrained extremum problem-structure in conjunction with the
concept of "micro equilibrium® and upon the simultaneous equations
structure in conjunction with the concept of "macro equilibrium"”,
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This was to be replaced by a process of investigation based upon
the modular component, a transaction, which once the theory had
been suitably modified was specified in I; ¥ was then to be
constructed by combining the modular transactions into transactions
flows, which would thus provide the explanation of o.

At this point the task appeared to be that of revising or of
refining the received theory within the accepted paradigm, in
such a way that the familiar constructs and terms of the theory
would not in generalshe discarded but would, it was hoped, be
better related and explained. The positivist approach to theory
structure, sanctioning the formal separation of the axiomatic
framework and the observational domain, was thought to be service-
able if the reguired interpretative rules could be specified; and
it was thought that once the separation of goods and money had
made this possible, the statistical conformity tests would be more
meaningful since they would not have to be stretched in an attempt
to provide corroboratory tests for both r and ¥, and that as a
result the hypothetico-deductive framework would have a better
chance of providing a successful strategy for economic enguiry.

It was while work progressed along these lines that several
ideas converged and led to a radical change of view, which showed
I and 0 in a different light altogether. The initial attempt to
use orthodox input-output analysis as the main organising idea on
the real side led to an examination of some major components of
the orthodox structure, as a result of which the need to revise
them became ineluctable. In the process, the status of the major
macroeconomic tautologies became dubious; this in turn cast doubt
on the macroeconomic aggregates which, in the absence of any
specified composition laws to enable them to be derived from the
micro behavioural rationales invoked, depended for their definition
on the tautologies; this further raised the question of the status
of the observational and measurement technigues applied when data
were inserted into the framework as values of the aggregate
variables.

It soon became clear that, quite apart from any other needs
or deficiencies of the received theory, the valid measurement of
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macroeconomic variables alone was not adequately based on the
tautological framework in which the macroeconomic entities were
defined, since whether expressed in input-output or in national
accounting terms the accounting tautologies would ensure the
conformity with the theory of any numbers inserted into the theory,
whatever the actual state of affairs in the economy in which
measurements were made. Thus, purely for the sake of making
meaningful measurements, the inserted numbers would have to be
selected on grounds other than those provided by the tautological
framework.7

This committed the enquiry, not to linking up the internal
mechanisms of » directly to the familiar macro aggregates, but
to looking for other bases of selection of numbers to be inserted
as data. This immediately raised a doubt about whether, starting
from the internal mechanisms of ¥, we should end up with the same
output terminals as those of the received theory. This doubt was
reinforced by considerations of an input-output structure expressed
in physical dimensions, in which the balancing residual of the
accounting framework was not defined, and of gsimilar implications
for the money flows corresponding to the real flows. On reflection,
it became clear that if we were to take seriously the view based
on Northrop's analysis, i.e. that we should have to provide a
"natural history" base for the given axiomatic structure,s it
could no longer be taken for granted what axioms or macroeconomic
terms we should end up with.

This had the effect of shifting the emphasis to the construction
of ¥ as the main task of the enquiry, leaving 0 to be determined
as one of the results of the investigation rather than as one of
the initial "givens". On taking this line in an enquiry into the
ways in which something approaching "equilibrium® might be defined
in macroeconomic terms, it became apparent that, as long as we
insisted on making contact with what we already know of the world
we live in, the analysis of "equilibrium" in an uncontrolled private
market system, which we had previously had reason to regard as
dubious, now became unacceptable on formal grounds as a basis of
economic enguiry. This led us to attach importance to Lowe's
thesis that order and regularity in economic behaviour was at
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best unlikely to be achieved in the normal course of events by
an uncontrolled private market system,9 and that any order and
regularity actually observable would have to be reached within
the context of some form of organised control.

Once we had narrowed down the general search for suitable
macroeconomic explananda to the specific search for explananda
suitable for control purposes, gquestions about the techniques of
analysis, of information-collecting and evaluation, and of forming
and testing conjectures, became important. It was finally clear
that the attempt to work towards an axiomatic framework implied
that, since in this context we would be looking for an explanation
of some malfunction already plainly observed, we should be forced
to try to move from axioms based on the relatively less well-known
facts, to deduce those already well known; this must import a
considerable element of guesswork into the whole process, and
considerable doubt is thus cast on the appropriateness of the
axiomatic technique. 8ince that technigque also requires us to
state in the initial "assumptions"” the details known to have a
bearing on the malfunction under investigation, it asks nothing
less than that we know the answer before we embark on the analysis;
in the context of a search for explanations of known economic
disturbances this can hardly be a sensible way to set about
finding out facts that we do not initially know and need to know
for some specific purpose.

Grounds for doubt about the appropriateness of the hypothetico-
deductive techniqgue as a strategy for economic enquiry had already
been provided by Lowe;lo in the context of the positivist paradigm
of theory-structure, which as the arguments of Piaget and Harris
suggestll may in any case involve a fundamental error of epistem-
ology, it suffers from two major defects. In the first place,
when the body of facts known at the "natural history" level is
inadequate and uncertain no secure first principles exist in which
the axiomatic analysis can be anchored, and Any conclusions reached
by such an analysis must have a highly dubious status, and cannot
offer much help in the major task of filling out the facts at that
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level; since economic theory, while accepting the formal separation
between the observations and the deductions, has not met the other
requirements of the positivist paradigm, any conclusions reached
by deduction must in any case remain strictly uninterpretable.

In the second place, when the basic principles of the field are

gso insecure this method cannot cope with the problem of "relevance"
to some particular domain of observation.
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points of correspondence between the approach here developed and
that of the received theory are few, in choice of problem, in
conceptual framework and in techniques of analysis; those that
can be traced stem ultimately from the major idea in common, i.e.
that macroeconomic activity can meaningfully be formulated in
terms of a numerical structure, and this by itself offers no help
in deciding how two different types of numerical structure may be
reconciled as representations of the same thing.

It can, I think, be claimed that this study has developed
a different way of looking at monaetary activity, and I suggest
that it is capable of providing insights not attainable within
the received theory; it is to be expected that as we move to a
different view of monetary activity we should expect some
modification in our opinion about how problems in the area need
to be formulated and what techniques of analysis and observation
are appropriate. But this view of monetary activity has not been
developed at all far, and has in any case been restricted to a
very limited range of concepts; while the course of the enquiry
has tended tc lead to a groping towards a different paradigm, the
search has only begun. 2And whether the organon developed here
can ultimately be reconciled with the accepted general framework,
or whether it is capable of baing developed into a genuine
alternative, cannot be decided at this stage. In the meantime,
I suggest that our knowledge of monetary activity is not so
thorough or so secure that we can afford to neglect alternative
ways of thinking about it.




1.

2,

3.

4.

I.

FOOTNOTES TO CH. 1

CE. "A practising scientist interested only in either the
deductive organisation of his system or in the empirical
conclusions to be deduced within it can 'use' his symbols
without 'mentioning' them. But immediately he becomes
self-conscious about what he is doing, and tries to connect
up the terms occurring in his deductive system with the
observables in its conclusions, he will have to think about
what he means by the words 'electron' or 'wave-function' or
‘mental energy', and thus will have to mention the symbols
in order to explain how he proposes to interpret them."
(Braithwaite, 1960, p. 87.)

Koopmans (1957), after a careful interpretation of Friedman's
view, says, "This entirely acceptable view would circumscribe
and qualify Robbins' belief in the obviousness of the
postulates, by requiring that not only the postulates
themselves, but also their derived implications meet the

test of observation". (p. 138) Papandreou (1958, p. 7) is
less cautious: "By now no one could doubt the ocutcome of
this debate. The 'realism of assumptions' point of view

has given way to the ‘predictive power' criterion, is theory
capable of being refuted by reference to empirical data“.

Rotwein (1959) sees a confusion in Friedman's argument
between the concepts of 'possibility' and 'probability', and
rejects the consistency of the predictions with actual
occurrences as providing a sufficient basis for validating
the theory. He argues (p. 562) that " (explanation) is a
function of the extent to which we may suppose that any
entities denoted by the assumption are in reality associated
with the event predicted, so that 'unrealism' of the
'assumption'....and 'explanation' of the event are mutually
exclusive"”,

Friedman (1953) p. 14. This view has obvious affinities

with the 'instrumentalist' view, which provided a convenient

formula by which the Church could have accepted Galileo's
(Cont. on page IIX)



II.

(Footnote 4 ctd.)

6.

7.

8.

teaching had he agreed to the formula; cf. Osiander (quoted
Popper, 1963, p. 98): "There is no need for these hypotheses
to be true, or even to be at all like the truth; rather, one
thing is sufficient for them - that they should yield
calculations which agree with the observaticns".

Simon (AER DEBATE 1963) appears to be the only contributor

to have perceived that the emperor has no clothes. He

argues that "the logical fallacy in Friedman's principle

of unreality has exerted so much fascination...that attention
has been distracted from its other errors”. He goes on to
argue on the following lines: the assumptions that business-
men desire to maximise profits and can make the necessary
price-quantity adjustments lead to the hypothesis that
market prices and quantities are in fact at profit-maximising
levels., Other critics have accepted that the observations
on prices and gquantities have confirmed this, whereas Simon
denies that such observations have been or could be made; in

fact, such information as does exist relates to the assumptions

rather than the conclusion (hypothesis), which reduces the
argument to one able to be validated only if one accepts
Robbins' view.

%vcito, p- 141.
Machlup, in a communication listed in AER DEBATE (1964).

Also in AER DEBATE (1964). Garb (AER DEBATE 1965) comments
that "many eminent philosophers and scientists support the
idea of explanation in science”", instancing Einstein and
Nagel. Ostensibly, Bridgman's view supports Samuelson:

"I believe that examination will show that the essence of
an explanation consists in reducing a situation to elements
with which we are so familiar that we accept them as a
matter of course, so that our curiosity rests". (Bridgman,
1927, p. 37.) But this does suggest a more subjective
basis than Samuelson would appear to accept.
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10.

11,

12,

III.

Samuelson, in AER DEBATE (1965), cites: Galileo's analysis
of a falling body, Newton's theory of universal gravitation,
Einstein's special theory of relativity, and some theories
from the classical thermodynamics; he comments: "I have
checked with several physicists and find they agree with me
that (these four) are expressible completely in terms of
Massey's basic sentences alone". The place of theoretic
sentences in the theories of natural sciences cannot be
dismissed so easily; but in any case it cannot be taken for
granted that the methods of physics should, or even that
they can, be taken over into economics.

A major difficulty of economice is that what may appear to
be merely a lay demand for an intelligible, non-technical
explanation rests in fact upon the more fundamental thesis
that it is not only the processes of hypothesis construction
and testing that depend upon the prior basis of theory; the
measurement operations and ultimately the designation of
what are to be taken as "facts" are not independent of the
conceptual structure in which they are defined and inter-
preted. This point is pursued in subsequent sections.

Although it is not immediately apparent that economists
thereby avoid this type of absurdity: "The Freudian
analysts emphasized that their theories were constantly
verified by their 'clinical observations'! As for Adler,

I was much impressed by a personal experience. Once, in
1919, I reported to him a case which he found no difficulty
in analysing in terms of his theory of inferiority feelings,
although he had not even seen the child. Slightly shocked,
I asked him how he could be so sure. 'Because of my
thousandfold experience', he replied; whereupon I could not
help saying: 'And with this new case, I suppose, your
experience has become thousand-and-one-fold'". (Popper,
1963, p. 35.)

Although one ought to bear in mind Papandreou's warning
that a concentration on the "realism" of the model without
(Cont, on page IV)
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(Footnote 12 ctd.)

13,

14.

15.

16.

adequate attention to the prediction capabilities tends

to result in constructions that "are in substance ingenious
devices which take the form of general, flexible, ex post
facto explanatory schemata”. (Papandreou, 1958, pp. 138/9.)

The form in which this view has been expressed by Friedman
would probably command wide acceptance among economists.
See Friedman (1953) pp. 282/3.

Gurley and Shaw (1960) p. 35.

Clarkson (1963) and Papandreou (1958) have offered suggestions
for improving the formal framework of economic theoriring so
as to make it more adequately suited for empirical analysis;
on widely acceptable positivist lines. Kornai (1971) has
considerably refined some concepts whose general use would,
in my opinion, greatly improve economic analysis as an
intellectual tool; in some ways, Kornai's approach may be
seen to have been foreshadowed by that of Schoenman (1966),
whose is a substantial piece of work in its own right.

Many other writers, working along more orthodox lines,

have produced illuminating views on particular concepts;
some of these will be referred to in other contexts below,

See, e.g., Schoeffler (1955, p. 8): "Economists, in common
with all social scientists, often complain that their inability
to conduct controlled experiments is an almost crippling
handicap in their search for useful facts and laws". Lowe
(1965) provides an argument (in Part 1) showing how the
hypothetico-deductive method of economics as this is
expressed in the main tool, the extremum principle, is on
its own of dubious use; he comments that, since progress

has made direct testing less important, indirect testing has
also proved unsuccessful; "the attempt is made to establish
the validity of the extremum principle through the empirical
confirmation of predictions derived from it., The striking
failure of many of these predictions cannot but throw doubt
on the actual or the heuristic significance of the premise”.
(p. 59). Lowe goes on to develop an interesting proposal
which will be treated below in a different context.
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18.

19.

20.

21.

See, e.g. Baumol (1966) and cf. a comment by Balogh (1964,
P. 167) on a paper by Tinbergen and Bos: "I put the blame
for this confusion squarely on the shoulders of an over-
enthusiastic fringe of mathematical economists and
econometricians., In their frantic efforts to arrive
rigorously at quantitatively precise statements they have
unreasoningly applied results based on primitive and
unrealistic models of the economic system".

Nagel (1961) concludes that "The injunction that factors are
to be varied one at a time represents a frequently desirable
but by no means universally indispensable condition for
controlled inquiry”. (p. 455). In considering how processes
of controlled inquiry may be developed by the social sciences,
Nagel offers the view that: "It is difficult to escape the
conclusion that behaviorism as a methodological orientation
(as distinct from behaviorism as some particular substantive
theory of human behaviour) is not inherently inadequate to
the study of purposive human action". (p. 480)

There may even exist a fundamental misconception about the
required relation between the two; a modern economist may
well feel some sympathy for Yourgrau's view: "I find this
trend to use the term 'necessary' in a formalist, i.e.
deduction-theoretic, sense as well as in a semantic context
highly confusing....I think that the idea of natural
necessity leads to consequences that interfere with the code
of logical rigour in formal deduction”". (Yourgrau, 1964,
pP. 379/80)

Papandreou (1958); his selected structure is basically
similar to that of Przelecki (1969), although a trap for
the unwary is set by the different use made by logicians
of the term 'model’, which Harrod (1968) discusses.

Subsistence farming is an 'irregularity' that he specifically
excluded from his discussion of the laws of rents, profits,
wages and prices. (Principles, Book II, Ch. XVI, sect. 4)
Mill saw rather clearly that the problem was by no means a
(Cont. on page VI)
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(Footnote 21 ctd.)

22.

23.

24.

purely economic one, as changing the Irish peasantry into
receivers of wages without changing their mental habits
would do nothing to improve their condition (Principles,
Book II, Ch. X, sect. 1; cf. ibid, Book I, Ch. XIII, sects.
1 and 2).

Lewis (1954); his essay s explicitly stated to be "written
in the classical tradition, making the classical assumption,
and asking the classical question”. |

Rao (1952) examines in some detail the application of
Keynesian economics to underdeveloped countries, concluding
that the category of economic process to which Keynesian
analysis belongs is that of moving from a low to a high
level of employment, while that of underdeveloped areas is
that of moving to a higher level of development, and that
"The mixing up of these two categories and a consequent
blind application of the Keynesian formulae to the problems
of economic development has inflicted considerable injury
on the economies of under-developed countries and added to
the forces of inflation”. Rao's discussion is notable also
for an acute analysis of the 'Keynesian multiplier'; his
conceptualization, as e.g. in "The multiplier principle,
therefore, works with reference to money income but not with
reference either to real income or employment". (p. 211),
is worth bearing in mind in the discussions in Chapter 2
below on Thornton and on the 'Hicksian cross'. Georgescu-
Roegen (1960) also looks at the question of the relevance of
capitalistic models in other countries, and sees the
alternative as "policy without theory”.

In an abstract of a seminar paper, Coale says: "A frequent
false assumption is one that identifies an intuitively
defined concept with a whole range of connotations e.g. real

income - with a measured property when the measuring operation

in fact defines a much more limited property - e.g. value at
some specified schedule of prices”". The abstract is printed
in Econometrica, Vol. 21, 1953, p. 338, but if the seminar

paper has been published I have not seen it.,
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26.

27.

28.

29.

VII.

Papandreou (1958, pp. 138/9), Nagel (1961, p. 509) and
Culbertson (1968, partic. pp. 80/82), have drawn attention
to this; Culbertson uses the term "Kelly's constant" to
describe the device by which economic theories evade
refutation, and hence lack explanatory power; he uses the
term as follows: "How is Kelly's constant applied in
economic research? The typical case is that in which the
researcher seeks notionally to test his theory, but in fact
is seeking to support it....All that is required to do is

to slip into the theory scmewhere a variable of unconstrained
value. Then the theory will - after the fact - explain aay
experience"”. (p. 8l). He goes on to suggest that "perhaps
the most monumental and audacious modern employment of
Kelly's constant is the Keynesian theory", the unconstrained
variable in this case being autonomous investment.

Massey (in AER DEBATE, 1965), p. 1159. Papandreou (1958)
uses the term "disposition rules”.

Component (¢) is included here for completeness, I have

in mind here two analyses: the discussion (in Ackoff, 1962,
Ch. 4) of iconic, analogue and symbolic models, and that in
Schoenman (1966) of processes linking initial and terminal
states. Other writers are also relevant, but the whole
discussion bears directly on what view of the nature of
economic models we are to adopt and require, consideration
of which is deferred until Chapter 3. To put it in terms
of a nautical metaphor, (a) is a matter of navigation, (b)
of berthing and discharging or embarking, and (c) involves
asking what the trip is for.

One may discern some development from Higgins (1959) pp. ll-
24 to Ginsburg (1961), but if this apprecach has been since
carried to more advanced levels I am not acquainted with them,

“The problems analyzed in this section emerge from the lack
of homogeneity between the sets of companies classified in
an industry and the component subsets of the leading 4, 8

or 20 companies. Differences in the economic characteristics

(Cont. on page VIII)
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(Footnote 29 ctd.)

30.

31.

32.

33.

34.

35.

36.

37.

existing between the two sets 1imit the use and reliability
of concentration ratios as measuring devices. When
concentration ratios are aggregated into broader
classifications, the complexity of the problem increases."”
(8inger, 1968, p. 166)

Ibid., p. 56.
Ivid., p. 59.
Massel (1962) p. 278.
Ibid., p. 239.

Massel (1962, pp. 241-253) gives a number of different
criteria used. The physical basis yielded ambiguities:

in the first Alcoa case, virgin aluminium alone defined a
product, but several years later it was ruled that secondary
and scrap aluminium should be included. In the Cellophane
case, many types of flexible wrapping were held to be part
of the same market, although in the du Pont-General Motors
the court distinguished automobile finishes from paints
used for other purposes. End uses of products sometimes
overrode physical characteristics, as in the Brillo
proceedings and in Reading Co; the court held that the
physically identical products (steel wool in the first,
anthracite in the second case) were sold to different types
of user, who constituted different markets. And similarly
throughout the list; no single characteristic appears to
have been found which is uniquely decisive or without
counter-examples.

Ibid., p. 278.
Baumol (1966) p. 93.

Gordon (1955) p. 93.
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39.

40.

41.

42,

43.

44.

45.

46.

47.

48.

49.

50.

51.

IX.

Machlup (1960) p. 553.

Ibid., p. 558.

Ibid., p. 573.

"Operationalism adopted a fallacy that was almost a
reversion to the idea of real definition - the principle
that the physical identity in fact is the set of operations
by which it is measured." (Caws, 1959, p. 5.) Northrop
devotes a chapter to contrasting operationalism with a theory
structure along positivist lines; he uses the term 'epistemic
correlations' in much the same sense as the term ‘rules of
correspondence' is used above: "In an inferred, deductively
formulated theory operational meanings are derived meanings
obtained by way of the epistemic correlations”. (Northrop,
1948, p. 123.) See also S00 (1954).

Nagel (1961) p. 270.

Caws (1959) p. 16.

Pap (1959) p. 184.

See the symposium listed as S00 (1954).

Introduction to SO0 (1954).

Ackoff (1962) p. 151.

Nagel (196l1) p. 480. See note 18 above.

Koopwans (1947) p. 172.

Gordon (1955) p. 150.

Cf. the guotation from Braithwaite (1960) p. 257, given in
section 1.21 above.



52. See note 25 above.

53, Ibid., p. 113 ££f, Cf. Braithwaite (1960) p. 87, quoted
note 1 above.

54, "Most philosophers and many scientists regard measurement
as a simple "look-and-see" procedure.” (Margenau, 1959,
Pe 164.)

55. The distinction was described by Margenau as: "If
observation denotes what is coercively given in sensation,
that which forms the last instance of appeal in every
scientific explanation or prediction, and if theory is
the constructive rationale serving to understand and
regularize observations, then measurement is the process
that mediates between the two, the conversion of the
immediate into constructs via number or, viewed the other
way, the contact of reason with nature". (Margenau, 1959,
p. 164.) The idea of the protocol domain was developed
in the first two chapters of Margenau (1961), and the
pP-domain/C-domain dichotomy was made explicit in Margenau
(1966) .

56. Day (1969) p. 1.

57. Hochberg (1964) p. 14.

58, Ibid., p. 97. C£f. Day (1969) p. 134.
59, Eccles (1964) pp. 269-70.

60. "The mental equipment of ordinary men provides them as
they mature with a large number of concepts, generalized,
by a process that is largely automatic, from the diverse
presentations of sense. These presentations are originally
in apparent chaos, but are organised into simple concepts,
which are irreducible and cannot be analysed, by an
involuntary neural mechanism.” (Caws, 1959, p. 9.)




61.

62.
63.
64.

65.

66.

67.

68.

69.

70.

71.

XI.

Hyde (1970) p. 2. Plaget's studies on this general field
were published in many earlier works, of which one closely
relevant was Inhelder & Piaget (1958).

Piaget (1969) pp. xxviii-xxix.
Ibid., p. 35l.
Ibid., p. 358.

The division between perception and reason is impossible
"because action as a whole is both the point of departure
for reason and a continuous source of organisation and of
reorganisation for perception”. (ibid., p. 361-2.)
Perceptions, in fact, "are structured in the same way as
notions because they share sensory-motor roots". (loc.cit.)

Piaget mentions the "empiricist's thoory of the knowledge-
copy, the copy being perception itself” and quotes with
approval Pieron's "fundamental remark that sensation itself
is only symbolic and provides a less accurate image of the
object than mathematical equations do. The 'copy' has

thus become an approximate translation”. (ibid., p. 362/3.)

Ibid., P 365,

Harris (1970) is referred to here; the work draws upon
much of Harris's earlier work, particularly Harris (1969).

Ibido' P. 232-30

"There is a marked convergence of psychological theories
on the view that perception is a process of organizing
and structuring the elements of what is often termed the

sense~field." 1Ibid., p. 249.

Ibid., p. 251.
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73.

74.

75.

76.

77.

78.

79.

80.

XII.

Ibid., p. 284 ££. 2 particular statement of these two
points is to be found on p. 285.

Ibid., pp. 288-9. We pick this point up again in
section 1.4 below.

Hochberg (1964) p. 101. This point had earlier been
spelt out, though without experimental support, by
Northrop (1948) Ch. 3. Northrop argued that the pure
empiricists are the mystics, and that to restrict one's
observation to sense-data alone restricts one to
impressionistic art. In these terms, the pure empiricist
thus remains in the pre-operational stage which, according
to Piaget's findings, would be expected in a normal infant
to be drawing to a close by about the age of 2 years.

Harris (1970) p. 289.

A concise schema of the stages of interaction between
social influences and perceptual activity is found in
table 10.1 of Miller (1969) p. 262-3.

Miller (1969) Ch. VI.

The environment in which a child grows up - and must

learn to dezl with -~ may invelvwe the development of quite
specific perceptual skills appropriate to that environment.
See Serpell (1972).

One corollary is that, in general, the injunction to a
research worker to approach his topic without preconceptions
would be literally impossible to carry out; any worker who
could achieve this humanly impossible feat would in any
case have to begin by learning to control his sensory-motor
operations all over again.

For a useful discussion of what is involved, see Pap (1959).
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82.

83.

84.

85.

86.

XIII.

cf. section 1.22 abeove., But see also Nagel (1961) p. 505.
Caws (1959) pp. 6-7.

“Wwhat measurement does is to connect two parts of
theoretical knowledge, the mathematical and the conceptual,
imparting relevance to the one and precision to the

other." Caws, op.cit., p. 13.

Caws, loc.cit.

Consider, e.g. Keynes' definition of his variables in the
General Theory in terms of wage-units (Keynes, 1954,

ps 41). If the argument in the Treatise (Keynes, 1930,
Vol. I, p. 134) is anything to go by, some idea of price
equilibrium is involved.

Consider a price index:

RETRSY
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1’31'“x1
th th
where p‘”.qki is the price of the i good in the j year
multiplied by the quantity of the ith good in the kth year.
Writing in the dimensions, this becomes
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a., cancel out leaving a sum of money,

i
Zp g
s F1° ki
Whence PR S (i e—
’k - q
I‘ki° ki

(Cont. on page xXIv)




XIV.

(Footnote 86 ctd.)

87.

89.

90.

91.

92.

93.

;1 is the dimension of the variation in the monetary
ltandard, and since for a monetary standard of no intrinsic
worth some such ratio of value sums is all that is
available to measure changes in it, the above becomes a
definition. It may be necessary to decide whether, e.9.,

a wholesale-price index should itself be deflated by a
consumer-price index. But all this rests upon the
definition of the monetary standard. (C£. Keynes (1930)

Vol. I, p. 76 ££. and Ch. 14; see also Mason, 1963.)

It might be very salutary for economic theorists to have
to write down their relations explicitly in the form
described by, e.g. Ipsen (1960) Ch. IV.

Morgenstern (1963) passim, but see particularly Ch, III
on "spurious accuracy".

Friedman (1953) pp. 282-3.

"The belief that science proceeds from observation to
theory is still so widely and so firmly held that my
denial of it is often met with incredulity....but in fact
the belief that we can start with pure observation alone,
without anything in the nature of a theory, is absurd"”.
(Popper, 1963, Ch. 1, sect. v.) Further: ".see8cience
nust begin with myths, and with the criticism of myths;
neither with the collection of observations, nor with

the invention of experiments, but with the critical
discussion of myths, and of magical techniques and
practices”. (Popper, 1963, Ch. 1, sect. vii.)

Northrop (1948) Ch. 2.
Margenau (1941) pp. 98-9.

Crombie (1952) Vol. II, pp. 150-1l. Cf£. Einstein's view,
quoted in Harris (1970) p. 102.
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96.

97.
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100.

101.

102.

103.

An English translation of "Dialogues Concerning Two New
Sciences" is here listed as Galileo (1914).

"What prevented Anaximander from arriving at the theory
that the earth was a globe rather than a drum? There can
be little doubt: it was observational experience which
taught him that the surface of the earth was flat. Thus
it was the speculative and critical argument....which
almost led him to the true theory of the shape of the
earth; and it was observational experience which led him
astray." (Popper, 1963, p. 139.)

“For one thing, the fact that the volume of air is reduced,
while the weight of the burned substance can increase, was
well known to phlogiston theorists. For another, oxygen
was first discovered by phlogiston theorists. And, for a
third, great chemistslike Priestly, Cavendish and Kirwan,
retained the phlogiston theory long after these two
decisive experiments had been performed." (Musgrave, 1972,
P. 152.) PFor additional examples, see Harris (1970) Part 2,

Musgrave, 1972, p. 159.
Kuhn (1963) pp. 359-363. Cf., Harris (1970) pp. 177-8.
Harris (197¢) pp. 207-210.

As e.g. the Newtonian anomaly of the moon's perigee had
to wait for Clairaut to resolve. (Kuhn, 1970, p. 81l.)

Kuhn (1970) passim.
Kuhn (1963) p. 353.

Kuhn (1970) p. 182 defines 'paradigm' in its broad sense
as having these characteristics.
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105.

106.

107.

108,

109,

See, e.g., Gordon (1965). Loasby (1971) not only draws
attention to the importance of the profit-maximising
micro-equilibrium paradigm in the theory of the firm, but
suggests that a new one - a behavioural approach - may not
only be a useful alternative but may co-exist with the
older approach. Along the lines of Kuhn's analysis, one
would expect that, other than in a transition period, for
two such competing paradigms to co-exist some integration
is to be expected; an obvious source of integrating ideas
in this field would be the formal analyses of decision
theory under uncertainty.

“. ...8ince the fifteenth century....there has been in the
social sciences not one major breakthrough of the kind and
nature of those which mark the development of physics,
chemistry, biology, medicine....

«+...In fact, the history of the social sciences shows no
clearcut case in which a theory has been disconfirmed by
contradictory evidence." (Grundberg, 1966, p. 148.)

Robinson (1972). Joan Robinson explicitly recognises the
existence of earlier crises; these two are referred to
her lifetims. But she could almost have made a case for
supposing these to be a new and different sort of crisis,
in that economists had not previously found themselves

at once so well equipped with impressive theoretical
structures and so ill-placed to deal with events.

Leijonhufvud (1968).
Cf., Leijonhufvud (op.cit., pp. 4-6).

By 'elementary facts' here is meant the sort of data, as
output, employment, prices, etc., which economic theories
attempt to predict and explain, Whether this sort of data
can legitimately be regarded as 'factual' is an important
question which will be examined below, but for the present
it suffices to adopt the view generally taken, that, for

(Cont. on p. XVII)
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(Footnote 109 ctd.):

110.

111.

112,

113.

114.

practising economists, these are the given facts of public
knowledge. There may be some debate about precisely what
ought to be included in such aggregates, but doubts
expressed about the objective nature of the entities so
measured cannot be taken seriously when the majority of

the rofession uses them as a matter of course in empirical
exercises and policy recommendations. The absence of
information about interrelations, particularly about causal
connections, is another matter altogether.

Northrop (1948) Chapters II, III and IV. Each of the
three stages is given a chapter.

Northrop, op.cit., Ch. III.

Cf. "In accordance with Popper's criticism we state that
the starting point of empirical science is not epistemo-
logically absolute: At any stage empirical science is
relying on a store of previous knowledge which contains
many unanalyzed constituents, which however, may become
assessible to analysis at further stages". Bernays (1964)
p. 39. Cf. Heinemann (1948), particularly his conclusions
on p. 632, Heinemann is talking about the essential
modernity of Leibniz's doctrine of two kinds of truths,
and the distinction is not the same as that made here.

But it does show that philosophers trying to make sense
of the theory~fact relation, however much aware they are
that 'facts' are constructs, nevertheless cannot escape
the need to separate out some subset of those constructs
as being part of the 'real world'.

From Bunge (1964). Bunge's paper on Phenomenological
Theories is drawn on here. (op.cit., pp. 234-254.)

Bunge, op.cit., p. 239.
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XVIII.

FEconomists' misconceptions about science may mislead them
in another way; cf. "In the overall, a measurement in physics

with 10 percent accuracy is a very good measurement. The
reader should compare this with the alleged ability of the
economist to measure changes in national income, consumers'

spendable income, price level, imports, etc., to an overall
accuracy of ten to one hundred times better - even in the
averagel

"Newton established the law of gravity and verified it
with an accuracy of about 4 percent (it was later proved to
be accurate to about 1/10,000 of one percent). We conclude
from such shining examples in the history of physics that
the economist need not despair that good workable theory is
impossible unless the data are of the presently alleged
high accuracy which even the physicists now do not enjoy
in general. But the theory will look different from what
is now being advanced." (Morgenstern, 1963, pp. 97/8.)
(C£. the comment by N. Wiener: “economics is a one or two
digit science" quoted by Morgenstern (op.cit., P. 116n).]

"It can aiso happen that a theory is in no perceptible way
influenced by any additional and/or finer measurements.
This will be the case when it is not related to the facts
at all or only in such a hazy way that it deserves no
consideration whatsoever as an empirical theory. It is
likely that parts of accepted economics fall into this
category. For example, no amount of improved observations
of a modern economy will have any bearing upon the Walrasian
system which, using the inadequate conceptual-mathematical
notion of maximization, describes only a hypothetical case
of economic organization, far removed from reality however
coarsely or finely described." (Morgenstern, 1963, p. 97.)
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XIX.

FOOTNOTES TO CH, 2

Ricardo (1951) Ch. I, section VI.

But since Ricardo has based his discussion on gold,
which has its own intrinsic value based on its labour input,
the variations in his standard's own value are analytically
distinct from variations in the values of what the standard
is to measure, and Ricardo is thus enabled to state
explicitly what he is holding constant to derive his
'invariable standard'; his argument ceases to hold for
modern money. (Cf. Mason (1963), particularly Ch. III.)

Leijonhufvud (1968) p. 80 (text and n.27).
This point is discussed more fully in Chapter 4.

See, e.g., Patinkin (1965), pp. 17 and 172, and Pesek and
S8aving (1967) p. 320, to cite two influential works. Keynes
devoted several pages of the Treatise to this idea, although
in the General Theory he moved still closer to Ricardo by
basing his units on real wages, (See discussion in section
2.12,)

I have in mind particularly the Fisher equation of exchange
and the Keynesian equality (identity) of savings and
investment. These tautologies suffer from a confusion in
many post-Keynesian writers between 'tautology', 'functional
relation' and 'equilibrium condition’'. Cf£, Harrod (1968)

pe. 33.

Schumpeter (1954) Part III, Ch. 7 and Part IV, Ch. 8, to
begin at the point where modern theory may be said to begin;
Schumpeter also looks in detail at the earlier writers
whose ideas, in many ways, found expression in Hume and his

successors.

Discussed in section 2.13 below.




9.

10.

1l.

12.

Specifically, we refer to Hume's essays Of Money and Of
the Balance of Trade, both reproduced in Rotwein (1955);
to Ricardo's Principles of Political Economy in the Sraffa
edition listed as Ricardo (1951), particularly Chs. I and
XXVII; and to Thornton (1802).

or, (in Money, p. 35): "a counterfeit money, which
foreigners will not accept of in any payment”,

Although Schumpeter supports this view, listing Ricardo

as a theoretical metallist, Ricardo does say (p. 354) that
"jt is not necessary that paper money should be payable in
specie to secure its value;" which at first sight could be
quoted as a disavowal of theoretical metallism, but Ricardo
goes on to gqualify this: "it is only necessary that its
quantity should be regulated according to the value of the
metdl which is declared to be the standard". (Cf.
Schumpeter's argument p. 700.)

Although not, in Schumpeter's view, adding anything of
consequence to Cantillon's statement. Hume does deduct
hoarded money from the money supply in his analysis,
referring the quantity relation to money actually in
circulation, and further weakens the direct guantity
relation by admitting increases in labour productivity
and lags, (See Rotwein, 1955, pp. 38-9).

It may be argued that this is tautologically true in

Hume's analysis on the grounds that his definition of
'money' appears to require international acceptability

(see N. 9 above). But both the practice and the theoretical
formulations up to Hume's time provided ample support for
his specie-flow view of money, and it was still close to
the truth in Hume's day; there does appear the difference,
that whereas up to Hume the specie-flow basis was a

simple matter of fact, to a minor extent for Hume and much
more for Ricardo there was a growing shift towards the
normative element of convertibility as a basis for control,
i.e. as a policy.




XXI.

13. Cannan (1921) pp. 28-36. Cannan cites with approval a
publication (a Political Dictionary of 1845) which expresses
this view, and refers to Jevons as carrying it forward.

But see Marget (1938) pp. 161-171, Vol. I.

14. S8ee e.g. The Federal Reserve System, (1963) pp. 63-73,
Samuelson (1970) pp. 335-6. Intermediate texts on money
have in recent years become more careful on this point.

15, Keynes (1930) Vel. I, pp. 25-27.

16. See Petter (1968) pp. 63-84, in which Fetter discusses
some modern applications. The analysis of the exchange-flow
seems to be the only substantial part of Thornton's analysis
which became accepted into the mainstream of monetary theory,
although the Ricardian commodity-view of international
finance survived along with it., Schumpeter (op.cit., pp. 732-
738) questions how far a definite separation of these two
views can be sustained, although the important article by
Mundell (Chap. 26 of Thorn (1966), pp. 655-662) does appear
to lean more towards Ricardo than Thornton.

17, Thornton (1802) pp. 191-2., His comments on the relation
of the domestic 'value of paper' to the value of the
exchanges is illuminating. It must be conceded that
Ricardo's Ingot Proposal (see Principles, p. 357-8) shows
an awareness of these aspaects, in a more simplistic view;
how much Ricardo owed directly to Thornton on this point
I am unable to say.

18. “Even in that early and rude state of society, in which
neither bills nor money are as yet known, it may be assumed,
that if there be commerce, a certain degree of commercial
credit will also subsist. In the interchange, for example,
of commodities between the farmer and the manufacturer, the
manufacturer, probably, will sometimes deliver goods to the
farmer on the credit of the growing crop, in confidence that
the farmer will come into possession of the fruits of his

(Cont., on p. XXII)




XXII.

(Pootnote 18 ctd.)

19.

20.

21,

labour, and will be either compelled by the law of the land,
or induced by a sense of justice, to fulfil his part of the
contract when the harvest shall be over." (Thornton, 1802,
beginning of Ch. 1, in the edition used, on p. 75.) This
contrasts sharply with the Smith-Ricardo-Mill basis, and
shows a remarkable similarity to the much later view
expressed by Einzig (1966) on pp. 343-4; basing his findings
on the reports of anthropologists on a wide array of field
studies, Einzig is devastating about Mill's ‘harassed tallor
on the verge of starvation, trying frantically to find a
baker who happens to be in need of a jacket', although
Jevons' 'double coincidence of wants' still appears to be
the staple of introductions to price theory.

See Ch. 2 (Thornton, 1802, p. 81).

Pp. 82~84. These passages can be interpreted in terms of
modern Ligquidity Preference, but in order to do so some of
the detailed information given in Thornton's analysis must
be dropped, and the analysis greatly simplified; whether
that improves matters in this case is arguable. The
remainder of Ch. 2 Thornton devoted to a refutation of the
'real bills doctrine', a hardy weed which nevertheless
survived the refutation and re-appeared in the Federal
Reserve Act of 1913.

See p. 94 f£f. A specific repudiation of the Quantity
Theory may be seen in: “The amount of what is called the
circulating medium of a country has been supposed by some
to bear a regular proportion to the guantity of trade and
of payments. It has, however, been shewn that such part
of the circulating medium as yields an interest to the
holder will effect much fswer payments, in proportion to
its amount, than the part which yields to the holder no
interest.” (p. 94) Since Thornton does not believe in
stable proportions obtaining between the components of the
money supply, this csanot be reworked into the Quantity

(Cont. on p. XXIIX.)
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{Footnote 21 e¢td.)

22.

23,

24.

25.

Theory by some simple extension of the high-powered/
ordinary money device. See also n. 25 below.

Thornton, op.cit., pp. 116 ££. This leads into the 'gold-
flow, price-adjustment' theory; but as the latter proceeds,
Thornton's grasp of a wider range of effects than a rigid
equilibrium analysis can manage is demonstrated., See also
note 28 below. '

p. 124, The argument here is based on the maintenance of
confidence in the Bank's notes: "There is an excessive
limitation of them, as every one must admit, which will
produce failures; failures must cause consternation, and
consternation must lead to a run upon the bank for guinsas®.
It thus depends on "the degree of alarm, and not on the
maintenance of the greater or of the less gquantity of notes,
whether the guineas shall be more or less rapidly called
for from the bank." Finally, then, the way to prevent an
excessive run is to provide enough paper to prevent the
alarm.

PP. 133/7.

p. 141, That this implies no formal type of egquilibrium
analysis is clear., Cf. p. 143. A final statement, which
sums up this non-equilibrium view in respect of some major
concepts, is (p. 224): “"Let it, therefore, be carefully
remembered, that I by no means suppose a limitation of
London paper to operate simply by causing an equal reduction
of country paper, and then such a fall in the price of goods
over the kingdom as is exactly commensurate with the general
diminution of paper; and, finally, also such a variation

in the exchange as is precisely proportionate to the
reduction of paper, and to the fall in the price of goods.
Counteracting circumstances of various kinds may prevent
these proportions frcm being maintained: and the full
effects may not follow their cause until after the lapse

(Cont. on p. XXIV,)




(Footnote 25 ctd.)

of some pé&iod of time"., Cf. (p. 197): "an exact
correspondence between the quantity of paper and the price
of commodities can by no means be expected always to
subsist”,

26. Pe 193-5., "The price paid is not at all governed by the
_egquity of the case, but entirely by the degree of command
which the one party has over the other." Where an increase
in 'eagerness’' on the part of the buyer arises from an
increase in M, this is not a ‘real balance effect’, since
it is made abundantly clear that for the notes to be
issued some people must borrow from the bank, which they
are willing to do as long as the bank's lendipg rate is
below the market rate. (p. 254/5) An income effect may
then be generated through the expenditure multiplier

(pp. 239/40), and the whole process sustained by bankers,
who are happy to keep lending since their loans are also
being repaid through the process. (p. 253)

Th£s>demand/|upply analysis is extended (p. 194) to
the demand for and supply of paper (money): "The principle
which has been laid down as governing the price of goods,
must be considered as also regulating that of the paper
for which they are sold; for it may as properly be said,
on the occasion of a sale of goods, that paper is sold for
goods, as that goods are sold for paper". Compare this
with a parallel statement by Clower (1967) p. 5. “Money
buys goods and goods buy money; but goods do not buy goods."”
Clower is arguing against the opening proposition by
Patinkin, that "Money buys goods, and goods do not buy
money” (Patinkin (1965) Introduction, p. xxiil). gagg.
although at first sight Patinkin's view that (an excess)
demand for money implies ian excess) supply of goods is
equivalent to Thornton's formulation, several differences
are apparent. Thornton is concerned to distinguish types of
transactor and of transaction (see p. 116) which Patinkin
is not. Patinkin alic assumes that goods exchange directly

(Cont., on p. XXV,.)
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27.

28,

29,

30.

31.

for goods - the point with which Clower is arguing -
whereas Thornton explicitly states the opposite: "They
must first exchange these unsuitable goods for goods
which are suitable, that is, they must sell them, in the
first instance, for money”, (p. 116; emphasis supplied).
In addition, Patinkin is deducing this relationship from
an "equilibrium" concept, which Thornton manifestly is
not.

p. 197/8.

p. 226. "We have lately been placed between two dangers:
between that of a depreciated paper currency on the one
hand, and that of an interruption to our paper credit,
and a consequent stagnation of our commerce and
manufactures, on the other."

pPp. 230/9.

See particularly p. 239/40; note that the multiplier is
explicitly a money-expenditure multiplier; having
explored the course of the multiplier, in terms of
successive payments of the same notes from recipient

to recipient, this yields a total of money purchases or
expenditures; only after establishing that, do we enguire
into the real side: if expenditures thus increase,
either the output of goods or prices must have risen;

in general both effects will occur.

p. 253. “"But it is here to be recollected, that the
bank itself, if we suppose a progressive enlargement of
notes, must be assumes to furnish perpetually increasing
means of effecting payments, and thus to render
punctuality in fulfilling even the most extravagant
engagements convenient and easy to the merchants, "

(Cf. Keynes' Treatise, Vol. I, p. 27: "Each Bank
Chairman sitting in his parlour may regard himself as

(Cont. on p. XXVI.)
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(Footnote 31 c¢td.)

32.

33.

the passive instrument of outside forces over which he
has no control; yet the 'outside forces' may be nothing
but himself and his fellow-chairmen, and certainly not
his depositors”.)

pP. 255. "The borrowars, in consequence of that
artificial state of things which is produced by the
law against usury, obtain their loans too cheap. That
which they obtain too cheap they demand in too great
quantity.” Thus the borrowers' interest diverges from
that of the bank, which consequently cannot rely upon
their moderation.

I cannot agree with Schumpeter that this argument
is interpretable as "the loan rate (money interest) tends
to equal expected marginal profits of investment (marginal
efficiency of capital)”. (Schumpeter, op.cit., p. 721
and 721 n.) In the first place, in view of Thornton's
evident dislike throughout of simple-minded equalities
and other exact quantity relations, he could hardly be
supposed to have been willing to accept the idea of
‘equality at the margin'; in the second place, Thornton's
whole argument is that, while some approximate stability
might be achieved if bank rate were allowed to rise, the
whole trouble under discussion is brought about precisely
because the necessary ceteris paribus conditions are not
maintained., Time and time again he stresses the
importance of the disturbing factors, particularly when
the disturbing factors act upon an already unstable
situation. Thornton also goes on (p. 255/6) to give
reasons why, in the situation under review, there would
not be a falling rate of money profit, an indispensable
premise of the 'falling marginal efficiency of capital'
argument in a context of money borrowing.

The mistake attributed by Hayek (Essay, Thornton, 1802)
to MeCulloch, of confusing Henry Thornton with his
elder brother, Samuel, who was a director and, from 1799
to 1801, Governor of the Bank of England, may have
subseqguently contributed.
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35.

XXVII.

That is to say, the formal structure was provided by
Walras, but the basic ideas of exchange equilibrium were
those of Ricardo and Smith. Ricardo opens (Principles,
Ch. 1) with the following statement: “In speaking then
of commodities, of their exchangeable value, and of the
laws which regulate their relative prices, we nean always
such commodities only as can be increased in quantity by
the exertion of human industry, and on the production of
which competition operates without restraint.

“In the early stages of society, the exchangeable
value of these commodities, or the rule which determines
how much of one shall be given in exchange for another,
depends almost exclusively (in lst editionm, 'depends
solely') on the comparative guantity of labour expended
on each.” He finds his rationale in Smith, quoting
- with approval - "in that early and rude state of
society, which precedes both the accumulation of stock
and the appropriation of land, the proportion between
the quantities of labour necessary for acquiring different
objects seems to be the only circumstance which can
afford any rule for exchanging them one for another"”.
Ricardo regards this as "a dootrine of the utmost
importance in political economy”.

A comparison of this with Thornton (and Einzig)
becomes most revealing when one considers how the idea
of a "real-exchange equilibrium" prior to and independent
of money has been carried on into modern theory. Cf. the
comment by Morgenstern on Walrasian equilibrium (see Ch. 1,
n. 116 above).

Wicksell commented in 1898 that: "If the Quantity Theory
is false - or to the extent that it is false ~ there is
so far available only one false theory of money, and no
true theory." (Wicksell, 1936, p. xxiii.) The modern
formulation of the Quantity Theory, usually ascribed to
Irving Fisher, is presented nowadays as WMV = PT. Much
earlier formulations of this relation, neglecting the
velocity term, are recorded by Schumpeter. Keynes cites

(Cont. pn p. XXVIIIX.)
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36.

37.

other predecessors of Fisher. The earliest version
explicitly in these terms is credited by Theocharis
(1861, pp. 100/1) to an early German mathematical
economist, Claus Krdnke, writing in 1804. But, as
Theocharis quotes it, Kronke's equation iz written

re= %, where r = ¥, ¢ = Pr, and n = v (to match
corresponding definitions) which is the modification
usually called the 'Cambridge' equation. (See, e.g.
Thorn, 1966, p. 59.) Pigou, (1917), in fact extends the
'Cambridge equation' to differentiate between curr.nby
and bank deposits, arriving at a formulation foreshadowing
the high-powered-money relation of the Chicago-St. Louis
axis (g.v. below).

Marget (1938-42) disagreed that such a classical dichotomy
existed. His work 1n.naiﬁ1y devoted to refuting this
idea, his chief target being Keynes., Marget attacks the
'real balance effect', (Vol. 1, pp. 433-458) particularly
as that concept is dealt with by Keynes in the Treatise.
His comments are relevant also to the discussion of
Patinkin, below.

See Keynes' discussion of the Cambridge and Fisher
formulations in the Treatise (1930, Vol. 1, chapter 14);
he sees the difference between them in the following
terms: “Quantity Equations of the 'Cambridge’ type lead

‘up, as we have seen, to the Cash-balances Price-level,

whilst Equations of the 'Fisher' type lead up to the
Cash~-transactions Price-level"”. Now Keynes gquite clearly
was speaking of the definition of a Currency Standard,

as we see from his earlier remark (op.cit., pp. 76-77):
"An object of expenditure which passes straight from the
original producer to the ultimate consumer, such as
personal services for example, gives rise to a less
volume of monetary transactions than an object of equal
value which passes through many hands and through many

(Cont. on p. XXX.)




(Footnote 37 ctd.)

38.

stages of production, each of which involves a monetary
transaction before it reaches the consumer”.

But the association of this distinction with the
definition of a Currency Standard, directly related in
both Keynes and Fisher to a preoccupation with the
purchasing power of money and the construction of
suitable index-numbers, misses a more fundamental aspect;
the cash-transactions approach suggests a concentration
on the means-of-payment function of money, and as Keynes
describes it has obvious affinities with input-output
approaches, whereas the cash-balances approach relates
to money as an asset in conjunction with the income-
expenditure approach as GNP, i.e. as output with inter-
mediate transactions netted out.

Money as a means of payment ought surely to be more
closely identified with total transactions, and it ise
because of the stress on money as an asset that the
‘demand for balances', i.e. the Cambridge form, has
regrettably prevailed. A distinction is preserved in
modern textbooks, between the income-velocity and the
transactions-velocity, without leading to any apparent
interest in the transaction processes associated with
the latter. See also the discussion on "Keynes' second
proposition” in Robertson (1933).

The article "Mr. Keynes and the Classics"”, reprinted in
Hicks (1967) may be seen as a source of the fundamental
structure of modern monetary theory. Ostensibly, the
article is purely an intérpretation of Keynes' thought
in the "General Theory", but a comparison with Hicks'
earlier comments on the Treatise, in his essay "A
Suggestion for Simplifying the Theory of Money" (also
reprinted in Hicks 1967) and with his subsequent use of
the structure for the money model of his “Contribution
to the Theory of the Trade Cycle" suggests that Hicks'

own thought tended to move in this direction independently.
The fact that he came to monetary theory from a firm stand-
point in value theory may have been decisive here.




39.

40.

41.

42,

43.

44.

45.

46.

47.

XXXI.

This is a very loose grouping; I have in mind particularly

Friedman (1970) and Friedman (1971), the earlier
theoretical chapters in Cagan (1965) and the article
by Meigs and Wolman (1971). See also Thorn (1966)
Part II.

Leijonhufvud (1968). The ground selected by Grossman
(1972) for debate is the thesis that some dissenting
analyses in the post-Keynesian era, which Leijonhufvud
sees as a more valid interpretation of what Keynes had
in mind, are rather, particularly in respect of the work
of Clower and Patinkin, the beginning of an attempt to
articulate a new paradigm.

Keynes, in the General Theory, repudiates his former
attachment to Wicksell's formulation of this idea; "I
am no longer of the opinion that the concept of a
‘natural' rate of interest, which previously seemed to
me a most promising idea, has anything very useful or
significant to contribute to our analysis®. (1936,

P. 243.) But see Hicks' comments, (1967) pp. 141 and
199 £f.

See note 32 above.
See note 30 above.

See Leijonhufvud (1968, Chapter II) and Kornai (1971,
Chapter 5) for discussions of this.

It is not clear whether even Clower (1967), although he
undoubtedly sees the need, departs sufficiently from
orthodoxy to provide this nexus.

Johnson, 1962, (in Thorn, 1966, p. 13).

See, e.g. the panel discussion "The Role of Money in
Economic Policy", (Federal Reserve Bank of Boston (1969)

(Cont. on p. XXXII.)
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48.

49.

50.
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pp. 7/36), in which Samuelson, the 'real' income-
expenditure theorist conceded that money matters, but
rejected monetarism; Meiselman and Meltzer, monetarists,
took the view that while money was not all that mattered,
it was sufficiently important to produce grave distortions
if omitted from consideration; Tobin, the portfolio
theorist, challenged the evidence for monetarism, on
grounds not fundamentally different from those I have
mentioned as constituting flaws in the Hicksian cross
analysis; (Tobin renders what I would describe as 'the
black box' as a 'pseudo-reduced-form'). Wallich, summing
up from the point of view of the user of policy
recommendations, points to the differing views advocated
and the problem of appraisal thus presented to the
Federal Reserve, particularly when the differing views
are presented with equal confidence. ‘

Patinkin (1965) passim and Pesek and Saving (1967,
Parts I and II).

Patinkin, op.cit., Ch. II and the Appendix thereto,
pp. 417 f££f.

Clower (1967). Although Clower presents his argument

as a criticism of Patinkin's view and as a necessary
reformulation of Patinkin's budget equation, his argument
seems to me to have wider and more important implications,
as Leijonhufvud (op.cit.) appears to have seen.

Gurley and Shaw (1960). Their argument is not put into
the formal algebraic framework that other writers,
particularly Patinkin, have selected (although there is

a mathematical appendix by A.C. Ernthoven), and at first
sight appears to be an attempt in the genre of Thornton-
Robertson-Hayek-Hawtrey. But it does not get at all as
close to the money-goods nexus, and its rather artificial
conceptual basis owes much more to the post-Keynesian
orthodoxy than it does to the insights of the English
tradition of monetary analysis.
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XXXXIXX. § ‘

Meltzer (1963) argues that, while Friedman's results
appear to refute the theoretical arguments of Baumol
and Tobin (that there are economies of scale in holding
cash) his definition of money leaves this question still
open.

See, e.q., Friedman (195%) and Priedman (1970); see also
Meltzer (1963) and Brunner and Meltzer (1963).

Syring (1968, pp. 35/6) refers to Bronfenbrenner's
approach in which 'monetary assets are distinguished

from non-monetary assets on the hasis of their degrees

of liguidity', and comments that this definition "appears
to be useful from a conceptual point of view, but it

does not help the sampirical worker to separate those
assets which are money from those which are not". Since
Bronfenbrenner was conducting one of the earlier exercises
in spelling out in more de;ail one aspect of the Liquidity
Preference approach in the choice~theoretic terms of
utility theory the work cited preceded the empirical
exercises on which Syring was mainly commenting. {(The
work referred to was Bronfenbrenner, 1945.) The point
that exercised Bronfenbrenner was that the medium-of-
exchange function was only a necessary condition for
‘moneyness’, and that a sufficient condition needed
recourse to the liquidity notion. But putting this

into a utility framework inevitably made ligquidity, and
hence money, a matter of subjective estimate, which may
differ among asset-holders, and it is this which renders
the identification of 'money' so elusive. Bronfenbrenner
himself pointed out this difficulty (op.cit., pp. 412/3),
which clearly has important implications for subsequent
developments along choice-theoretic lines.

In a context of monetary policy, this does not replace

the theories of money by a supposed alternative, but in
fact may be presumed to rest on the general theoretical
tenets of the ‘monetarists' who produced the concept in

{cont. p. EZXXIV.)
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order to provide a supply function for the demand-and-
supply analysis. See, e.g., Meigs and Wolman (1971).

56, The result of this was a gulf between proponents of
fiscal policy and those of monetary policy; the entirely
inconclusive debate between Friedman and Heller (1969)
is symptomatic of this gulf. But the attempt to regard
them as separate policy instruments which may be combined
to two different ends (as in Mundell's article in Thorn
1966) is no real improvement, since in actuality fiscal
instruments have money effects as well as income~
expenditure effects, and monetary instruments are
presumed to have some connection with expenditures, so
that a properly-conducted analysis along those lines
ought to be able to explain first how these effeats
interact and how they are concaptually distinguished.

57. Two major works are Meiselman (1962) and Malkiel (1966).

58. Out of the voluminous literature, the following are good
representative treatments:

Books: Johnson (1971), Johnson (1972), Laidler (1969)
and Thorn (1966). See also: Feige (1964), Syring (1968)
and Croome and Johnson (1970).

Articles and contributions to symposia: Bronfenbrenner
and Mayer (1960), Franeis (1972), Friedman (1959 and
1970), Harris (1968), Joknson (1962 and 1970), Meigs and
Wolman (1971), Meltzer (1963) and Smith (1970).

Papers in Johnson (1972) of particular interest are

those in the 'Demand for Money' section, particularly
papers by the Bank of England research staff. The articles
listed from Harris to Smith contain surveys, assessments
and summaries of the conventional wisdom in this area.
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69,
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XXXV,

Marget (1938, pp. 120/3 of Vol. 2) takes this view of
Hawtrey's work generally. Marget comments (p. 123):

“No one in our own generation has been more insistent
than Hawtrey on the point that it is dangerous to talk
of tearing aside the 'monetary veil' in order to study
the 'realities' of economic life which that 'veil' is
supposed to hide. No one, by both precept and example,
has started more explicitly from the proposition that,
if it be granted that the function of 'general' economic
theory is to explain the working of the economic process
in the world we know, then no description of economic
processes in the world we know can be regarded as
satisfactory if it abstracts from the effects upon these
processes of the working of the monetary mechanism,”

Harris (1970}, Chaptar 7 and Musgrave (1%27Z). Kuhn's
discussion (1970, Chapter &) can, it seems to me, be
read either way.

See Kornai (1971), and from two influential associations,
the Presidential addresses by Hahn (1970) and Leontief
(1972); Culbertson (1968), Clarkson (1963) and Papandreou
(1958) have produced some reasons for believing economic
theory to suffer from serious structural flaws. Johnson
himself has voiced the odd doubt (1971, p. 117), and
there are plenty of comments on the dependence of
econometric exercises on the theoretical formulations

to which they are applied; econometric textbooks usually
stress this point, but the material available on
econometric exercises on the 'demand for money' leaves
one in no doubt that the practitioners regard their
results as capable of corroborating their theory, to the
chagrin of their opponents.

See, e.g. Coppock and Gibson (1963), Crouch (1964) and
Cramp (1966).

What may be generically described as "manna" theories of
money creation carry this neglect to extremes. Consider,

(Cont, on p. XXXVI,)




XXXVI.

(Footnote 63 ctd.)

64.

65.

66.

67.

68.

69.

70.

e.g. Gurley and Shaw: "Suppose that an initial stationary
equilibrium is disturbed by a feat of magic that suddenly
doubles all money wage rates and all prices.” (Curley
and Shaw, 1960, p. 35.) The "helicopter” variant is
popular: see Weintraub on Friedman (Weintraub, 1971,

p. 39) and Thorn (1972, p. 480) on Mundell. Cf, these
views with that of Hayek (1933, p. 46), who attaches
importance to the process by which money is introduced
into the economic system, referring to the "fundamental
diversity between a money economy and the pure barter
economy"” .,

Hicks (1967), particularly the discussion in the first
three lectures, relating to the Two Triads.

L. Harris (1969), Johnson (1970) and Perlman (1971) have
taken issue with this separation, maintaining that any
particular sum of money is neither in principle nor in
practical measurement able to be categorised into one
or other compartment.

Hicks (1967) p. 15.
Weintraub (1971) p. 49.
See note 54 above.

"Operational” here means simply "usable" in some practical
sense, and has nothing to do with the rigid “operationalist”
approach discussed in Chapter 1.

Newlyn (1964) p. 345-6 (conclusion 3.). The discussion
leading up to this definition (on pp. 334-339) is
addressed to a specific argument by Sayers, and is not
fairly treated out of context. Moreover the idea of
differentiating between "investment financed by drawing
upon money balances and investment financed by drawing




XXXVII.

(Footnote 70 ctd.)

71.

72,

73.

74.

75.

76.

77.

78.

upon claims to money”. (p. 335) is an important one not
well handled in the theory. Nevertheless, the neutrality
criterion is proposed as having general application, and
that is how it is looked at here.

Hicks (1967) pp. 18-19. If one could be sure that it
would never be treated outside the whole context of
Newlyn's argument this would be less of a danger.

Clower (1971) Part 1.

Clower (1971) p. 17. 1In its strict context, this is a
forecast, not a statement of Clower's position., But
taking it together with Clower (1967), particularly pp. 3-
5, I believe it to be a fair representation of his general
theoretical position.

Clower (1967) p. 6.

It may be recalled that Thornton (1802) argued on much
the same lines in refuting the real bills doctrine (see
note 20 above).

I suppose an absclutely determined model-builder could
force wage-payments into this structure by regarding the
working week as a period of purchases of labour services
on credit, although the place of the wage-payment in
discharging the debt to the worker still needs explanation
in terms of money's ability to extinguish a debt.

The opening passages of Thornton (1802). See note 18
above.

Hicke (1967). The whole discussion of the Two Triads
needs to be taken into account, but a key statement is
on p. 15: “I think that Keynes was absolutely right in

(Cont, on p. XXXVIIIX.)
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(Footnote 78 ctd.)

the distinction which he drew between #, and M3: more
exactly right than some of his followers (including
myself) have been, when we have formulated the 'Demand
for Money' in ways that blurred the distinction”.

79, See aote 65 above.

80. " (the demand for clarification of the mechanism by which
results can be explained)....will have to be answered
satisfactorily....and the attempt to answer it will
necessarily involve the counter-revolutionaries in the
opposing methodology of general equilibrium systems and
multi-equation econometric models”. Johnson (1971b).

8l. Leijonhufvud (1968) p. 3ln.

82. Schoenman (1966) p. 15. To put the interpretation beyond
doubt, this view is further spelt out by Schoenman as
follows: "The changes in the unit's liquidity is the
nost complax for it is the result of several different
types of flows. There are inflows from delivery of the
unit's goods at their average price, and also transfer.
The outflows are in the form of amounts of the unit's
current operation regquirements at their average cost
and of fixed outlays....One notes that in the simplest
of the above position calculations there are at least
two flows....to explain directly the change in position
or the position itself, pre-supposes no interest in the
separate flows which constituted them." (ibid., pp. 57-
8.) It will not be possible to produce in a macro
structure the fineness of detail which Schoenman applies
to the micro structure, but an attempt to carry this
approach as far as possible into both real and money
sides of the macro structure is a major object of this
enquiry. Cf. also applications to the real side in Ch. 4
below.
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XXXIX.

In New Zealand, important customers of the Central Bank
are the marketing organisations, particularly the Dairy
Board, whose transactions would thus be included in EG.
This has the effect of lumping e.g. Dairy Board
transactions in with those of government, for the reason
that, in monetary analysis, the basis of distinction is
not that between government and autonomous organisations,
but between those whose transactions directly impinge
upen the monetary base and those whose do not. Thus both
government and other customers of the Central Bank are
seen, not as spending cut of existing money supply, but
as adding to both money supply and money base through
their expenditure.

Thus any major increase in the activity of nonbank
financial intermediaries may lead, among other things,

to actual increases in the money supply if bank customers
shift from bank time deposits to nfi deposits, since nfi
would be expected o channel these into demand deposits
of the banking systea.

In considering an application of this to the American
economy an obvious difference arises in that American
banks operate mainly on loan account rather than over-
draft lending. This cannot be dismissed as 'mere’
bookkeeping, since monay as provisionally defined is
nothing but bookkeeping, and no one could dismiss the
difference between a cheque drawn on a trading bank and
one drawn on a central bank as a mere detail of book-
keeping. Nevertheless, it seems reasonable to suppose
that people who borrow from a bank under either system
do so not to hold a deposit but to finance an expenditure;
the difference in bookkeeping has obvious importance for
the measurement of the stock of money, but not for the
analysis of the relation between bank lending and money
creation. That is to say, the important aspect is the
intervening transaction and the act of money creation by
the depositing recipient of the expenditure, not the
trivial fact that the bank credits the proceeds of the
whole loan to the borrower's deposit.
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90.

XL

Some importance ought to be attached also to the difference
in status between figures recorded for 'unexercised
overdraft' and those for 'demand deposit liabilities's

the latter are an integral part of the bank's internal
bookkeeping, subject to the battery of verificatory and
inspection procedures needed to give such highly important
figures the reliability and accuracy that the bank's
business demands; the former are not.

This brings to mind the ‘high-powered money' concept,
discussed below.

Even this simplified construct {s not well handled in

the textbooks, the place of bank clearings being entirely
fudged over. It is easy enough to construct a multiplier
for one bank of the system, and to derive the familiar
result that each bank is able to expand without loss of
reserves (other than through net encashments) as long as
its gains on the settlements balance its losses, and
further that this depends in general on the relative
rates of expansion of different banks rather than on
their relative size. provided that the maltiplier is
expressed as an inequality, and is used as a rough
generalisation, it is unexceptionable. cf. note 25

above on Thornton's view of this sort of relation.

While, therefore, one can see much merit in pavidson's
view (1967, p. 246) that "an increase in the demand for
goods implies not only an increase in wants but also...«s
an increase in the ability to pay”: when his argument
continues: "an increase in the ability to pay means

an increase in active phlances” one wonders whether he
has overlooked the nature of f£lows in the system despite
his insistence on their importance. (ibid., p. 249 n.1l.)
Cc£. Clower's approach, discussed above.

Hicks (1967) pp. 14-15.
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Cf. Culbertson (1968) pp. 80-2, See also the discussion
below on trade credit; where no money at all is paid when
goods are delivered on interfirm credit, such expenditures
would be measured into the 'velocity of circulation';
since they do not involve the money stock there would be
nowhere else for them to go.

Por this reason, work such as that of Baumol (1952),
Tobin (1958) and Gurley and Shaw (1960) is relevant at
the miocro level, where it may throw considerable light
on the way in which individuals finance expenditures and
dispose of receipts, but is simply not defined for the
macro aggregates, since if there is one thing we can be
sure of it is that individual 'real balances' or
'liquidities' are not simply additive into macro
aggragates. Leijonhufvud appears to suggest (1968,

p. 201, n. 23) that the requisite correction can be
made in terms of 'the expected price level', but the
analvsis of Marty (1961) to which he refers, in so far
as it 1nplioh anything beyond a knowledge of current
price changes, must require a much greater knowledge

of macro events than Marty himself is willing to
concede even to the monetary authorities.

Meade (1934, p. 82).

Cagan (1965) pp. 12-3. This may be unfair to Cagan; an
alternative view is that Cagan intends this to be
understood along the lines of the “successive explanation”
approach which he mentions at the end of Section II, in
which case the issue is one not of method but of choice
of structure.

Meigs and Wolman (1971) p. 19.

Cf. Ackley (1961) on 'Tautological versus Meaningful
Multipliers' (pp. 309-312).

See note 63 above.
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100.

101.

102.

103.
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XLIX.

In particular, he would neither know nor care whether
the source lay in ES or EM, and even if he did this
would certainly not affect his own disposal decision.
Cf. Thornton (1802) pp. 1ll6£f.

Wicksell (1936) p. xxiii.

Keynes (1954) pp. 84-5.

N.J. Kavanagh and A.A. Walters, The Demand for Money

in the United Kingdom, 1977-1961, Paper 8 of Johnson
(1872) pp. 151-180.

Ibid., pp. 159 and 162. Selecting this simplified
schema does not do justice to Kavanagh and Walters'
whole work, but it is not the intention here to comment
on their work in particular, but on the core which is
representative of the genre.

It is the "hard-core” theory which is meant here.

Labour economice in particular has to deal directly with
group behaviour, at least that of Trade Unions; managerial
economics and the sociological approaches to economic
development also have an interest in group behaviour.
But these sorts of fields are usually seen as “institut-
ional” approaches or as “applied economics”, not
divorced from but not integrally part of the hard core
theory. Pick up any modern text on value or monetary
theory, and see how far group behaviour enters into the
formal constructs of the theory.
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XLIIX.

FOOTNOTES TO CH. 4

See comments on pp. 101/2 above, with footnotes 81 and 82,
and on p. 127.

The general view is summed up by Harrod: "¢ is a quantity
determined from time to time by trial and error, by the
collective trials and errors of vast numbers of people.

It would be great luck if their collective appraisals
caused them to hit precisely upon the value G, But if
they do not do so their experience will tend to drive

them farther and farther from it“". (Harrod, 1948, p. 86.)

Sa2e, e.g. "Fundamentally, the flows that are represented
in the transactions table are in physical units and the
input coefficients represent physical production relations,
but in practice they are derived from the value relations
recorded in the transactions table. The conceptual gap
between physical and value terms is bridged by defining
the physical unit of each industry's output as being

equal to that quantity which can be sold for the money
unit." (N.2Z. Stats. (1967) Part IV, p. 7.) An approach
to the analysis of the physical processes is due to
Chenery (1953), but although economists showed some interest
in physical measures during the 1950's, their work does
not appear to have had any significant impact on either
the theory or the empirical work in macroeconomics.

Augustinovics (1970).

Hawkins and Simon (1949). Their concluding discussion on
P+ 248 makes it clear that, while it is not possible to
demonstrate as a matter of natural necessity that the
conditions must always be met, common sense dictates that
economic analysis exclude consideration of technical
coefficient matrices for which they are not met.

Augustinovies, op.cit., pp. 256-9.
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See Culbertson (1968) pp. 227-8. Cf. discussion in
section 1.22 above on "defining a product"®,

Chenery (1953) pp. 300-2,
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FOOTNOTES FOR CHAPTER 5

-Pp. 156/7.

It often makes sense to consider using different deflators
for each sector, which suggests that § should be treated as

a vector rather than as a scalar, and so could not properly
be cancelled out in the column sums. On the other hand the
monetary unit actually used in transactions is homogeneous
for the system, and certainly financial assets and liabilities
do not call for sectoral distinction in the unit of measure-
ment. In one sense, this is a durmy problem which appears to
exist only because the theory continues to treat a non-
intrinsic money as "an invariable standard of value” by the
use of deflators; we are trying to use as a unit of measure-
ment of goods and services something whose value can be
measured only in terms of what goods and services it will
buy. This used to be well recognised by economists, but the
need for guantitative measures of real data aggregable only
in money terms, together with the failure to distinguish in
the analysis between real and money flows, has led to a
fudging over of this notion. The problem disappears in this
structure; if the aggregation of real quantities is dealt
with by means of some quantity index, different for different
industry group, we may without inconsistency treat money both
as a means of settlement and as a unit of account as homogeneous
to the whole economy.

Cf.: "Mathematics receives its confirmation in virtue of the
fact that any equation becomes a tautology if numbers, related
to one another in the way prescribed by the functions involved,
are substituted for the variable elements in it....The
equa<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>