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Abstract:

Wetlands are unique natural resources that playnaortant role in the hydrological
cycle. There is a dynamic link between wetland biglyy and inputs from both
surface and groundwater resources. Shallow groutedwabstraction near the Te
Harakiki wetland at Waikanae has the potential mapact on the wetland’'s
hydrosystem. To assess the likelihood of this aaogy a detailed analysis of recent
changes, the hydrological regime, and the wateanual of the Te Harakiki Wetland

system was undertaken.

The hydrological regime of the wetland system wsseased by various monitoring
sites established around Te Harakiki to measurgalgi soil moisture, surface and
groundwater levels. Analysis of (decadal) histdrie@rial photographs allowed
changes in spatial extent of the open water hallagbon) and the urban area of
Waikanae Beach. Comparisons were made between ndetiatent, population

increase and urban area expansion. These dat#heogath a simple water balance,
and historical climatic records, were used to expthe drastic decrease in wetland

extent.

Climatic factors and groundwater are the majoridgvforces behind the wetland’s
hydrologic regime. The surface water outflow frohe tsystem is greater than the
surface water inflow, but this may be affected Ine ttides. The surface and
groundwater systems in the area are closely linkbgy have similar responses to
rainfall events. Groundwater abstraction in theaaappears to have minimal impact
on the water level within the wetland. The exacturenand extent of abstraction

around the wetland is unknown.

The reduction in flood pulsing as a result of clenmodification, and the

fragmentation of the area for the constructionte bxidation ponds are the likely
explanation. The current restoration efforts inameigto controlling pest species and
excluding stock from the wetland have halted thelide in wetland area. The future

of the Te Harakiki wetland system is now more pesit
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Chapter 1: Introduction

1.1: Context of study

Freshwater is a fundamental natural resource. dt iesquirement for the survival of
many forms of life. Freshwater is a key elementeims of environmental values. It
provides ecosystem services such as waste treatemghtclimate regulation; it
underpins economic prosperity, through power gemeraand industrial processes;
and health and cultural identity (Department of tweme Minister and Cabinet
(DPMC) 2003). New Zealand generally has plentifaltev supplies from abundant
rainfall. The national average annual rainfall gpmximately 3380mm. However,
rainfall is not spread evenly either geographicallyseasonally. Rainfall ranges from
6240mm/yr in Milford Sound to 340mm/yr in parts Gentral Otago (Woods and
Howard-Williams, 2004, Waugh, 1992). The uneverritlistion of rainfall across the
country, and throughout the year, means that ahielisource of clean water has
become a significant issue in some areas. Waikamaethe Kapiti Coast in the
Southern North Island is one such location. Umtdently the community relied solely
on the Waikanae River for potable water. Incregzedsure has been placed on this

water source as a result of population growth amgtroved standards of living.

With extraction from the Waikanae River now at litaeit the Kapiti Coast District
Council (KCDC) has had to look elsewhere for aerakitive, reliable water source.
Attention is now being directed at developing arilising the local groundwater
resource. Groundwater is less susceptible thamsirvater to variations in supply,
qguality and to pollution (Fenwiclet al, 2004). Groundwater is stored in aquifers,
geological formations that are porous enough td Banificant amounts of water and

permeable enough to release the water at a raie igeful (Fenwiclkt al,2004).

Groundwater is an important part of the hydrologmgcle: sustaining rivers, lakes
and wetlands. Once groundwater has been depletedokuted it can not be
replenished readily and this may pose a risk to dhstainability of ecosystems,
particularly wetlands. The affects of any groundwasbstraction on wetlands,
therefore needs to be considered when consideni@gutilisation of this resource.



Only through a full understanding of the hydrolajicycle, and all its various
interactions can rivers, streams, lakes, groundwaatd wetlands be managed in “an

ecologically sustainable manner” (Jones and Gypgaf5, Fenemor, 1992 ).

1.2: Wetlands

Wetlands are a key natural resource and are th¢ spesies diverse of freshwater
habitats (Sorrelet al 2004). They occur where the topography, climata, and
drainage system of an area allow water to colleciglenough to promote the
formation of hydric soils, hydrotrophic vegetatiand biological activities adapted to
wet conditions (Jones and Gyopari, 2005, Price\@addington, 2000, Winter, 2000,
Hollis and Thompson, 1998).

The variable nature of wetland environments makedifficult to assign an all

encompassing definition. Wetlands exist as a ttamsil landform or ecotone
between terrestrial and aquatic habitats. Themsitenal nature, in both time and
space makes classification difficult (Hollis and oftpson, 1998). The Resource
Management Act (1991) defines wetlands a®rfnanently or intermittently wet
areas, shallow water and land margins that supponi@atural ecosystem of plants and

animals that are adapted to wet conditio€ampbell and Jackson, 2004).

Wetland systems can develop in a wide variety oafions in the landscape from
estuarine to alpine areas (Campbell and Jacks@4,)2Uhe classification of wetland
type is based on several levels; the hydrologigatesn within which the wetland
occurs (hydrosystem), nutrient (trophic) statudyssate (soil) type, landform and
vegetation type (Campbell and Jackson, 2004).

A wetland system supports a diverse assemblagdaotspand animals that have
adapted to living in wet conditions (Greater Weton Regional Council (GW),

2005). These ecosystems, being reliant on theadibity of water are vulnerable to
any change in their hydrological regime. Such cleangight include variations in

water level, and the frequency and duration of dation and drying cycles. While



natural variations do occur, human activities sasldrainage, the discharge of storm
water, flood protection works and over-extractiaioni surface or groundwater
systems within the wetland catchment can causeifisi@gm changes to the
hydrological regime. These changes may affect tlbilty of the wetland itself
(GW, 2005). It is therefore important to understémel hydrology of a wetland system

SO as to be able to assess the potential impaeatsyafthanges within the catchment.

The Kapiti area has undergone a period of rapidifadien growth, placing increased
pressure on the area’s water resources. The WakRmzer is no longer able to
provide the region with a reliable, sustainable pbypof water. Because water
restrictions are often placed on residents, a grgwiaumber of properties have
shallow bores for irrigation water (Figure 1.1).dén the Regional Plan the drilling of
shallow (<6m) bores was a permitted activity uB@D0 and no resource consent was
required. Because of this there is usually litleno documentation as to the location,
and volume of abstraction from these bores. Thikemat impossible to determine
how much water is abstracted from the area’s shadlguifers.

1-
- -III
hi

Figure 1.1: Location of known shallow groundwaterds in Raumati, Paraparaumu, Waikanae and
Pekapeka. Source: Jones and Baker, 2005.

Jones and Gyopari (2005) estimated the sustairyadle from shallow groundwater

on the Kapiti Coast. As part of that study they stcdared the impact of shallow



garden irrigation wells on both the shallow grouatkv and the surface water
ecosystems. It was assumed that 50%o0f propertiesstallow bores giving a total of
approximately 3000. When considering the more éstaddl urban areas on the coast,
this is probably a conservative assumption. Tomest the total volume of water
abstracted, the residential property density wésutated. This was done by placing a
250m square grid over the area and counting thebruwf properties per grid using a

GIS. The grid squares, then were assigned a pyogensity class. (Figure 1.2)
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Figure 1.2: Property densities on the Kapiti Co&surce: Jones and Gyopari (2005)

For each property density class, the potentiadjalsle area (i.e. garden and lawns)
was estimated using aerial photographs of repraseatgrid squares (Jones and
Gyopari, 2005). The total potential abstraction Wasn calculated for the period
1/1/1997 to 1/5/2003 (Figure 1.3).
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Figure 1.3: Modelled cumulative irrigation abstiae from the shallow sand aquifers on the Kapiti
Coast. Source: Jones and Gyopari (2005)

Figure 1.2 shows the highly seasonal demand fayation water. The average daily
abstraction is 2,000m3/day, peaking at around &G@fay during the drier months of
the year (Jones and Gyopari, 2005). This incredsatdand when the water balance

tends to be in deficit places increased pressugraumdwater dependant ecosystems.

While wetlands are by their very nature transiecosgstems and are constantly
changing over time, it is important to determinesttfer any changes are natural, or a
response to anthropogenic activities. The ‘lifersjpd a wetland system is dependant
upon; type, climate, catchment, extent of anthrepag modification and can range
between a few hundred years and a few thousandigivd, 1982).

1.3: The Issue and Research Aims

Wetlands are unique natural resources that playnaortant role in the hydrological
cycle. There is a dynamic link between wetland bialyy and the inputs from both
surface and groundwater resources. Shallow groutedwabstraction near the Te
Harakiki wetland at Waikanae has the potential mapact on the wetland’'s
hydrosystem. To assess the likelihood of this aoogyr a detailed analysis of recent
changes, the hydrological regime and water balaicthe Te Harakiki Wetland

system is needed. This research attempts to adsbvess of these issues.



This research therefore aims to:

» Assess the changes in wetland extent over time

» Quantify the hydrological controls on these changes

» Assess wetland response to natural climatic flumioa

« Determine the nature, extent, and magnitude ofasarfwater interactions
within the wetland system

* Determine the nature, extent, and magnitude of rgfaater interactions
within the wetland system

» Assess the impact of shallow groundwater abstnastom wetland hydrology

* Assess the long term viability of the wetland

To achieve these aims the following objectivesehaeen identified

Objective one:To assess how variations in climatic inputs andowtst affect the

extent of the wetland system.

Objective two: To describe, and wherever possible quantify, titene and dynamics
of interactions between the surface water and wetkystem. How do changes in

surface water inputs and levels affect the wetkxtdnt?

Objective three:To describe, and wherever possible quantify, tlaune and
dynamics of the interactions between the groundweate wetland system. How do

changes in groundwater inputs and outputs affectvigtland extent?

Objective four: To assess the impacts of shallow groundwater adigins on the
wetland. To determine how these abstractions affecgroundwater resources in the

area, and consequently how these changes impaleavetland ecosystem.

Objective five:From the above to assess the long term viabifitthe wetland and
identify strategies that might ensure the sustalityabf this unique ecosystem.



Chapter 2: Conceptual Background

2.1: Introduction: The Importance of Wetlands

Wetlands provide important functions within the mromment, such as flood
mitigation, nutrient recycling and improving watquality (see Figure 2.1) (GW,
2003, Young, 1994 Commission for the Environmer@fE) 1986). However,
globally wetlands cover only a small fraction oktlearth’s land-surface. At the
Ramsar Convention on wetlands (1971) it was eséichtitat wetlands covered around
7.48-7.78 million kmz, or less than 9% of globaildaarea (Zedler and Kercher, 2005).
There are, however, discrepancies between theusmestimates of wetland extent

because of the use of different definitions as hata wetland is.

Values
Processes Ecosystem ”| - water supply -
- hydrological functioning (services) - flood protection
- biological »{ - productivity - water quality
- chemical - groundwater
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Figure 2.1 General functioning relationships withimvetland ecosystem
Source: Maltbyet al, 1994

There has been a dramatic, and well documentedea®e in the extent of wetland
ecosystems world wide. It has been estimated thatatyy only 50% of those
wetlands that existed in 1900 still remain (Finlmysand Davidson, 2007). The most

dramatic losses occurred in northern temperateszdoging the first half of the 30



Century. Since the 1950’s tropical and subtropwatlands have increasingly been
lost (Finlayson and Davidson, 2007). In Asia appr@ately 5000km?2 of wetland are
lost annually. As a result of dam construction aggiculture (Zedler and Kercher,
2005). Estimates of the remaining area of wetlandelgion can be seen in Table 2.1.

Table 2.1 Global wetland area by region

Region Area (Million Square
Kilometres)
Africa 1.21-1.24
Asia 2.04
Eastern Europe 2.29
Western Europe 0.29
Neotropics 4.15
North America 2.42
Oceania 0.36
Total 12.76-12.79

Source: Zedler and Kercher, 2005.

The ‘Convention on wetlands of international impoxte especially as waterfowl
habitat’ (The Ramsar Convention, 1971) addressetsuf the issues associated with
global wetland losses and proposed strategies msecee the remaining wetland
resources. The Ramsar Convention is an intergovamtahtreaty which provides the
framework for international cooperation to ensure tvise use and conservation of
wetlands. The Convention entered into force in 19#&zier, 1996). Contracting
parties to the Convention are obligated to develamtional wetland policy, and to
include wetland conservation and wise use condidesawithin their national land-
use planning (Kobayashi, 1996). New Zealand ratifiee Ramsar Convention in
1976, and was the first contracting party to dewelaational wetlands’ management
policy in 1986 (Cromarty, 1996).

Finlayson and Davidson (2007) provided a link bemvéne rate and extent of global
wetland loss and degradation, and the issue ofnwalteation and distribution. Many

rivers around the world have been heavily moditedatisfy increasing demand for



hydropower and irrigation. This has resulted inréased salinisation, reduced
groundwater resources, a decline in biodiversity anpoverishment of fish stock
from impeded migration and habitat degradationl@yson and Davidson, 2007). The
adverse effects and consequences of wetland lasslustrialized countries are often
mitigated by expensive artificial constructionsclsuas water purification plants.
Wetland losses in developing countries are likelhave a greater negative impact as
mitigation measures are less likely to be impleménbecause of technical and
financial constraints (Moset al. 1996).

Since European colonisation of New Zealand in 1&pproximately 90% of the
30,000km? of wetland area that existed at that thage been lost. The colonial
attitudes of ‘pushing back the frontiers of natueeid bringing ‘worthless’ land such
as wetlands into agricultural production, dominatatly New Zealand land use

decisions (Cromarty, 1996). Some early cities, keistchurch are built on wetlands.

The extent of wetland areas in New Zealand wasnestid by Stephensost al.
(1983) using selected soil groups associated wilorlp-drained soils (Table
2.2).Since that study it has been estimated tHatther 7,000km?2 of wetland have
been lost. Within the Wellington region it has beestimated, using soil maps, that
wetlands once covered 1,030km?, or 12.7% of tha. akestudy undertaken by Fuller
(1993) found that wetlands in the region had besluced to approximately 133km?2,
i.e. only 13% of the original wetland area remain@tetlands currently cover only

1.6% of the region.

Table 2.2 Wetland area (km?,) from selected soil Qups.
Soil Group North Island| South Island | New Zealand

\Very poorly drained
(permanently wet)

Gley Soils 2,000 1,000 3,000
Organic Soils 1,800 200 2,000
Gley Podzols 3,000 3,000

Poorly drained
(Seasonally wet)
Gley Recent Soils 2,000 400 2,400

TOTAL 5,800 4,600 10,400
Source: Stephensat al. 1983




Of the remaining wetland area alpine and montandftams are disproportionately
represented. This indicates that the disproporteoriass of coastal and lowland
wetlands was even greater than indicated by th@eabgures (Sorrelet al, 2004).
The majority of the wetland losses have been cabgddnd drainage for agricultural
or urban developments. Since the 1980’'s period @fegment restructuring,
subsidies for land drainage for agriculture havenbeemoved. It has subsequently
become apparent that without financial assistarfue land use practice was
uneconomic (Cromarty, 1996). The loss of wetlaredsilts in a decreased ability of
the environment to buffer deep water aquatic systéom the influence of upland
regions. As a result there has been a loss of busbitat, coupled with a decrease
in water quality (Mitsch, 1994)

Remaining wetlands in New Zealand have been fratgdeimto smaller, isolated
units. Because of their highly vulnerable natunese wetlands remain under threat.
Large areas of wetland are managed by the Deparihé&onservation, but there are
significant wetland areas under Private, Maori dmmtal Authority ownership
(Cromarty, 1996). Local authority plans in manyaareffer limited protection for

small wetlands on private land (Sorretlal,2004).

The Te Harakiki Wetland is a fragmented remnana ofiuch larger wetland system
that used to extend three kilometres along a durdesnear Waikanae on the Kapiti
Coast (Phreatos, 2002). The wetland is locatedriwatp land, and has been classified
by Greater Wellington Regional Council as a ‘growater depression swamp’

(Phreatos, 2002). The Council has identified thdamd system as having significant
ecological importance to the region because it ne of the largest, and most

ecologically diverse, wetlands remaining in theaare

The wetland has been included as part of the Keywé&l&cosystems Programme
(KNE) (Jones and Gyopari, 2005, Phreatos, 20029. RINE programme is designed
to reduce and maintain introduced pest speciegveld that allow remnant native
habitats to re-establish (GW, 2007). A KNE is aunatfeature on private land that is
considered to be exceptionally important in terrheamlogical value or biodiversity.

To be eligible for the KNE programme the area ndedbe legally protected by a
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covenant (GW, 2007). By their very nature wetlaags transient landforms, with
variable spatial and temporal extent. They alsoeuyl infilling as part of their

natural cycle. Management of these systems, andgteounding area that impacts
on their variability, is therefore important. Suamnagement, however, relies on
sound knowledge of wetland behaviour, dynamics, ehdnge. At present such
knowledge is lacking specifically from the Te Hakakvetland and indeed wetlands

generally.

2.1.1 Water Quality improvement

Generally the water that runs off agricultural amtdan land contains high levels of
Nitrate-nitrogen (N@N), phosphorous, pesticides and heavy metals. Tingsents
add to the eutrophication of water bodies (Zedtet Kercher, 2005). Wetlands have
the ability to remove sediment, nutrients and ott@mtaminants from water. It is
often difficult to control the injection of thesemaminants as they are generally by

nature, diffuse or non-point source in origin (Cpion, 2001).

Shallow water wetlands are effective at removingates from the water column.
Nitrogen is usually the most limiting nutrient faregetation growth in hydric
(wetland) soils. It is often available to wetlankmqis as ammonium ions (NH or
organic nitrogen from decomposing material in tlod ¢Berry, 1993). NH' is
oxidized to NQ@Q through nitrification by aerobic soil and plantcbeaia. If the
nitrogen is not assimilated by wetland plants ih @ converted to nitrous oxide
(N2O) or molecular nitrogen (M through denitrification by anaerobic bacteriat e
found in anoxic soil, common in wetlands. The bacte in the soil converts the
nitrate in the water to nitrogen gas and it is thest to the atmosphere (Zedler and
Kercher, 2005, Mitsch and Gosselink, 2007, Berrg3)9Molecular nitrogen can be
converted into organic nitrogen through nitrogedafiion by bacteria in the rhizomes

of some wetland plant species (Berry, 1993).

Phosphorous (P) is a limiting element for plantwgioin freshwater wetlands as it

can occur in both soluble and insoluble forms, Wwhi@n be organic or inorganic
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(Berry,1993). It tends to attach to soil particiesd does not cycle through the
atmosphere. It may be unavailable to wetland plant@naerobic conditions if it is

bound as insoluble phosphorus and absorbed intsdihdt can be released in soluble
form under anaerobic conditions in a flooded wetlaail environment (Berry, 1993).

The best way to remove an excess amount of phospliamm the water column is to

trap sediment-rich water in a pond environment lengugh to allow the sediment to
settle out (Zedler and Kercher, 2005).

Wetlands have the ability to remove heavy metadstipides and industrial residue
from water. These substances often bind to sedimestil particles and the slower
velocities of water through a wetland allow thetiotes to settle out (Maltbet al.
1994, Buxton, 1991). Plant surfaces (leaves, stants roots) within the wetland
supply attachment sites for microbes, which providi&tion and absorption of solids
and add oxygen to the water (Buxton, 1991). Theokahof nutrients from the water
body prevents eutrophication, but each wetland ddsnited capacity to absorb
nutrients, and it is possible to overload and redtlee functionality of a system
(Berry, 1993). There is a nutrient loading thresghiol every wetland, above which
aggressive species can come to dominate and thersfdduce the plant diversity
(Zedler and Kercher, 2005).

2.1.2 Flood Abatement

Wetlands have the ability to abate floodwater fldwys spreading out, storing and
slowing flood waters (Whitet al. 2001, Jerry, 1988). However there is some debate
as to the degree at which wetlands are able tomerthis function. The ability of a
wetland to lessen the effects of floodwaters is drtgmt when they are located
upstream from areas where flooding is considerdieta serious issue, such as urban
developments and high investment agriculture (Zedled Kercher, 2005). The
capability of wetlands to mitigate the effects lofofds is dependant on their ability to
store large quantities of water, reducing the heafhflood peaks and the risk of
downstream flooding (Zedler and Kercher, 2005, Boxt991). The surface contours
of the landscape, the subsurface soils, geologg, gaoundwater conditions of a
wetland influence the capacity of the system taestwater (Mitsch and Gosselink,
2007).
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Wetlands detain precipitation and runoff and soucedflood peaks. They provide
natural storage for water and decrease the neeshfpneering constructions (Maltby
et al. 1994, Buxton, 1991). The ability of a wetland éaluce the effects of flooding
are dependant upon factors previously mentioneavelk as; surface area, depth,
connections to streams and ponds, the type of metlaand the degree of
anthropogenic disturbance. It is possible to exdbedcapacity of a wetland to store
water. Many wetland systems are already at satur@ivint during the wetter parts of
the year, they would have a reduce ability to ptevstorage for flood waters. By
decreasing the velocity of runoff, wetlands canvmte an important buffer between

the sources of runoff and properties and infrastinec(Berry, 1993).

2.1.3 Carbon Management

More recently the role of wetlands in climate regun has been considered more
important, in light of the Kyoto Protocol (ZedlencaKercher, 2005). Wetlands are
able to store vast amounts of carbon (C) in thalissAt a global scale wetlands are
the largest component (up to 44% of 71%) of theegtrial biological C pool (Zedler

and Kercher, 2005). Wetlands provide short termagi® of carbon in trees, shrubs,
other plants, soil and organic debris (Burkett &odler, 2000). Due to the anaerobic
conditions found in wetland, carbon is stored fanach longer period than in other

terrestrial ecosystems (Burkett and Kusler, 2000).

Wetlands also contribute more than 10% of the angledal emissions of methane
(CH,) and under certain circumstances can be a signifisource of C&(Zedler and
Kercher, 2005, Burkett and Kusler, 2000). The eixterwhich a wetland system acts
as a source or sink of greenhouse gases is depetigarnteractions that occur
between the physical characteristics of the saifilg; vegetation types and microbial
processes (Zedler and Kercher, 2005, Madtbgl. 1994).

CQO; is released from the wetland soil profile througgterotrophic respiration, in

particular the decomposition of organic materiaheTamount of C@ released
increases exponentially with temperature and deseseavith soil saturation and
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drought. When a wetland is drained the stored meoses and is released as
atmospheric C@ Predicted global temperature rises will incretse level of CQ

released from wetland soils (Zedler and Kerche®520

Methane (CH) has a global warming potential 23 times gredtantCQ. It is formed
in soils characterised with anaerobic conditiorajsed by prolonged water logging.
CH, is released to the atmosphere by diffusion througter or bubble formation and
diffusion through aerenchyma tissue in vegetatided{er and Kercher, 2005). The
levels of CH emissions vary dependant on the vegetation typsept, the texture
and acidity of the soil, and the quantity of pléitter present (Zedler and Kercher,
2005). The degradation or destruction of a wetlapstem would result in more C
emissions than several thousand years of greenlgasemissions from a pristine
wetland site (Zedler and Kercher, 2005).
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2.2: Freshwater Management

The management of freshwater resources (includietignds) in New Zealand falls
under the Resource Management Act (RMA) (1991). RMA promotes the
sustainable use, development and protection ofralatand physical resources.
Importance is placed on protecting tHife-supporting capacity of resources,
safeguarding the foreseeable needs of future géoes and avoiding and
mitigating adverse effects on the environmgR&nemor and Robb, 2001). Instead of
controlling activities such as groundwater absioactthe RMA emphasises avoiding
or limiting the environmental effects of the adies. The RMA encourages the
integrated, holistic management of natural res@urtais enables a catchment wide
approach to be taken to the management of a wettystem. Much of the
responsibility of resource management rests with BRegional Councils. The

jurisdiction of the council’s are physically defthen a watershed basis (Scott, 1993).

Section 6 of the RMA states that all water managerdecisions must recognise and
provide for matters of national importance, inchgi the preservation of natural
features, including wetlands, lakes and rivers §36(The habitats of indigenous
fauna, public access to lake and river marginsMadri culture and taonga [S6(c)].
Greater Wellington and the current landowners aHaeakiki have recognised this
section of the RMA and are working closely togetioepreserve the natural character
of the wetland.

Under Section 30 of the RMA Regional Councils hgvanary responsibility for
water resources. This includes th@King, use, damming and diversion of surface
water, groundwater and geothermal water, maintagnand enhancing water quality
and quantity, regulating the discharge of contamisato land, air or water,
controlling land use for soil conservation and atlmurposes and regulating the
introduction of plants to water bodiefFenemor and Robb, 2001). The Regional
Plan for an area set outs activities as ‘permitsmhtrolled, discretionary, non-
complying and prohibited. A permitted activity doest require a resource consent
(Zuur, 1991). Under Section 14 of the RMA some udesater are unrestricted, such

as for fire fighting [S14 (3) (c)]. Water for reamble domestic use (excluding
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geothermal water) is unrestricted provided there mo adverse effects on the
environment [S14 (3) (b)] (Zuur, 1991).

Applications for rights to water through a resousmnsent are considered by the
Regional Council. The RMA requires that an appliganovide the relevant Regional
Council with an assessment of the environmentatcesf of the proposed activity
(Cocklin and Blunden, 1998). Under the Greater glbn Regional Council
Freshwater plan, up until 2000, the drilling of kb (<6m) bores for residential use
was a permitted activity and therefore no resosmesent was required. In the Kapiti
Coast area this has meant that there are manyengisid bores abstracting an
unknown amount of water from the shallow sand aguifThe amount of water
available for allocation is specified in policy 82f the Regional freshwater Plan as
safe yield estimates for the various groundwaterezqJones and Baker, 2005). The
concept of safe yields is designed to preventdhg term reduction of aquifer storage
by only allowing users to abstract no more thaneftemated recharge volume for the
aquifer. The groundwater abstraction rate is lichite the rate of replenishment to the
system (Jones and Baker, 2005).

The 1986 “New Zealand Wetlands Management Poliagvides direction for the
management of wetland systems. Objective 1.2 opttey is“To protect wetlands
of national importance, and where appropriate, aetls of regional and local
importance.” The Te Harakiki wetland system has been recograsdtaving regional
importance. Objective 1.3 isTb gain adequate permanent protection of
representative examples of all types of wetlandprimate and public ownership.
Priority will be given to preservation of the leastodified and most ecologically
viable of each kind.’As already mentioned Te Harakiki is located onate land, the
regional council has been working with the landomwneder the KNE programme to
ensure the preservation of the area. It is theetrgnd least modified dune swale
wetland remaining in the Foxton Ecological DistriReports by the Department of
Conservation Protected Natural Areas Programme ifiead992) and the Queen
Elizabeth Il National Trust identified the arealas/ing high ecological values. The
current landowners have protected the wetland anelar the Queen Elizabeth the 1
National Trust Act, (1977) with a QE Il open spamevenant (Allen and Beadel,
2002). A QE Il covenant is a legally binding prdtec agreement, registered on the

16



title of the land. It is voluntary but once in péathe current and all subsequent
landowners must adhere to it. The area was origimabtected between 1908 and
1929 as a “Sanctuary for Imported and Native Gaorefer the Animals Protection
Act, 1907 (The New Zealand Gazette, 1908 and Padss comm. 2007)
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2.3: Water Balance: Wetland Hydrology

Wetlands exist in the transitional zone betweerestrial and aquatic environments
(Mitsch and Gosselink, 2007, Burkett and KuslerD®@0Q as a result of this, are
sensitive to changes in water levels. Understanthegmain drivers behind wetland
hydrology is important. Wetland hydrology descrilties water inputs and outputs, the
guantities, flows and levels that occur in a givestland. The hydrology controls the
amount of nutrients entering and exiting, the clstmiof the water and soil, the
nature of wetland substrate, the types of vegetdhat are able to colonise the area,
for which animals it provides a suitable habitatd dhe productivity of the wetland
itself (GW, 2005, Hollis and Thompson, 1998, Duna84).

The hydrology of a wetland system is primarily ughced by the prevailing climatic
conditions and the geomorphology of the area, asvshin Figure 2.2. It is also
influenced by the catchment area and adjacent laed(Sutherland, 1982). Wetland
systems are more common in areas with cool or Migtatc conditions. The
geomorphology influences the location for the depaient of wetlands, for example,
wetlands are less common on steep terrain thamaomif gentle slopes (Mitsch and
Gosselink, 2007).

Hydrology
Water level
Flow

Frequency
Etc

Geomorph

ology

Phy§|ochem|cal Biota
Environment Vegetation 1
Soil Animals

Chemistry etc Microbes

Oxidised

Wetland

Figure 2.2 Main components of wetland by definifitnydrology, physiochemical environment and
biota. Solid arrows show path of direct effect,tdabarrows, path of biotic feedbacks.
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Source: After Mitsch and Gosselink, 2007

The hydrology of a wetland system directly modiféesl changes the physiochemical
environment (the chemical and physical propertieshe system), in particular the
oxygen availability and related chemistry, nutriemtailability, pH and toxicity

(Mitsch and Gosselink, 2007). Hydrology transpaésliment, nutrients and toxic
material into a wetland. Water outflow from a watlaremoves biotic and abiotic
material such as, dissolved organic carbon, toxéxsess sediment and detritus.
Modification of the physiochemical environment hiaspacts on the biota of a
wetland. If the hydrological conditions change Islig the biota may respond with

large changes in species composition and richidgsch and Gosselink, 2007).

The biota of a wetland can also influence the higdjical conditions through
feedback systems. Cybernitic control can influetiee hydrology and chemistry of
the environment, as microbes catalyze almost ahibal changes in wetland soils,
so therefore control the availability of nutrierfts plants and the production of
phytotoxins such as sulphides. The vegetation wetiand also has an influence on
hydrology through peat building, sediment trappingtrient retention, transpiration
and water shading. The binding of sediments cancedhe levels of erosion in a
system; trapping sediment interrupts water flowjolvhcan eventually decrease the
duration and frequency of flooding cycles (Mitsetdasosselink, 2007).
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Figure 2.3 The components of a water balance feetiand system
Source: Greater Wellington, (2005)

The water flows and levels in a wetland system\aay greatly seasonally and from
year to year. The hydrological regime or hydrop#riof a wetland describes the
variation in water storage and movement, within tetland and across its
boundaries. It is the result of the balance betwikerwater inflows and outflows, the
basin geomorphology and subsurface conditions @Witsnd Gosselink, 2007, Berry,
1993). The hydrological regime of a wetland is imtaot as it dictates the level and
extent of many of the ecosystem services and fomgttarried out by the system. The
hydrological conditions affect many abiotic fact@sch as soil anaerobiosis and
nutrient availability, these in turn then determthe biota that can colonise the area
(Mitsch and Gosselink, 2007).

The strong seasonal patterns found in a wetlandla@eeto changes in solar radiation
and rainfall intensities (GW, 2005, Campbell andk3an, 2004). Variations in

wetland hydrological regime are generally cyclid atetermined by the timing and
presence of surface water, the frequency and duarafiinundation and drying cycles,
the depth of surface water, the depth to the wiatele, the water sources and the
variability of water levels; including depth andtemxt both seasonally and between
years (Mitsch and Gosselink, 2007, Campbell andksta; 2004, Hollis and
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Thompson, 1998). The variables that affect this sekout as water inflows and
outflows in Table 2.3 and shown diagrammatically Rigures 2.3 and 2.4.The
hydrology of a wetland creates unique phyisochehuoaditions that separate them
from both terrestrial and deep water aquatic system

The difference between the inflows and outflowde$ined as the water balance. The
water balance for a wetland system can be calallatéhe simplest terms by using
the following equations:

Equation 2.1: Input - Output = Change in storage
Equation 2.2: (P+&+Gpn)—(E+Qut Guy) =AS
Where:AS = change in stored water within the wetland
P = Precipitation
Qn = surface water inflows
Qout = surface water outflows
Gn = groundwater inflows
Gout = groundwater outflows
E = Evapotranspiration
Source: Campbell and Jackson, (2004) pp 20.4
Water Inflows Water Outflow:
P E
Qin AS I Qout
Gin Gout

Figure 2.4 Schematic diagram showing the watert;npnd outputs from a wetland, using the symbols
from Equation 2.2
Source: After Mitsch and Gosselink, (2007).

Not all wetland types include all of the terms e tequation. WheAS is positive the
total amount of water in storage in the wetlandreéases. This is shown most

commonly by a rise in the water table and an irggea soil moisture content. If the
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change in storage is negative then there is a aeern@ the total amount of water in

storage and a lowering of the water table (Campbell Jackson, 2004).

Table 2.3: Wetland water inflows (sources) andlout$ (losses)

Water Inflows Water Outflows
Rainfall (Precipitation) Evapotranspiration
. Rain that falls directly onto the wetland . Evaporation from the standing water or

saturated soils

*  Transpiration from plants
Surface Water Surface Water

. Water run-off from surrounding land . Water run-off from the wetland

. Streams and rivers that flow into the wetlahd « Streams and rivers that flow from the wetlahd

. Occasional flood waters from nearby stregms

and rivers
Groundwater Groundwater
. Groundwater inflow . Groundwater outflow

Source: Campbell and Jackson (2004)

2.3.1 Precipitation

For precipitation or rainfall to occur several aspberic conditions need to be met; a
humid air mass must be cooled to the dew-point &xatpre, condensation or freezing
nuclei must be present, droplets must coalescerta faindrops and the raindrops
must be of sufficient size when they leave the dfoto ensure they will not have
completely evaporated before reaching the groumdtd€F, 2001, Gilman, 1964). In
order to form raindrops warm air masses are coble@diabatic expansion, which
occurs as air masses rise in the atmosphere. T@sphere becomes less dense with
increasing altitude; so rising air must expand thu¢he lowering of pressure. If no
heat exchange occurs between the rising air magsttese surrounding it, then
according to the laws of thermodynamics the tentpszeof the rising air mass will
fall (Fetter, 2001). When an air mass reaches jgiew temperature, further lifting
and cooling will result in condensation and thematheat of vaporization is released
(Fetter, 2001).

Precipitation in the form of rainfall, snow or deis,often a major water inflow and
included in the water balance for a wetland. Pitatipn can fall directly onto the
wetland area or reach it through other processemeSprecipitation may be lost

through interception by vegetation. The rate oferiogéption is greatest at the
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beginning of a precipitation event and declinesoegmtially with time (Mitsch and
Gosselink, 2007, Fetter, 2001). Once the storagmay of the leaf surface is
expended, water then runs down the trunk or steianfts, this stemflow can then
reach the wetland.

The infiltration capacity varies between solil tymewd is different for dry or moist
conditions in the same soil. If a soil is initialllyy then infiltration capacity is high.
Surface effects between soil particles and watertexa tension that draws the
moisture down into soil through capillary passagestter, 2001). If the precipitation
rate is less than the infiltration capacity, thénpaecipitation reaching the ground
surface will infiltrate. Infiltrated water percoksd through the soil profile vertically if
there is uniform permeability. If layers of loweertical hydraulic conductivity occur
beneath the surface, infiltrated water, throughvflonay move horizontally through

the profile eventually entering the wetland.

2.3.2 Evapotranspiration

Evapotranspiration is generally the largest outputwater loss from a wetland. It is
the combination of water transpired by living vdacuplant tissue, and the
evaporation from open water surfaces, precipitatmarcepted by the canopy, from
moist soil and non-vascular plants, such as moamfell and Jackson, 2004). The
levels of both evaporation and transpiration aratroled by solar radiation, the
saturation vapour pressure deficit (a measure ef “hrying power” of the air)
temperature, humidity and wind speed. The leveth@$e vary diurnally, from day to
day and seasonally, generally as a result of vansitin solar radiation. Vegetated
wetlands in general have lower evaporation rates thpen water wetlands (GW,
2005, Campbell and Jackson, 2004, Ward, 1967).

Water molecules are continually being exchangeavéomt liquid and atmospheric
water vapour. If the number passing into vapoutest higher than those passing to
liquid, evaporation is occurring. The rate at whetchange occurs depends on the
water temperature and the temperature of absolutadity of the layer of air just
above the free—water surface (Mitsch and GosselRy, Fetter, 2001, Veihmeyer,

1964). Solar radiation is the driving energy fobehind evaporation, as it warms both
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the water and the air. The rate of evaporatiorsis dependant on wind speed (Fetter,
2001, Ward, 1967).

Plants are constantly utilising water from the gmbuand expelling it into the

atmosphere through transpiration. Water is dravm tine plant root system from soil
moisture through osmotic pressure, it moves thrainghplant, and into the leaves.
Transpiration is particularly important during tgewing season, and is diurnal. It is
limited by the availability of soil moisture (Fett001).

It is difficult to separate evaporation and transon in field conditions, so they are
consider together as the total water loss, evapspreation. The potential
evapotranspiration (PET) rate is the “water logsictv will occur if at no time there is
a deficiency of water in the soil for the use ofyetion” (Thornthwaite 1994 in
Fetter, 2001). This is the upper limit to the amoof water that will be lost through
evapotranspiration. There is often not enough akikel soil moisture to reach the PE
rate, actual evapotranspiration (AET) describesatneunt of evapotranspiration that
occurs in field conditions (Fetter, 2001). In soooaditions AET is much less than
PET, especially if the soil water storage capaisitymited. When PET is greater than
the rainfall, some demand is met by utilising sobisture. When the available soll
water is depleted, the AET is limited by monthleg@pitation levels (Fetter, 2001).
Evapotranspiration usually occurs at the PET mata wetland system as the water
table is at or near the surface and is therefoposed to solar radiation and wind
(Jerry, 1988).

Reference evapotranspiration (@ETallows the calculation of evapotranspiration
independently of crop type it obviates the needdfine a separate ET level for each
crop and stage of growth as required when calogad@ET and AET (Alleret al.
2006). The only factors affecting E@re climatic parameters. Consequentlyy ETa
climatic parameter and can be computed from weatla#a. EF expresses the
evaporating power of the atmosphere at a speaéation and time of the year and

does not consider the crop characteristics andadirs (Allenet al.2006).

The rate of evapotranspiration in a wetland camaltexred by grazing animals and the

removal of vegetation cover; this changes the rolorate and increases rates of
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evaporation. Replacing native wetland species extbtics, in particular willows can
have a drying effect in a wetland, as these pdatictrees have a higher rate of

transpiration than many native species (GW, 2005).

2.3.3 Surface water

Many wetlands rely on surface water flows and amsriselves an important part of
river and stream systems. Wetlands can be fed syeam, either permanently or
when in flood, they can also be the source of @astr, its headwaters. Wetlands can
also receive surface water in the form of run-afin surrounding areas (GW, 2005).
Channelised surface water inflows or outflows, towatland allows traditional

hydrological measurements with stage-discharge tioakhips. Surface water

movement within a wetland through temporary or paramt channels, pools or
flushes can cause variation in sediment and ndt@encentrations and have an

influence on vegetation zonation (Campbell and Saick2004).

Runoff generated in a precipitation event can bengportant source of water to a
wetland. Saturated overland flow was first desdilby Dunne and Black (1970).
Rainfall infiltrates the ground to reach the watdsle, and the flux of water reaching
the saturated zone causes the water table to migleitureaches the ground surface
(Davie, 2004). Overland flow occurs at this poitityough the combination of
precipitation falling on the already saturated samd water returning from the
saturated soil matrix (Davie, 2004). This form gedand flow is more likely to occur

in an area where the water table is already closieet ground surface.

Hortonian or infiltration excess overland flow wagpothesised by Horton (1933), if
the precipitation rate is greater than the infilla capacity, then precipitation will
initially infiltrate and as the infiltration capdgi decreases, some precipitation will
remain on the ground surface. If the precipitatiate is far greater than the
infiltration capacity, some precipitation will rema on the ground surface
immediately, this excess water flows as a thin fdfrwater over the ground surface
until reaches a channel of some form (Davie, 26@4ter, 2001). Hortonian overland

flow occurs less often than saturated overland flow
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Urbanisation effect the rainfall — runoff relatibims within a catchment. Increased
urbanisation results in an increase in the amodnimpermeable surfaces in a
catchment, such as roads, and pavements. Theahéil capacity is therefore greatly
reduced (Ward, 1967). Precipitation falls on roadd rooftops, it is then sent through
an artificial drainage network, designed to rapidgnd runoff to nearby streams
(Ward, 1967). This causes, there to be a markaease in surface runoff in streams

immediately below urban areas.

2.3.4 Groundwater

A large proportion of New Zealand’s freshwater ag® is in groundwater resources.
Toebes (1972) estimated that 80% of the countryatew supply is held as
groundwater. The management of groundwater systemsres some knowledge as

to the quantity of water stored within an aquiféefiemor and Robb, 2001).

Unconsolidated coarse-grained sediments, such raes shnds, represent some of the
most profuse producers of groundwater. The intim@rmeability of sediment is a
function of the size of the pore openings. The ndhe size of the sediment grains,
the larger the surface area the water comes inacbmwith. This increases the
frictional resistance to flow, and decreases thansic permeability (Fetter, 2001).
The shallow sand aquifers of the Kapiti Coast csinsi aeolian deposited material.
These sands are moderately permeabl@ (00°% and, form aquifers in areas where
there is sufficient saturation. Porosities havenbieeind by Freeze and Cherry (1979)
to be between 30 and 45%.

The movement of groundwater is subject to the erfee of gravity, much like the
movement of surface water (Ward, 1967). The diffeesin head between two points
Is the main driving force. The majority of grounde/amovement occurs in material
with small capillary spaces, so the resistancdaw fmposed by the material of the
aquifer may be considerable (Ward, 1967). The Lhat shows the relationship

between capillary flow and the hydraulic gradienkmown adarcy’s Law
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Darcy’'s Law states that the flow of groundwateiprsportional to: 1) the slope of
piezonmetric surface (hydraulic gradient) and 2§ tmydraulic conductivity or

permeability, the capacity of the soil to conduowt

Equation 2.3: g=KH (2.3)
L
Where: g = the velocity of groundwater flow

K = hydraulic conductivity or permeability (lefdgper unit time)
H=is the difference in head between two point saedrby the

distance L

This equation is often re-written as:

Equation 2.4: Q KA. (2.4)

Where: Q = the volume of water flowing from a pagonedium
A = the cross sectional area
i = hydraulic gradient
K = hydraulic conductivity of the porous medium
Source: Ward, (1967) p 272

K as a coefficient is dependant on the nature ofpiti®us medium, but is also
influenced by the physical properties of the wdlewing through it (Ward, 1967).
Factors that affect hydraulic conductivity can Bassified into two groups; those
relating to the water bearing material and thodating to groundwater as a fluid
(Ward, 1967).

The movement of groundwater is generally very slaaking it difficult to determine
the direction of flow, in some cases, knowing tiveation of flow is very important
(Ward, 1967). For example, a proposal is made siraft water from an aquifer,
before a consent can be granted, it is importaastertain if, and to what extent the
aquifer is being recharged. This can only be cdtiyremssessed if the direction of
groundwater movement through the aquifer is knoWard, 1967). The general

principles behind the movement of groundwater amgplicit in Darcy’s Law.
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Groundwater will move from an area of greater toaaea of lesser head. For an
unconfined aquifer, such as that at Te Harakikgugdwater flow will be in the

direction of the water table gradient (Ward, 1967).

The interactions of shallow groundwater systems tedsurrounding environment
are of particular importance to this study. Shallgmoundwater systems interact
rapidly and directly with climatic factors, such r@snfall and evaporation, as well as
variations in the water level of adjacent wateribedWard, 1967). The Te Harakiki
wetland is in direct contact with the Ngarara Streas it flows along the wetlands
western boundary, and then flows southwards albagtge of the wetland, towards
the Golf Course. As stated by Ward (1967) it canekpected that there will be
movement of water between the two water bodies gtialow groundwater system
within the wetland and Ngarara Stream). Water flayvirom the stream into the
groundwater system is known as influent seepagerakiersal is effluent seepage.
The relationship is generally dynamic, and will mpa with the levels of both the

stream, and the groundwater system (Ward, 1967).

Short-term climatic fluctuations, such as storm nése have a much greater
significance in shallow groundwater systems as aeations are reflected more
rapidly as changes in groundwater level (Ward, 19@he effect of rainfall on
shallow groundwater is rapid, increases in the wtatiele level usually occur within
24 hours of a rainfall event, although this is defmnt upon the time of year and the
soil moisture content of the intervening layersassn the ground surface and water
table (Ward, 1967).

Evapotranspiration can have both direct and intiedfects on shallow groundwater.
The main indirect effect is reduction in soil marg content through
evapotranspiration, and the resulting influencs tias on rainfall infiltration (Ward,
1967, Todd, 1964). Diurnal fluctuations in shalloxter tables reflect the short-term
direct effects of evapotranspiration. During thg,despecially in summer months, the
evapotranspiration rate can exceed the rate ofngheater inflow. During the night
the rate of evapotranspiration is greatly redue@didwing the water table to recover
(Ward, 1967). Water table depth influences the ohvapotranspiration, if the water
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table is near to the surface, then capillary risemmisture contributes to the

evaporative pressures of the vegetation (Ward, 1967

Only a portion of the water within the aquifer iadable to be abstracted. Changes
within the catchment area such as the recharge, zbadevels of abstraction, and
land use influence how much water is availableuse (Fenemor and Robb, 2001).
When assessing the level of groundwater abstragtican area, more often or not
small bores for residential, and stock water usesnat included, as many Regional
Councils do not require consents for water usedttiese purposes, leading to the
under-estimation of groundwater abstraction (Femeand Robb, 2001, White, 2001).
It has been found by Acrema al (2000) that abstraction of water from groundwater
systems has had a detrimental effect on wetlamdstigers.

As previously mentioned Regional councils are respgme under the RMA for
placing restrictions on the allocation of groundevatesources. Groundwater is
usually abstracted by pumping from boreholes andisw&he abstraction of
groundwater from a well results in a fall in heiglithe water surface in the well, and
the formation of a cone of depression around igy§Fe 2.5) (Ward, 1967). The flow
of water into a well is partly dependant on theraytic gradient (see Darcy’s Law),
the more the water level in the well is lowered; gneater the hydraulic gradient will
become. The flow of water in to the well will alszcrease (Ward, 1967). For the
proper development of a well, abstraction needsxtteed recharge over a localised
area. If excessive abstraction takes place ovemng period of time, from a large
number of wells, it will result in a gradual lowegi of the water table (Ward, 1967).

As the total volume of water abstracted from anifaquncreases, water levels and
pressures within the aquifer decline (Fenemor amtbR 2001). Eventually, the
lowering of water levels, and pressure will haveeade environmental effects within
the catchment, such as; preventing abstraction fxeifs, either due to “water levels
falling below the intake screen of a well, or besmpumping depths exceed the level
from which it is economic to pump” (Fenemor and BoB001). The effects of over
extraction of groundwater on wetlands can be sevanel difficult to reverse.
Prolonged reduction in groundwater levels, if eatriover more than one winter

period, have significant detrimental effects (CnssiL994).
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Figure 2.5 — Formation of a cone of depressionraa@ipumped well
Source: After Ward (1967)

Groundwater flow is an integral part of most wetlasystems. Groundwater inflow
creates a ‘discharge wetland’, and occurs whenvtland is located in a topographic
low, where the wetland water level is lower thae surrounding water table (Mitsch
and Gosselink, 2007, GW, 2005, Whétal. 2001). Discharge wetlands are buffered
against seasonal fluctuations in water levelsat been found in wetland studies on
the Kapiti Coast that groundwater discharge wasingportant factor in keeping
wetland soils moist during the drier parts of tleary(GW, 2005, Winter, 1999). Due
to the interactions that exist, activities withirc@chment area that affect the quality
or quantity of groundwater resources can have say-car effect into a discharge
wetland system (Whitet al. 2001).

A ‘recharge wetland’ is created when water flowd of the wetland, and into the
groundwater system. This can occur when the wetleaer level is higher than the
water table in the surrounding area (Mitsch ands@lask, 2007, GW, 2005, Whitet

al. 2001). The interactions that occur between anrdoteal wetland, and the
groundwater system are often transient, and cay seasonally, in some cases can
even reverse during the year (GW, 2005, Winter 1999
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The rate at which a precipitation event will re@dean unconfined aquifer system is
influenced by the soil type overlying the waterléakthe effects of soil moisture
capacity, and the infiltration rate of the soil &ins, 1994). Table 2.4 shows some
soil types found in the Kapiti Coast area, givdwiaf description of the soil and its
soil moisture capacity (in mm). Note the Waikanaeuddwater zone information is

highlighted in purple.

Table 2.4 Soil Descriptions and soil moisture céga@lues for the Kapiti Coast

SOIL TYPE |GROUNDWATER DESCRIPTION| SOIL MOISTURE
ZONE CAPACITY (mm)
Kawhatau Waitohu Very stony silt loan 100
(Ashurst)
Kawhatau Hautere Very stony silt loam 100
(Ashurst)
Hautere Hautere Silt loam 150
(Paraha)
Motuiti and Foxton | Waikanae and Coast Sandy loam 75
Raumati
Manawatu Otaki Very stony silt loam 75

Source: Cussins 1994, p 4.

The shallow unconfined aquifers in the Waikanaeu@dwater Zone receive recharge
primarily through rainfall infiltration. Rechargeuels are spatially variable due to soil
type, the underlying geology and land use. Forattea around Te Harakiki there are
two main recharge zones: Urban sand and non-udoah (Jones and Gyopari, 2005).
Watts and Hawke (2003) showed that urban areashenKapiti Coast intercept

approximately 30% of rainfall. Jones and Gyopafl0®) calculated the non-urban

recharge over sandy soil to be 535mm annually.

2.3.5 The Water Table and water storage

Fluctuations in the water table are more appamra wetland than other terrestrial
ecosystems (Campbell and Jackson, 2004). The @osifithe water table in relation
to the ground surface is an important hydrologfeator to take into consideration.
Variations in water storage indicated by a chamgevater table position illustrates
where significant boundaries lie within the soibfille (Campbell and Jackson, 2004).
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There is a strong link between water table andmoikture content. When the water
table is shallow, water lost through evaporatiomaigidly replaced by capillary rise
(Campbell and Jackson, 2004). If the water tabtgsito lower than normal levels
due to a drought or artificial drainage of adjadant, surface soil may become very
dry, and the matric potential decreases dramaficailce the larger soil pores are

empty (Campbell and Jackson, 2004).

The hydraulic properties of wetland soil determthe relationship between water
storage AS) and water table fluctuations through theecific yield,as well as
interactions between the wetland and regional giaaer flows and the rates of
subsurface flow. The term specific yield is defingg Ingram (1993) as being the
water yield, expressed as a depth, which resubt® fa unit lowering of the water
table. In the situation presented by a wetland, revlibe water sits at or above the
ground surface, the specific yield will be closeutaty, the yield will be less than
unity below the ground surface and will typicalgduce with depth as soil pore sizes
decrease (Campbell and Jackson, 2004). Specifid giethe ground surface can be

influenced by vegetation density and return a vésgs than unity.

The water table within a dune formation may flutéuseasonally and in response to
precipitation events. Levels will tend to be lowderring the summer due to decreased
precipitation and increase evapotranspiration rdBwreatos, 2002). Under these
conditions seepage to the dune swale from groursdweill maintain the wet root
zone conditions required by wetland plants. Theewtdble may be elevated during
the winter due to increase rainfall recharge andcredse evapotranspiration rates
(Phreatos, 2002).
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2.4: Human impacts on wetlands

Anthropogenic alterations and existing stressexqul on wetland environments
cause them to be far more vulnerable to furtherartg and changes in their
hydrological regimes than most terrestrial ecosyst¢Burkett and Kusler, 2000).
This is often compounded as damage in one parheftbitat often results in the
destruction of the entire system (Keller, 1988)e3énchanges could include increased
variation in water level and the frequency and tlonaof inundation and drying
cycles. There are three main factors that influetheeviability of wetland systems;
the water level, the nutrient status and the lefehatural disturbance (Mitsch and
Gosselink, 2007). Human activities that modify amme of these factors can lead

either directly or indirectly to an alteration dktwetland system.

Figure 2.6 shows some of the most common activitieh as drainage, the discharge
of storm water, flood protection works and overragtion from surface or
groundwater systems within the wetland catchmesd #nat can cause changes to the

hydrological regime and ultimately affect the vidbiof the wetland itself.

Artificial flooding

Fire

Nutrient enrichment
Siltation \
b

Fire suppression

Dam construction
Off-road vehicles

Grazing

Flood control Flood control

leading to

Water level stabilisation reduced siltation

131eM paseansp

Drainage

Figure 2.6 Major anthropogenic impacts on a wetlaygtem as a result of changes in water, nutrients
and disturbance levels.
Source: Mitsch and Gosselink, (2007)
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2.4.1 Drainage, dredging or filling

A major cause of wetlands drying up has been dgainancluding the deepening of
nearby drains. Wetland vegetation diversity deswsaas water levels within the
wetlands decrease, creating opportunity for dry lplants to colonise the area (GW,
2005). Drainage of wetlands for agricultural pugmdias been the main driver of
wetland losses (Zedler and Kercher, 2005, Jonex3)1®raining a wetland lowers
the level of the water table and aerates the degnging the conditions from reducing
to oxidising and allows chemical reactions that bardamaging to micro-organisms
and plants (Zedler and Kercher, 2005, Jerry, 1988¢ amount of aerobic microbial
processes such as nitrate and oxygen respiratmeases. Increasing the oxygen
level of the soil causes the rate of decomposiiomcrease and therefore increasing
the rate of CQrelease to the atmosphere (Zedler and Kercheg)200trification is
enhanced, which increases the nitrogen availatiditglants, increasing the degree of

competition between wetland and dry land plant gze(Sorrellet al. 2004).

The drainage of wetlands has also lead to increisgdhentation of the remaining
ecosystems. This prevents the natural migratiometfand plants from one location to
another in response to temperature and water levahges (Burkett and Kusler,
2000). Resulting in decreasing habitat diversitg, @ant community structure

changes.

2.4.2 Water pollution

Eutrophication is one of the most important conterapy detrimental anthropogenic
influences on wetlands. It is common issue whergalgure is the dominant land use
in the catchment area. Run-off from agriculturatl amrban areas contains higher
levels of nutrients, which allow aggressive plantgain a competitive advantage and
displace naturally occurring species (Zedler antcKer, 2005, Johnson, 1996, Fuller,
1993). The eutrophication of a wetland can belatted to either increased external

inputs of nutrients or an acceleration of nutrieyttling within the wetland soil due to
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change in environmental conditions (Koerselnetial. 1993). Internal eutrophication
can occur when the water levels of a wetland amgeted. Increased aerobic
conditions allow more nutrients to be released, wWwuld otherwise be unavailable to

plants.

Eutrophication of open water bodies within a wedlagystem can result in
phytoplankton and periphyton blooms and reducelé¢hwel of available dissolved
oxygen in the water column (Zedler and Kercher,S2@brrellet al. 2004). Increased
nutrient availability stimulates microbial activitin the soil, making it more
anaerobic, this places increased stresses on wepkants through reduced soll

oxygen levels and an increased concentration aiopdwins (Sorrelket al. 2004).

Run-off from urban areas can decrease the watdityjum a wetland as it often
contains toxins such as oil and sediment. While twdic in itself increased
sedimentation in a wetland is still damaging asaih cause it to silt up (GW, 2005,
Fuller 1993).

2.4.3 Modification of the hydrological regime

Artificially flooding a wetland can have detrimehtaffects. By decreasing the
seasonal variations in water levels preferentildct®n is for plants that do not rely
on these as clues for their growth cycle. Permédydiatoding a wetland decreases
diversity, as fewer species are adapted to deepwatethe wetland habitat becomes
more homogenous (Sorradt al. 2004). Resulting in the dominance by a few plant
species (GW, 2005). An increase in habitat homageaéso decreases the diversity

of animals present in a wetlands system.

The ponding of water can also increase the ratengsdation in a wetland, as lower
velocities mean suspended sediments settle oute{Betral. 2004). This is most often

caused by increased rates of runoff from more usednareas or through the
diversion of water from other areas. Urban develepinmas a large and lasting impact

on wetland hydrology. The creation of imperviousfates, such as roadways and
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footpaths increases the rate of storm water runTdfé increase volume and velocity

of this run-off can result in flooding and erosion.

The implementation of flood protection and mitigatitechniques can prevent the
regular flooding of wetlands and therefore impauettbeir hydrology (GW, 2005,
Fuller, 1993).

Anthropogenic or human impacts on a wetland carcdngsed by influences that
extend beyond the boundaries of the wetland itselihe management of these
systems needs to consider causes and consequkatestend beyond the immediate
wetland boundary (CfE, 1986, Regnier, 1983). Weltaare one part of the larger
hydrological system, activities and impacts witline catchment area will have a
carry-on effect within the wetland. Land use changethe surrounding area create
changes in the rainfall run-off characteristicsaofatchment, such as the conversion
of forestry to pasture (GW, 2005, Fuller, 1993).cO®ra wetland system has been
severely modified it is often difficult if not imgsible to return the system to its

natural state. Some the values lost may be irreplae (CfE, 1986).
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Chapter 3: Regional Setting
3.1: Geological Setting

The landscape of the Kapiti Coast has been formddshaped by the interaction of a
variety of geological processes acting over a longe period. Figure 3.1 shows a
generalised distribution of landforms. The impativater on the landscape can be
seen through both glacial and fluvial processesige and fall of sea level resulting
in erosional and depositional phases. Tectonic ggg&s have also had a major
influence the formation of the landscape (URS, 2003

The steep hills that form the backdrop to the &féw Tararua Ranges) are composed
of hard greywacke and argillite of Triassic agel@0-240 million years BP) (Heron
and Van Dissen, 1992, Fleming, 1971, Te Punga, )19B2ese rocks have been
extensively faulted and folded. Material erodednfradhe Tararua Ranges is
subsequently deposited downslope towards the TaS®arn a series of alluvial fans
(URS, 2003). It is along the margin between thés lahd the adjacent lowlands that
the influence of climatic fluctuations and the sedpsent rises and falls in sea level are
most obvious. These changes during the Pleistoimeteveen 2 million and 14,000
years BP) have resulted in variations in matenglpsy and character and these are
now seen within the sedimentary deposits betweerbteak in slope and the current
shoreline (Heron and Van Dissen, 1992).

During cold periods, erosion increased in the TidRange and large amounts of
‘frost-shattered scree’ was formed and stored & rtiountains (URS, 2004a). The

coincident drop in sea level increased channelignégl and stream lengths and as a
result, alluvial fans and extensive floodplains @leped. Consecutive glacial events
resulted in the deposition of fans and terracesuacessively lower levels. Fine

sediments such as silt, either exposed at the bydstwer sea level or deposited by

flooding rivers, was carried by aeolian processemgportation of sediment by the

prevailing wind) and redeposited as loess on tmesnoding slopes (Heron and Van

Dissen, 1992).
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Intervening warm periods and interglacials, leadatoweduction in erosion in the
mountains and a rise in sea level. Elevated sedd Broded a cliff in the glacial age
depositis. Material deposited during previous glaons was reworked to form beach
sands and well sorted gravels. Onshore winds cathie sand inland and deposited it

as dunes (Heron and Van Dissen, 1992).

At the end of the last Glaciation (10-15,000 yesge), sea level rose as the climate
warmed. In response rivers cut degradation terracthgeir middle and upper reaches
and created new floodplains in their lower reacAggroximately 6500 years BP, sea
level reached its maximum, eroding a low cliff (tp@stglacial cliff) into the
Pleistocene deposits. Progradation of the coast the last 6500 years has
‘reclaimed’ an area of about 85 km?, and moved tobestline west from the
postglacial cliff by up to 3.5 km (Heron and VansBen, 1992, Te Punga, 1962).
Deposits of estuarine sand and gravel, dune saedt, @nd river gravel have
accumulated between the postglacial sea cliff dmdcurrent coastline (Heron and
Van Dissen, 1992).

WEST EAST

Old marine deposits (Unit Xl

Interglacial cliff
Fan deposits (Unit X)

Old beach and dune sapds (Unit XI)

Postglacial clift
Dune sand (Unit V)

Interglacial cliff

Fan deposits (Unit X) Bedrock (Unit XIV)
Postglacial cliff

Old beach and dune sands (Unit XI)

Dune sand (Unit V)

Beach deposits and marine sand

Figure 3.1 Diagram demonstrating the distributiérine main deposits on the Kapiti Coast. Bedrock
(Unit X1V) forms the foothills. The margin of thedthills is mantled in old beach and dune sands
(Unit XI) deposited during the last interglacial te rising sea trimmed the foothills (forming the
interglacial cliff). During subsequent glaciatioakuvial fans (Unit X) were formed as erosionalesat
increased. About 6500 years ago, rising sea leweirted the existing deposits (forming the postglhci
cliffy As the sea retreated to its current positibeach deposits (Unit I), sand dunes (Unit V) and
interdune peat (Unit VI) were formed.

Source: Heron and Van Dissen (1992)

38



The subsurface geology of the area has been studisdme depth by URS (2003,
2004a and 2004b) and Stratigraphic Solutions (2@063asses the hydrogeoloical
potential of the area. Three main stratigraphidsumiere defined by these studies
(Figure 3.2). Unit A is a shallow westward thickagihydrologically unconfined
pocket of fine-sand-rich sediment. Its thicknessrages around 20 meters, but it
reaches 30 meters thickness at the present dayliceg®RS, 2004b). Unit B is a
deep, thick section of gravel rich rocks, with ahte porosity. With the exception of
the top segment it has little hydrological conttguwith the overlying unit. It is at
least 100 metres thick west of Ngarara Road (URB4B). Unit C is the basement
rock. In this area it is a hard, fairly imperviogseywacke. The depth to the basement
increases westwards (URS, 2004b).
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Figure 3.2 North - South geological cross sectltmough the Waikanae coastal plain, based on data
from bore logs. Te Harakiki Wetland is located bexdw bores K4 and K5.
Source: URS (2004b)

The stratigraphic units on the Kapiti Coast ardatpems, units with a cyclic pattern
of deposition and erosion, that have resulted ftloeninteraction between climate and
earth deformation processes (URS, 2004b). In thé&kd&Mae area, the usual pattern
consists of a thin shallow marine bed, usually maglef well-sorted fine grained silt
or sand (shown as yellow in Figure 3.2). This ikofeed by regressional alluvium,

which tends to be rich in either sand or gravebyah as red in Figure 3.2).These
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units are topped by terrestrial gravels that cagsilbdound (shown as green in Figure
3.2) (URS, 2004b).

3.2: Dune Formation

The Kapiti Coast area is characterised by the poesef a large dune belt. The dune
sands are derived from material brought to the tcbpsivers and moved along the
coast by wave action (McFadgen, 1997). The sandbkeas transported from the
beach face, first to the foredune and then furthiend, through aeolian processes.
The sorting action of the wind produces uniform logeneous, deposits on a local
scale, in some cases deposits can be uniform aviée tprge areas (Freeze and
Cherry, 1979). As sand accumulated, the shorelameiglly grew seawards, and the
foredune increased in height and width. The oldesie formation along the coast is
the Foxton phase which began accumulating aboud §&ars BP. This phase forms
the most extensive and distinctive belt that rumtwben Paekakariki and the
Manawatu River, in some areas the dunes rise to &f@owe the surrounding plain
(Hawke and McConchie, 2006, McFadgen, 1997, Flemify1). There are three
further dune phases younger than the Foxton duesg the coast i.e. the Taupo,
Motuiti, and Waitarere phases. Near Waikanae thedime at the time of the Taupo
eruption is still a prominent feature in the larajse, and can be found just seaward of
the Foxton dunes (McFadgen, 1997). These Tauposdweee formed mostly from
pumice granules derived from drift pumice that veslonto beaches following the

Taupo pumice eruption (around 1800 years BP) (Figmi971).

The Motuiti dunes also have a high content of séd@d pumice granules. This
indicates that these dunes began accumulating drthentime of the Taupo eruption.
These dunes advanced over Foxton dune sand apptakyn900 years BP (Phreatos,
2002, McFadgen, 1997). They also overlie tracdgladri occupation (Cowie, 1963).
The Waitarere dune belt has been divided into thasps. The older Waitarere dunes
were advancing inland, over the Motuiti dunes atbhd@0 years BP. The younger
Waitarere dunes overlie European artifacts and yauenger than 150 years BP
(Phreatos, 2002, McFadgen, 1997).
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Each dune building episode has two phases; an hlaespdnase when sediment is
accumulating and a stable phase when soil formg-@dgen, 1997). In many places
along the coast, later dune deposits bury earkgosits and soil profiles. Soils not
buried by later deposits are ground soils. The mglosoil for each dune forming

episode has a characteristic degree of soil prof@eelopment (McFadgen, 1997).
The distinctive profile of each ground soil is ctent across all dunes formed during
the same episode and this allows each phase tecbgrised from the degree of soill
profile development. Dunes of older phases haveerdereloped soils than those of
younger phases (McFadgen, 1997). Soil profiles ssigthat the dunes were formed
episodically, rather than continuous dune formateond migration (Hawke and

McConchie, 2006).

The Waitarere dunes have little soil profile depet@nt and the sands are relatively
unweathered (Cowie, 1963). The advance of the \Waa@adune phase is attributed to
overgrazing and burning of the original vegetatiaver of stabilised dunes, as well
as increased erosion inland from forest clearing barning (Cowie, 1963). The
dunes in the Motuiti phase have a rugged outlirleaar usually windrift in form. The
dunes have a more developed soil profile than tretaihére dunes, with shallow
topsoil (around 15cm) and yellowish brown sub-gariound 18cm) overlying grey
sand (Cowie, 1963). The advance of the Motuiti dyptese is attributed to
destruction of dune vegetation on stabilised duneshe Maori. The Foxton dunes
have a well defined topsoil of black sand (aroufdn3) with a subsoil deeper and
browner than that of the Motuiti dune phase. Thetéio dunes are older than the
Taupo eruption as the sands lack pumice (Cowie3)19the formation of the dunes
along the coast are controlled by wind velocitye #ze and supply of sediment as
well as the availability of suitable sites for aouuation (Hawke and McConchie,
2006).

3.3: Study Area

Hummocky dune landscapes, such as that found atbegKapiti Coast, are
characterised by isolated depressions. These dgpmescan have a wide variety of
sizes, shapes and altitudes as can be seen ireRBgi(Winter, 2000). Wetlands in

commonly occupy these depressions and have rdiashallow water tables (Winter,

41



2000). There are extensive peat and wetland ateag the Kapiti Coast where the
sand dunes have impeded natural drainage (URSa2004

Water Table ;;f' i
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Figure 3.3 Generalised hydrologic landscape founmdummocky dune terrain. The arrows show the
generalised direction of local and regional grouathwflow.

Source: After Winter (2000

The Te Harakiki Wetland system is located just modf Waikanae Beach,
approximately 500-600m inland from the present c{ireatos, 2002). The wetland
lies within a linear interdunal swale located ie tigarara catchment. The water table
is within a metre of the ground surface (Phrea2892, Ravine, 1992). Pumice rich
sands (possibly Taupo dunesands) occur as a protiine of dunes on the southern
margin of the wetland. Foxton dunesands also bdraesouthern part of the wetland
while Waitarere dunesands are found on the nortaedhseaward margins (Phreatos,
2002) (See Figure 3.3). From its geomorphic pasitiathin the interdunal swale, the
wetland is considered to be a relatively young famd, formed between 1000 and
1900 years BP (Phreatos, 2002).
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Figure 3.4 Aerial photograph of Te Harakiki showitig location of the wetland within the coastal
dune system.
Source: After Phreatos, (2002)

The dune complex is formed from previous alluviepdsits of sand, mud, gravel and
sea-borne volcanic (pumice derived) sand and asthhthve been laid down over the
last 6,000 years (Allen and Beadel, 2002). The agolof the area underlying the

wetland system can be seen in Figure 3.2. Prewidhsl wetland occupied the entire
3km dune swale that extends north-east from thek&viae Golf Course and runs
parallel to the coast (Phreatos, 2002). The wetlaas fragmented in the 1970’s by
the construction of the Waikanae Wastewater TreattrRéant. The wetland to the

north of the oxidation ponds has subsequently loeamed (Phreatos, 2002). (Can be
seen in Figure 3.4).
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This study focuses on the remaining southern portibthe wetland. This area has
undergone limited modification, and still retairts iecological significance. The
wetland is located on private property and clasdifas a ‘groundwater depression
swamp’ (Phreatos, 2002). The remaining area ofuwdttand is 1200m in length and
borders the Wastewater oxidation ponds to the n@tireatos, 2002). The wetland
extent is influenced by the topography of the dsystem in which it is located. The
main section of the wetland lies within the lineame swale; but there are several
lobes and isolated sub-parallel interdunal depoessiocated inland of the main
swamp (Phreatos, 2002). At its northern end thenreaiamp is around 400m across;
but it narrows to 250m at the southern end. Theesmall area of open water in the
central part of the swamp, Totara Lagoon. It haanlreported that over recent years
that the lagoon has been shrinking (Phreatos, 200®) Te Harakiki wetland system
is considered to be of regional ecological impar&arit is one of the largest lowland

wetlands remaining in the southwest, North IslaRavine, 1992).

Ngarara Stream flows through the wetland from tbemto the south-west, in an

artificially entrenched channel some 1 — 1.5m ddéyw water level in the channel is
usually below the wetland water level (Allen andaBel, 2002, Phreatos, 2002). In an
effort to control flooding in the area, the streass dredged under the Local Council
Paetawa Drainage Agreement, which came into fotcéha turn of last century

(Phreatos, 2002). Dredging has not taken placa feast the last thirteen years, and
the stream only floods during extreme high intgnsainfall events (Phreatos, 2002).
Prior to channel clearing and dredging it is likhat the Ngarara Stream would have

frequently over-topped and flooded the wetland .area

The decommissioning of the Waikanae oxidation pand2002, saw a decrease in
flow of black drain (a small channel that flowsrfrdehind the oxidation and enters
Ngarara Stream just upstream of the culvert) of 5QPhreatos, 2002). A

corresponding drop in the level of Ngarara Stredrd.bm was also seen soon after

decommissioning.

Phreatos (2002) found from assessing the watel ileveo monitoring bores, 1 close

to Te Harakiki (McLauchlan, 2km to the south-eastl aVeka Park, at Raumati
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South) that there was a decline in groundwater|levearound 0.5m within the
shallow dunesand between 1997 and 2002.

The reduction in flood pulsing as a result of aoffmgenic channel modification from

nearly a century ago, as well as a decrease iamstflow from the decommissioning

of the oxidation ponds and a decrease in the gnates levels in the area, may have
resulted in changes in vegetation species compaositdue to changes in the

hydrologic regime (Phreatos, 2002).
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Chapter 4. Methodology

4.1: Introduction

The hydrological viability of the Te Harakiki wetld was undertaken using a
combination of aerial photograph analysis and weriteld methods. A series of field
sites were selected around the wetland (Figuretd.pyovide good spatial coverage
of the area, and complement existing Greater Wgtthm (GW) monitoring sites.

The methods provided data to assess the spatiateamploral changes in landuse
within the wetland catchment during the 40 yeariquercovered by the aerial

photographs. Hydrometric time series data (rainfabil moisture, surface and
groundwater) were used to assess the interactietvgebn the various sub-systems
within the catchment. They also allowed the caltoitaa semi-quantitative water
balance for the wetland system. By combining th& decquired from the water
balance and the interactions of sub-systems, igatarhanges in wetland area (from
the aerial photographs) were explained. The lomgp teydrological viability of Te

Harakiki was also assessed

46



Oxidation Ponds

e Fourie &8
MNgarara Stream

Totara Lagoon

Golf Course

o 180 2RO £40

Figure 4.1
The location and distribution of field sites at Hiarakiki.
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4.2: Aerial Photograph analysis

Aerial photographs were obtained from New Zealamdiah Mapping (NZAM) and
GW. The photographs were chosen to provide temporarage of an almost 40 year
period between 1966 and 2002. The photographs amyeoximately decadal; flown
during 1966, 1978, 1986, 1996, and 2002. They wsedd to identify changes in
wetland area and urbanisation within the catchrwémeénever possible they were
chosen from series flown at similar times of thary¢o minimise seasonal effects.
The photograph runs from 1966 and 1996 were flowrind April. The runs from
1978 and 1986 were flown in March. Photographsd@22were the only run flown

specifically for GW also in March.

Each of the pre-2000 photograph series were geerefed within ARCMAP
(Version 9.1), using polynomial georetification.c@nd control points (GCPs) were
matched on the scanned images and the base layhrs instance, the base layer was
the previously georeferenced orthophotographs f&f@2, overlain with the New
Zealand transport and cadastral boundary maps.ldatee photographs (1986 and
1996) were the easiest to reference. This is bectiney contained easily recognised
landmarks (used for GCPs) that could also be ldcate the 2002 georeferenced

photographs.

The 1966 series consisted of a single aerial phaptgthat covered the study area.
The 1978 series was of very high resolution andsisted of twelve photographs.
This meant that some of the images where hardgedceferenced then others as they
consisted of open farmland with few easily discblaahard GCPs (features with
sharp edges or corners such as buildings). Wheasgsary, soft GCPs were used
(features with irregular or fuzzy edges such asctgre of individual trees) (Hughes
et al. 2006). The 1986 series was flown at the highesudé, giving the lowest
resolution images. This series consisted of twdqgdraphs and was the most difficult
to align. The highest error values are also theeefssociated with this series. The
wetland catchment is unfortunately located towahds edge of both images. Even

with the overlap, aligning these photographs resui larger errors than for the other
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series. The 1996 series consisted of four photdgrabat were relatively straight-

forward to georeference.

4.2.1 Rectification
The number, type and distribution of GCPs influentdge accuracy of polynomial

georectification. Campbell (2002) suggests thattmoatrol points should be located
around the edge of the image, with a few, uniformplgiced points in the centre.
Hughes et al. (2006) explains how this method of GCP distribmtis often
inappropriate for historical aerial photographs.tt®e accuracy may be obtained
through the concentration of GCPs near the featof@sterest (Te Harakiki) rather
than across the whole aerial photograph.

It was found that the use of GCPs at greater distafrom Te Harakiki resulted in an
unnecessary ‘skew’ of the aerial photograph towswgegraphy that was unrelated to
the study. The selection of hard or soft GCPs dsm iafluence the accuracy of the
georectification. Soft points are more difficultlorate accurately as they can change
over time (e.g. when a tree grows larger) (Hugkteal. 2006). The location of the
study site meant that it was necessary to use @ioation of both hard and soft
GCPs for georectification. Where possible hard {sowere selected over soft points.

Polynomial transformations with a curvilinear funct can correct for some of the
effects of geometric (related to topography and eramens distortion) and radial
(related to the curvature of the Earth) errors (htget al. 2006). The photographs
were all left as first order polynomial transforioat as it was found, that because of
the small area involved, higher order transfornragacessively warped the images.
Using a polynomial transformation, a least-squduestion is used to fit the GCP
coordinates on the scanned image to the base layes.is then used to assign
coordinates to the entire photograph (Hugéeal. 2006). After transformation the
GCPs on the base and scanned mages will havelgljfferent coordinates. The
difference in the location of the GCPs is represeriy the total root-mean square
(RMS) error. RMS errors are a measure of the gosxliéd fit of the GCPs and
therefore indicate the images spatial accuracy dGet al 2000 in Meeharet al.

2005). A resampling step is required to equaliselmize throughout the image and
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to assign values from the original to the transkdnimage (Hughest al. 2006).

Bilinear resampling was used for all images.

Table 4.1 Aerial Photograph details

Year Month Scale Emulsion No. of Prints Total RMS
error (m)

1966 April 1:17,000 Black and 1 1.487
White

1978 March 1:3,000 Black and 12 1.293
White

1986 March 1:20,000 Black and 2 2.887
White

1996 April 1:6,000 Black and 4 1.501
White

The images were overlain in ARCMAP Successive images were used to quantify
changes in the size of areas of open water, aaddess increased urbanisation over
the 40 year period. The images were enlarged aescand the extent of open water
lagoons digitised using the mouse. Once the polygepresenting the various areas
were created, their area was calculated within ARG area of open water lagoon
was used in this instance to represent the totdlame area as it was an easily
discernible feature on all aerial photographs. atieal total wetland area was unable
to be accurately mapped from the photograph staes at larger scales. The urban
area of Waikanae Beach settlement was also mappthisimanner to show changes

in land use throughout the catchment.

4.3: Climate analysis

4.3.1 Precipitation

Precipitation was recorded for the purpose of datmg the wetland water balance
and assessing soil moisture, surface and groundwesponses to rainfall events.
Precipitation was recorded using tipping bucketggsu(Figure 4.2). Rain falls into
the collecting funnel and is then led into one e two compartments or buckets.
When 0.2mm (sites 2 and 4) or 0.25mm (site 7) offall has been collected the
bucket over-balances (Ward, 1967, Gilman, 1964)s @lows the falling rain to be

directed into the other bucket, while emptying then that has just been collected
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(Ward, 1967). Each movement (or tip) of the budketecorded electronically and
stored in a Campbell Scientific data logger.

S A

Gl 45—

Figure 4.2
The mechanism within a ‘tipping-bucket’ rain gau@his particular gauge was installed at Site 7, but
was later replaced following vandalism that desttbthe gauge.

Three gauges were located around the study ares. Whre positioned in relatively
open areas and away from trees (Figures 4.3 - Aitie).gauges were located on level
ground, with the top of the gauge being horizorthkcked against the level attached
to the base of each gauge.

Figure 4.3

The distribution of equipment at Site Two. The sitatains a tipping-bucket rain gauge (red arr@aw),
set of TDR probes located underground (blue arreith the data logger housed in the white box
(yellow arrow). In the background of the photogragie top of the bore casing for groundwater
monitoring can also be seen (green arrow).
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Figure 4.4
The location of the monitoring equipment locatedsdaé 4. The rain gauge can be seen (red arrow).
The site also has TDR probes that are located gnolemd just beyond the scope of the photograph

near the warratah that supports the data loggesihgu

Figure 4.5
The location of the rain gauge at Site 7. Notedifierent type of gauge in this photograph compared
to Figure 4.2 . The gauge was changed 3 monthsdata collection because of to vandalism to

original gauge.

The main disadvantage of this type of rain gauglas precipitation events less than

the capacity of the bucket are not recorded. Algbe rain ceases before the bucket
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tips, some rainfall may be lost to evaporation ok and Chapman, 1974, Ward,
1967). During an intense precipitation event, tigpihg-bucket gauge may tip
multiple times per second. Approximately 0.3 ofeeand is required to complete a
tip. Any rainfall during the movement of the cehtreechanism i.e. during the tipping
of the bucket, is effectively ‘lost’ as it flowstmthe already full bucket (Ward, 1967,
Linsley et al. 1949). This was not a problem during the curr@atly as rainfall

intensities were not this high.

The rain gauge also acts as an obstacle to thedfomind over the ground surface.
This can cause eddying and turbulence. The air flelacity is increased, resulting in
falling rain being carried past the gauge (Smit992, Ward, 1967). This effect can
vary with the height of the gauge and velocity loé wind, but will result in and

under-estimate of precipitation (Ward, 1967). k& tim of the gauge is too close to
the ground surface, in-splashing, can occur, ia taise the level of precipitation is
over-estimated (Ward, 1967). The height of thegganeeds to be at a comprise
between these two factors, to minimise both souafesrror. These errors were
considered when the locating and siting each galigey did not adversely influence

the results.

Vandalism of recording equipment is another posssdurce of error for this study.
The rain gauge located at Site 7, on the Waikanalé Gourse, suffered extensive
damage to the external housing (Figure 4.6). Thactedate of the vandalism is
unknown as no rainfall appeared to be lost wherd#dta were compared to the other
gauges. The gauge was replaced soon after the damag discovered on 17th
October. Figure 4.5 shows the replacement gauge Were downloaded from each

site approximately every 4-6 weeks.
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Figure 4.6
Vandalised rain gauge located at Site 7, on the efithe Waikanae Golf Course.

4.3.2 Evapotranspiration

Climatic data from Paraparaumu Airport was used ctdculate the potential
evapotranspiration in the Te Harakiki area. The HA€hman-Monteith (FAO PM)
combination equation was used. This closely appnateés grass ETat the location
evaluated, is physically based, and explicitly mpowates both physiological and
aerodynamic parameters (Allegt al. 2006). This method is the recommended
standard by the Food and Agriculture Organisat@inepiet al 2005). The method is
also based on fundamental physical principles, ngakiuniversally applicable (Chen
et al. 2005).

The diverse range of wetland vegetation speciedlatmited time available in this
study, meant that the use of the reference cromtexu simplified the process.
Although evapotranspiration could have been caledl$or each plant species within
the wetland, this would have required a detailegetation map, and a multiple area
approach. The evapotranspiration for each speages, proportion of the total area,
would then need to be calculated. The total evapspiration is then derived from
the sum of the individual vegetation values. ThenrRan-Monteith equation is
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considered to be the most physical and reliablehotetfor the calculation of
evapotranspiration. It was used in studies of etrapepiration by Faveret al.
(2007), Lascano and van Bavel, (2007), Suleimantoabenboom, (2007), Chen
al. (2005), and Drexleet al. (1999).

Reference evapotranspiration &S a theoretical value; and is defined as the ot
evapotranspiration from a hypothetical referencgpcwith an assumed height of
0.12m, a fixed canopy resistance of 70s/m, andlseda of 0.23 (Pereirat al 1999).
The FAO Penman-Monteith method requires radiat@nfemperature, air humidity

and wind speed data and is derived from the folgvaquation:

. 0o . )
D408AR, -G + '-;mu: (e, —e,) (4.1)
ET, = -
A+ y(1+034u,)
Where: T = reference evapotranspiration [mm dpy

E
R, = netradiation at the crop surface [M¥ day’]
G = soil heat flux density [MJ frday’]
T = mean daily air temperature at 2 m heigh{ [°C
,  =wind speed at 2 m height []s
e = saturation vapour pressure [kPa]
€ = actual vapour pressure [kPa]
e - § = saturation pressure deficit [kPa]
A = slope vapour pressure curve [kPa]

Y = psychrometric constant [kPa*C
Source: Cheet al, (2005).

Psychrometric constang)

To calculate EJ various atmospheric and meteorological parameterst first be
calculated. To derive the psychrometric constant inecessary to first calculate
atmospheric pressure. This is the pressure exbéstdtie earth’s atmosphere, and it
can be calculated by
£ My _ Ty 525
P-1013 293 - 0.0065z 4.2)

203
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Where: P = atmospheric pressure [kPa]

z = elevation above sea level [m]
Source: Alleret al. (2006).

The value of P as a function of altitude was talkem Allen et al. (2006) and can be

found in Appendix 1.

The latent heat of vaporisation)((also required to calculate the psychrometric
constant) is the energy required to change a uagsnof water from liquid to vapour
at a constant pressure and constant temperatufeoAly varies slightly over normal
temperature ranges, a single value of 2.45 MJ isgused in the FAO Penman-
Monteith equation (FAO PM). This equates to therdaheat for an air temperature of
20°C (Allenet al.2006).

The psychrometric constanj) (s calculated from:

c, P :
y=——=0665x10"" P (4.3)

E A

Where: y = psychrometric constant [kPa*C
P = atmospheric pressure [kPa]
A = Latent heat of vapourisation, 2.45 [MJ%g
¢, = specific heat at a constant pressure, 1.0T3J0 kg* °C™]

¢ = ratio of molecular weight of water vapour/dry ai0.622
Source: Alleret al. (2006).

The specific heat at a constant pressugg i€ the amount of energy required to
increase the temperature of a unit mass of aimaydegree. The value depends on the
composition of the air. For average conditions, afc 1.013 10 [MJ kg™ °C”] can

be used. The value of the psychrometric constarda &sction of altitude can be
found in Appendix 1 (Alleret al.2006).

Mean Temperature {£a)
Heat emitted by the earth and solar radiation ihabsorbed by the atmosphere both
increase air temperature. The sensible heat ofaihisansfers energy to vegetation.

This exerts a controlling influence on evapotraren rates. Evapotranspiration is

greater on warm, sunny days than on cool, clougg @allenet al.2006).

56



Both minimum and maximum air temperatures are dEmbrat the Paraparaumu
Airport. The non-linearity of humidity data in t# 0O PM equation means that the
vapour pressure for a period should be calculasetth@ mean of the daily maximum
and minimum air temperatures of the period. Themaatemperature [Jean is used
to calculate the slope of the saturation vapoussree curvesA), and the mean air
density (R) (Allen et al 2006).

T...+T

Tmezu = % (44)

Relative Humidity (RH)

Solar radiation is the main energy source for tgovisation of water. The difference
between the water vapour pressure at the evapgratmface, and that of the
surrounding air, controls the rate of water vap@moval. In a humid environment,
the air is already close to saturation. Thereflags saturated air can be added before
the evapotranspiration rate is lowered (Allenal. 2006). Relative humidity was
recorded by psychrometers which measure the diféerdbetween wet and dry bulb
thermometers. The bulb of the dry thermometer nreasair temperature. The wet
bulb of the thermometer is covered with a consyasdlturated wick. Evaporation of
water from the wick lowers the temperature (Al&tral. 2006). The relative humidity
(RH) is an expression of the degree of saturatiothe air. It is a ratio of the actual

(e,) to the saturated (evapour pressure at the same temperature (T):

=
BH = 100 —2—
2T (4.5)

RH is therefore the ratio of the amount of watetha ambient air to the maximum
amount it could hold at the same temperature. dbramonly given as a percentage.
Actual vapour pressure tends to be constant thauigthe day. However, RH

fluctuates between a maximum near sunrise and anum in the early afternoon.

Variation in relative humidity is caused by theusation vapour pressure being
determined by the air temperature. As air tempesatihanges during the day, the
relative humidity also changes substantially (Akgral. 2006).
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Mean saturation vapour pressure)(e

As saturation vapour pressure is dependant upotemiperature, it can be derived

from air temperature data. This relationship isregped as:

(4.6)

¢°(T) = 0.6108 Exp[ﬂ-‘

T+ 2373

Where: : :
ere e° (T) = saturation vapour pressure at air thepature T [kPa]

T = air temperature [°C]
exp 2.7183 (base of natural logarithm) raisethéopower
Source: Alleret al. (2006).

Because of the non-linearity of the equation, usimepn air temperature can under-
estimate evapotranspiration. The mean saturatipowapressure should therefore be
estimated as the mean of the saturation vapousymesit the daily maximum and the
daily minimum air temperature. Values for e°(T) wéaken from Alleret al. (2006)

and can be found in Appendix 1.

o i o ]
e, = BN Topax | + 8 1 Ty ) (4.7)

"
Fat

Slope of the saturation vapour pressure curtje (
The slope of the saturation vapour pressure cgrge/en by:

1727 T |
T+ 2373

4u:u93[n}_51r:fs exp) (4.8)

A=

(T+2373)°

Where: . .
A = slope of the saturation vapour curve at air terajure T [kPa °C]

T = air temperature [°C]
Exp[...] 2.7183 (base of natural logarithm) raisedhe power [...]
Source: Alleret al. (2006).

Values forA at different temperatures were taken from Alétnal. (2006) and are

given in Appendix 1.
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Actual Vapour pressure derived from relative hutyidiata (RHean

€, =

RHLuea.u eul:Trcax ) + ED[TIJJ.IJJ. ) (49)
100 2

Vapour pressure deficit is the difference betwe®sn daturation ¢ and actual (g

vapour pressure for a given time period.

(eg - £5) (4.10)

The process of evapotranspiration is thereforeelgrgoverned by the amount of
energy available to convert water from a liquidgts. Solar radiation is the largest
energy source that can vaporise water (Akeral. 2006). The amount of radiation
that can reach an evaporating surface depends sitiopoand the time of year.
Potential radiation differs at various latitudeadan different seasons, because of
changes in the position of the sun (Allethal. 2006). The actual amount of radiation
that reaches the earth surface is dependant aridhé cover and air turbulence. Part
of the solar energy is used to heat up the atmospr the soil profile (Alleet al.
2006).

The average daily net radiation expressed in metgg@er square metre per day [MJ
m day'] is required to calculate evapotranspiration. s be calculated from the
(average) daily actual duration of bright sunshiheurs per day) measured with a
sunshine recorder (Alleet al. 2006).

Radiation striking a surface perpendicular to thassrays at the top of the earth’'s
atmosphere is the solar constant, and is abou MIBm? min’ (Allen et al. 2006).
The local intensity of radiation is determined hg tingle between the direction of the
sun’s ray and the normal to the surface of theh&sadtmosphere. This angle changes
with the seasons and time of day. It is also daiférfor different latitudes (Alleet al.
2006). Extraterrestrial radiation for daily pemofR,) is a function of latitude, date,
and time of day. It can be estimated using thersmmastant, solar declination and the

time of year:
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24 (60) (4.11)

n

R,

G.. d, [o, sin(g) sind) + cos() cos(d)sinfwm, )]

Where: R = extraterrestrial radiation [MJ frday’]
Gsc = solar constant = 0.0820 MJ°min™*
d- = inverse relative distance Earth-Sun (Equadidr3)
®s = sunset hour angle (Equation 4.15) [radians]
¢ = latitude [radians] (Equation 4.12)

& = solar declination (Equation 4.14) [radians]
Source: Alleret al. (2006).

The latitudey, is expressed in radians and is positive for trthern hemisphere and
negative for the southern hemisphere. The converdiaecimal degrees to radians is

given below:

[Radians] = 150 [decimal degrees] (4.12)

The inverse relative distance Earth — Syrardl the solar declinatiory)(are given by

the following two equations:

d, =1+ 0.033cos| ‘:'; 7| (4.13)
{2 )

— 0.400 5 J-130
™ 365 | (4.14)

Where J is the Jadian number of the day in the lyeaveen 1 (1 January) and 365 (or
366 in a leap year) (December 31). (Values foreJgaren in Appendix 1).

Sunset hour angleof)

w, = arccos | —tan () tan (3)] (4.15)

Daylight hours (N)
-
N=T o (4.16)

Of the radiation that penetrates the atmosphereesimnreflected, scattered, or
absorbed by atmospheric gases, dust and clouds. aifmunt that reaches the
horizontal plane is the solar radiation))Rt is also referred to as shortwave radiation

(Allen et al. 2006). If solar radiation is not recorded, it da calculated using the
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Angstrom Formula. This relates solar radiation tdragerrestrial radiation and

relative sunshine duration.

{ n |
R. = 2 b.. e R.
.=l 2+ 5 R, (4.17)
Where: R = solar or shortwave radiation [MJ’rday"]
n = actual duration of sunshine [hour]
N = maximum possible duration of sunshindaylight hours [hours]

n/N = relative sunshine duration (-)
R. = extraterrestrial radiation [MJ frday]
& = regression constant, expressing the fractionhef éxtraterrestrial
radiation reaching the earth on overcast days (n=0)
& + bs = fraction of extraterrestrial radiation reachthg earth on clear days
(n=N)
Source: Alleret al. (2006).

Depending on atmospheric conditions (humidity, Jasd solar declination (latitude
and month) the Angstrom valuesand R will vary. When no calibration is carried
out the valuessa= 0.25 and b= 0.50 are recommended. These were used in the

calculations in this study.

Clear sky solar radiation (8)

B., =1(a.+b,) R, (418)
Where: R, = clear sky solar radiation [MJTaay’]
as + by = fraction of extraterrestrial radiation reachthg earth on clear days

(n=N)
Source: Alleret al. (2006).

As values for gand R were not available, the following equation wasdise

R, = (075+2 107 2)R, (4.19)

Where: z = station elevation above sea level [m]
Source: Alleret al. (2006).

Relative shortwave radiation is the ratio of sokatiation (R) to the clear sky solar
radiation (R,). Rs is the solar radiation that reaches the earthifase in a given
period. R, is the same amount of solar radiation that woaltth the earth’s surface
on a cloudless day. Relative shortwave radiatianway to express the cloudiness of

the atmosphere. The clearer the sky the largenatie (Allenet al. 2006).
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Relative shortwave radiation

(R/Rs9) (4.20)

A large amount of solar radiation reaching the réarsurface is reflected. The
proportion, a, of the solar radiation reflected by the earthisface is known as
albedo. Albedo is highly variable for different thrsurfaces. For the green grass
reference crop used in the FAO PM equatioig given a value of 0.23 (Alleet al.
2006).

Net solar or net shortwave radiation,{Rs the fraction of solar radiation {Rhat is
not reflected.
R = (- )R, (4.21)

Where: Rs = net solar or net shortwave radiation [M3 day']
a = albedo or canopy reflection coefficient, whis 0.23 for the
hypothetical grass reference crop

Rs = the incoming solar radiation [MJTday’]
Source: Alleret al. (2006).

Solar radiation that is absorbed by the earth rveded into heat energy. The earth
emits radiative energy (long wave) with longer w#mrgths than those from the sun.
Longwave radiation is either absorbed by the atinesp or lost into space. The
longwave radiation that is absorbed by the atmagpimereases air temperature. The
earth’s surface both receives and emits longwadatian. The difference between
the incoming and outgoing radiation is the net leage radiation (R). If outgoing
radiation is greater than the incoming; Represents an energy loss and vice versa
(Allen et al.2006).

The Stefan-Boltzmann law shows the relationshipvbeh the rate of longwave
energy emission, and absolute temperature of thtb’®aurface raised to the fourth
power. Water vapour, dust and carbon dioxide drbaih absorbers and emitters of
longwave radiation. Humidity and cloudiness areantgnt in this calculation, and the
Stefan-Boltzmann law is corrected for these twadiac (Allen et al2006). It is

assumed that the concentrations of all other abssidre constant:
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4 4 ) .
R - ﬁ{rm.s ;TNE-K ng_ﬂ_n_uﬁ _:'i 135 EF: -u:u.35J| (4.22)
Where: R = net outgoing long wave radiation [MJrday"]

o = Sefan-Boltzmann constant [4.903°10J K* m? day"]

TmaxK = maximum absolute temperature during the 24ripawiod [K = °C
+ 273.16]

Tmin K = minimum absolute temperature during the 24-hmenod [K = °C +
273.16]

RJ/Rso = relative shortwave radiation (limited<al.0)

Rs measured or calculated (equation 4.17) solaatiad (MJ m® day?)

R, = Calculated (Equation 4.19) clear sky radiatiord [?® day"]
Source: Alleret al. (2006).

The effect of cloudiness is expressed as (1/B&R-— 0.35). R decreases as
cloudiness increases. The term (0.34 — 0elMis the correction for humidity and is
smaller as humidity increases. (See Appendix lvédues ofcT«” at different air

temperatures (Alleet al. 2006)).

Net Radiation (R is the difference between the incoming and ougaiadiation;
including both long and shortwave radiation. Itrements the balance between the
incoming shortwave radiation { and the net outgoing longwave radiation,R
(Allen et al.2006).

R —R_-R (4.23)

ul

Soil Heat Flux (G) is the energy that is used iatimg the soil. (G) is positive when
the soil is warming and negative when it is coaliitne soil heat flux is small
compared to R but the amount of energy lost or gained by thesswmuld be added
or subtracted from Rwhen calculating evapotranspiration (Allehal. 2006). The
soil heat capacity is related to the mineral andewaontent of the soil profile.
Because soil temperature lags behind air tempexatihe average temperature for a
period should be used to assess the daily soil fieat Daily soil heat flux was
assumed to be 0. This is based on the recommenddtiom the FAO PM equation

for daily ET calculations as used by Suleiman and Hoogenbo66v{2
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T+ T,y (4.24)
G=c.——— Az
B At

Where: G = soil heat flux [MJ frday’]
e = soil heat capacity [MJ th°C}]
T, = air temperature at time i [°C]
Ti.1 = air temperature at time i-1 [°C]
At = length of time interval [day]

Az = effective soil depth [m]
Source: Alleret al. (2006).

Vapour removal in the air depends on wind andwibulence which transfers large
amounts of air over the evaporating surface (Akeral. 2006). The air above an
evaporating surface slowly becomes saturated watemwapour. If this air is not
continuously replaced with drier air, the evapasgaration rate decreases (Allehal.

2006). Wind speed is therefore required for thewdation of evapotranspiration.

The wind speed at different heights above the gfosarface varies because of
friction. Anemometers are positioned at a standsgyht. For the calculation of
evapotranspiration, wind speed () $s measured 2 m above the ground surface. As
wind speed varies over time, it is necessary taesgit as an average over a given
time period (Alleret al. 2006).

If wind speed has been measured at heights otharaim above the ground surface,
they can be standardised using the following equoati

487 2
P 4. 5
BT (678254 (4.25)

Where: 4= wind speed at 2 m above ground surface’fm s
U, = measured wind speed at z m above ground syrfasé]

z = height of measurement above ground suffate
Source: Alleret al. (2006).

Reference evapotranspiration was estimated byidgrihe required values from the

above equations and carrying these through to kqudtl.
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4.4: Surface water

4.4.1 Staff Gauges
Staff gauges were installed at three sites aloegNbarara Stream (refer to Figure

4.1). A staff gauge is a graduated scale set imowater body, so that part of the
gauge will be submersed at all stages, and the téwtbe water surface on the scale
can easily be observed and manually recorded (W&&I/, Linsleyet al. 1949). The
gauge also needs to be attached to a solid steuocturdequately supported to ensure
there is no change in datum as a result of setdingediment (Linsleyet al. 1949).
The staff gauges at each site were securely atlaohewarratahs, using stainless steel
u-bolts. The warratahs were driven into the seditroéthe stream bed.

As the staff gauges needed to be removed from theerwon each site visit to
download the automated water level record, a datas marked on each staff plate.
This ensured that the gauge was returned to the gasition relative to the water
column. Staff gauge readings were taken from eédeh @ each site visit, to check
the accuracy of the data recorded by the pressamsducers.

Site 3 (Figure 4.7) was located where the Ngarénr@as enters the wetland. Greater
Wellington also have a staff gauge at this site, tfee opposite side of the culvert).
The water level of the stream is recorded manwalbry six weeks by Council staff.

Figure 4.7 Site 3. The staff gauge (with miniTRO&ttached) was located at a concrete culvert on
Ngarara Stream where it enters the wetland system.
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Site 5 (Figure 4.8) was located approximately 43fwnstream from Site 3. It is a

relatively open section of the wetland, where wdtem the stream ponds in the

wetland during the wetter parts of the year ormtyiflood events.

f / . s ' d \A! 3
A=< ~ 1A "t ¥ ) :
/ » \ \
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Figure 4.8 The staff gauge (with miniTROLL attached Site 5. This is one of the locations along
Ngarara Stream where the water from the stream9wittin the wetland.

The water level recorder at Site 7 was located@pprately 840m downstream from
Site 5 (Figure 4.9). This is approximately 73m aésof the wetland boundary. It is
located on the Waikanae Golf Course; under thegerly the % hole.

B s o
T .

Course. This is 73m downstream from where the Nga&&ream emerges from the wetland.
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4.4.2 Water level recorders
Water level measurements were made continuoushgusipressure transducer and

datalogger. The data recorded were used in therwatance calculation, and for the
assessment of the interactions between the sudadegroundwater systems. A
combined pressure transducer and data logger vk inghe form of miniTROLL

(model SSP-100) from In-Situ Inc. The miNiTROLL Istng contains a pressure
sensor, temperature sensor, real-time clock, backapacitor, microprocessor, and
up to 1MB of data storage memory (In-Situ Inc, 200fhe internal power model

miniTROLL was used.

Fluctuations in water level result in a correspogdchange in the weight of water
above the miniTROLL. This varies the electrical isece of the device

(Brassington, 2007). The loggers were programmexkdord the water level every
five minutes. A small electrical current is pasgbtbugh the transducer, and the
variation in voltage is recorded by the logger.sTinformation is converted to a water

level recording by the data logger (Brassingtor@730

At all three surface water monitoring sites a mROLL was securely attached with
brackets to the staff gauge (Figure 4.10). A siplaliform was screwed onto the front
of each staff plate, to ensure that the miniTROIlduld be returned to exactly the
same position after each site visit. Data werdectdd from the dataloggers

approximately every 4 — 6 weeks
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Figure 4.10 Staff gauge (from Site 7) with miniTRIO&ttached, iron staining within the wetland has
stained the plate of the gauge since it was irestall

4.4.1 Tidal Data

The surface water recorder at Site 7 (Figure 4oppared to be influenced by factors
other than precipitation that caused ‘peaks’ ieatn flow. When compared with the
other surface water sites, the flood peaks caugedhibfall correlated well. There

were other peaks and troughs however, on top ofdimgall generated record. The
recurring nature of the peaks (on an approximatbri®cle) indicated that the lower

section of the stream was influenced by tides

To assess whether this was indeed the case tittatidaved from Port Taranaki were
used to predict the tides at the Waikanae RivertmadAs a secondary port, tidal data
are routinely calculated from the tide heights @inuing at the standard port (Port
Taranaki). The heights and times of high and lalegifrom Port Taranaki, along with
the mean sea level (MSL), mean high water sprinldWS) and mean low water
springs (MLWS) were used to estimate the tidesNaikanae. The MSL, MHWS an

MLWS for the secondary port are also needed. Tlizda are not available for
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Waikanae, so the values from Kapiti Island werdiadpUsing these data, and Figure

4.11, daily tidal information was calculated.

To calculate the timing difference of tides frone tetandard to secondary port the
‘tide timing difference’ (LINZ, Appendix 2) is addeo the standard port time. In the
case of Waikanae River mouth, high tide occurs Buieis after Port Taranaki and
low tides occur 4 minutes after. Therefore, 8 mesuvas added to all the high tide
tidal times given and 4 minutes to all the low tiohees.

(1) Times (2) Heights (3) MSL (4) Levels (5) Levels
Range
HW LW HW LW
Standard MHWS — MLWS | | WS

Port Data

(6) Predicted Height — MSL
2)-3)

(7) Time Diff (8) MSL (9) Levels (10) Levels
Range
Secondary HW LW MHWS MLWS | MHWS-MLWS
Port Data
(12) Calculations (11) Range
(6)x (11) 10/ ®)
(13) Times (14) Heights
Secondary =0 ®)+@2)
Port HW LW HW LW
Results

Figure 4.11 Calculation table for secondary paaltdata. (Source: LINZ, 2007.)

4.5: Groundwater

The basic device for measuring the hydraulic hdaanoaquifer is a tube or pipe in
which the elevation of a water level can be deteedii(Freeze and Cherry, 1979). In
field measurements a piezometer is used. A piezammatst be: sealed along its

length; be open to water flow at the bottom, areddtmosphere at the top (Freeze and
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Cherry, 1979). The intake is designed to allowitiflow of water but not the sand

that makes up the geologic formation in the area.

There are three shallow groundwater piezometetalied around Te Harakiki. These
are at Sites 1, 2 and 6 (Figure 4.1). The piezammetere installed on April 122002
for a study by Phreatos Groundwater Consulting. [6bation of the piezometers was
chosen to provide good spatial coverage of theand{l and complement the data
from the KCDC piezometers near the oxidation pofRlwreatos, 2002). The wells
were drilled to a depth of 6 metres within fine dwand, and completed with a 50mm
diameter PVC tube and a 0.5m length of slottedescimvered with a filter sock
(Phreatos, 2002). The piezometers are part of tié @gsoundwater monitoring
programme. Up until November 2005 all the sitesenmianually recorded by a GW
staff member, using a water level dipper, everyadeks. Sites 2 and 6 are still read
manually by GW. The groundwater level data recorded included in the water
balance calculation and in the assessment of teeattions between the surface and

groundwater systems.

Figure 4.12 Site 1, showing the telemetered groatemsite that is monitored by GW (see red arrow).
The baroTROLL used for this study was also locatethis housing. This site also contains a set of
TDR probes. The probes are buried at set deptharttsathe foreground of the photograph (see blue
arrow).

Site 1 (Figure 4.11) is part of the Greater WellamgRegional Council’s groundwater
monitoring programme. The site consists of a pmesstansducer and an Iris 220

logger with gprs (Vodafone) telemetry communicati@bility. The site is
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programmed to record at 15 minutes intervals. Ratasent back to the base station
in Wellington every two hours, and updated on tloeigil web site. Water level in
the well is measured using an ISD pressure tramsdudth 10m of cable and a 5m
range, 0-5V (Purdon, Pers Comm. 2007).

An electric plumb bob (EPB) and tape is fitted tanmally calibrate the transducer
and logger. Council staff compare the 15 minuteasneements with the EPB
readings to ensure they are within specified linftswer is provided via a small solar
panel which feeds into a solar regulator then tghoilne battery to the logger. Battery
charge is logged every hour so Council staff camitoo the site from Wellington.
This prevents loss of data (Purdon, Pers Comm.)2@¥éry station is checked each
morning as part of flood warning procedures to emsiccurate and reliable data.

A water level dipper is used to manually measueevthter level in a piezometer. The
dipper is a flat tape that is graduated in metaes, wound onto a drum. Wires run
down the sides of the tape, and are attached tolee pghat consists of two electrodes.
When the probe meets the water surface it compéetasuit. This activates a buzzer
and a light (Brassington, 2007).

To take a measurement, the probe is lowered doemvéil until it touches the water
surface and the buzzer sounds. The tape is théedpslbwly back out of the water
until the buzzer stops. This is repeated sevena¢difor consistency and to get an
accurate reading. The water level measuremenerstitken to the nearest centimetre.
The level on the tape is recorded against a fiadrd, in this case the top of the bore

casing (Brassington, 2007). The time, as well asaater level, is recorded.

On the first site visit, the water level dipper wased to measure the total depth of
each borehole. For both Sites 2 (Figure 4.3) afiéigure 4.13) this was found to be

6.4m from the top of the bore casing. The totalthlep the wells was re-checked on

the next two site visits. The measurements recoodet) the water level dipper, were

used to ensure the accuracy of the continuous Wetel record. The water levels in

the piezometers were measured on each site \pgitpaimately every 4 — 6 weeks.
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Figure 4.13 The location of the groundwater moh‘n@rbore' at Site 6. The bore is located on a small
dune surrounded by wetland. The flax in the badkgdoof the photograph indicates the close
proximity of the bore to the wetland.

To obtain high resolution temporal coverage of gowater level fluctuations,
continuous recordings were also made at Sites 2 @ndCombined pressure
transducers and dataloggers, miniTROLLs from InSihc, were used. The
mMiniTROLLs used had the same specification as thissd at Sites 3, 5 and 7 for the
measurement of surface water level. The miniTROWEse installed in the boreholes
to a depth of four metres (taken from the top @& Hore casing). This depth was
chosen to ensure that the pressure transducer vwalwialys be below the water
surface. The loggers were programmed to record eladgey five minutes. Data were

collected from the dataloggers at approximately&dweek intervals.

4.5.1 Groundwater flow direction

Using cartographic methods a piezometric surfacetocw map from point
observations of water levels in a network of bolekocan be constructed. A
minimum of three observation points are needed éterchine flow direction
(Brassington, 2007). Provided that the water |eldé are representative, both spatial
and temporally, it is possible to draw groundwdtew line at right angles to the
contour lines (Brassington, 2007, Ward, 1967). gdhe data gathered from Sites 1,
2 and 6, a contour map with groundwater flow liness constructed. Due to the
topography of the area and the uniformity of thaifey media the use of only a few

bores is representative.
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4.6: Soil moisture

Soil hydraulic properties allow an understandinghed dynamic processes of water
and solute movement within the soil (Waetgal. 1998). Time Domain Reflectometry
(TDR) is a reliable method for measuring soil vokint water content (Reet al.,
1999). TDR probes record the electric constanodflsy measuring the transmission
time of an electromagnetic pulse between a pairacdllel steel rods of known length
embedded in the soil (Rawés al.,1993). This method allows continuous, real time,
situ measurements (Ret al., 1999). The volumetric water content of the seithe
measure of the volume of water as a percentageeaiotal volume of soil (Drnevich
et al.,2005 and Yu and Drnevich 2004).

TDR probes used for long term monitoring of soilistare content and movement are
installed horizontally into the wall of a pit. Haantal probe installation allows for the
measurement of soil moisture at one depth withia #woil profile (Delin and

Herkelrath, 2005). TDR probes were installed aesSit, 2 and 4. At each site a pit
was dug roughly 0.5m wide 0.7m long and 1.2m d&&p.water table was reached in
each case, shown by water seeping into the botfosach pit (Figure 4.14 a, b and

C).

Six probes were installed horizontally at measutepths at each site. The shallowest,
were at 10cm, and 20cm depths and then at 20cramaits down to the sixth probe
which was installed at 100cm. The sandy substratkeosites meant that no drilling
was required to install the probes. The locatiomlbthe TDR probes can be seen in
Figure 4.1, and the location of each set of TDRhiwita specific site can be seen in
Figures4.3, 4.4, and 4.11. Campbell Scientific CR10X datmers were programme
to record the data from each probe at 15 minuezvats.
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@ - (b)

F_itgure 4.14 The TDR pits at sites 1 (a) 2 (b) arfd)4Note the presence of water at the bottonache
pit.

The use of TDR probes is an indirect, non-deswactfaside from the initial
excavation for installation) method to measure swiisture content (Teixeirat al.
2003). By installing probes at different depthshivitthe soil profile, the percolation
rate can be estimated. It is also possible to ew@lthe wetting front movement
through the unsaturated zone of the soil (Delinldackelrath, 2005).

4.7: Water Balance Equation

A water balance provides a general framework fronictv interactions between the

wetland and surrounding area can be evaluatedinfbenation can also be used to
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qguantify nutrient or sediment fluxes (Drexlet al. 1999). To quantify the
hydrological regime of Te Harakiki, and determing most important controls, a
semi-quantitative water balance was calculateds Tised the equations (given in

chapter 2) set out below.

Equation 2.1: Input - Output = Change in storage
Equation 2.2: (P + Rt Gn) — (E+ Quit Gouw) =AS
Where:AS = change in stored water within the wetland

P = Precipitation

Qn = surface water inflows

Quut = surface water outflows

Gn = groundwater inflows

Gout = groundwater outflows

E = Evapotranspiration

Source: Campbell and Jackson, (2004) pp 20.4

A water balance can be calculated using mean values specific time periods. A
mean annual water balance is the most simple tuledé, as it is usually possible to
disregard changes in water storage (Sokolov angi@an, 1974). Time constraints
meant that the water balance for Te Harakiki wésutated using mean monthly data.

These data were then totalled to give the meanrwatance for the study period.

The components included in a water balance equaaonbe considered as random
variables, both spatially and temporally. Annuaqppitation and evapotranspiration

levels can vary from year to year, as can surfadegaound water levels.

Mean monthly precipitation rates were calculateshfithe data gathered at Sites 2, 4,
and 7 using applications in HILLTOP (Version 4.4Because of equipment failures,
the data from Sites 2 and 4 proved to be unrelidtiierefore, only rainfall data from
Site 7 were included in the water balance calaufatlt is believed that the limited
spatial variation in rainfall over the three sitémjt this could not be confirmed

because of gaps in the data from Sites 2 and 4.
Monthly evapotranspiration was calculated usingewosdlogical and climatic data

from Paraparaumu Airport. The FAO Penman-Monteghation for reference crop

evapotranspiration was used. This ignored the teffidc species diversity but
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simplified the approach. The values gathered frbi® method were included in the

water balance equation.

The velocity — area method for calculating streastlthrge was used to construct
rating curves for the Ngarara Stream. Rating cuwese constructed for Sites 3, 5
and 7. Discharge measurements were made usingrentumeter. The 0.6 method
was used to gauge the mean velocity at each Vieascthe stream depth was rarely
above 0.75m (Moslet al. 1992). The construction of a rating curve allows t

conversion of the stage record for each site irdseharge record (Wisler and Brater,
1959). The discharge data from Sites 3 and 7 wee incorporated into the water

balance equation as surface water inflow.

Surface water outflow or the loss of water from wetland to the stream channel was

analytically calculated using the following equatio

Q=2 (k/2L (H? - h)) (4.26)

Where Q = flow to stream channel per unigtln
k. = horizontal hydraulic conductivity (assumed 8ay)

L = distance to unaffected wetland watetaghssumed 5m)

H = saturate thickness from the base of the aflaorthe water table at L
(assumed 0.75m i.e. 0.25m head difference

h = average depth of water in the channel

A stream channel length of 1600m was used (Phre2002)

Groundwater discharge is generally considered thst mifficult component of the
water balance to quantify as it cannot be measdmegttly (Faveroet al. 2007).

Wetland groundwater inflows and outflows are usuedliculated using Darcy’s Law.
The following equation (given in Chapter Two) wased to calculate groundwater

inflow and outflow:

Q =K.Ai (2.4)
Where: Q = the volume of water flowing from aq@as medium
A  =the cross sectional area
[ = hydraulic gradient
K = hydraulic conductivity of the porous medium

Source: Ward, (1967) p 272.
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The values for hydraulic conductivity at each sitere taken from those given for
Taupo, Foxton and Waiterere dune sands in Phré2082). The cross sectional area

of the wetland was also taken from Phreatos (2002).

The hydraulic gradient was calculated using thie¥ahg equation:

i= (hp —m)/d (4.27)

Where: i = hydraulic gradient [L/L]
h = down gradient head [L]
hh = up gradient head [L]
d =distance between wells [L]

The hydraulic head of the piezometers is given by:

h=z+h (4.28)

Where: h  =the hydraulic head
z = elevation at surface of the datum point

h, = the height of the water in the column that presgi@ pressure head
Source: Fetter, (2001).

4.8: General errors

Multiple sites with similar equipment were estabdéd around the wetland, to
guantify the hydrological regime. Having multipiées measuring the same variables
also provided ‘back-up’ should any of the recordaik This proved to be a prudent

measure.

The Campbell Scientific CR10X data logger instaligdSite 2 was replaced on two
occasions because of apparent failure, and anlityath communicate with the
logger to download data. This resulted in two digant gaps in the data from this
site. After the second occasion, the logger was erperformance testing and the
loss of data was found to be caused by a RTC Cigshare.

The cable and power connection to the logger atsoga to be problematic. This

connection became dislodged and led to a lossmthict The cable from Site 2 was
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replaced when the first logger was changed. This alao the likely cause of the
logger at Site 4 (also recording soil moisture eaidfall) failing to record data for a

four week period.

The only complete rainfall record was from SiteTis was despite the fact that this
site was vandalised. Although the gauge housingdeagroyed it corresponded with
a period of no rainfall when checked against adjagauges. The fact that the sites
were visited only monthly meant that any problenigh wquipment could lead to the
loss of up to 4 weeks data. A telemetered monigosiystem would have reduced data

losses but this was not feasible for this project.

4.9: Summary and research structure

This chapter has outlined the various techniquesiepin this study. The results now
be discussed: in relation to each other, and irctimtext of surface and groundwater
flow, their influence on the water balance of tleaaand the implications of this on

the future management of the Te Harakiki wetlarstesy.
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Chapter 5: Results

5.1: Aerial photograph analysis

5.1.1 Wetland (lagoon) extent

In 1966 the study area contained two open watprdas (Figure 5.1(a)), but one
(Rawakahia Lagoon) was drained during the constmuaif the Waikanae oxidation

ponds in the 1970’s (Phreatos, 2002). Between 1&8&6 1996 the other, Totara
Lagoon, deceased in size by approximately 11.3b6&)8or at rate of 0.37ha per
year. By 1996 it was just over 1.8ha (Figures (8)1- 5.1 (d) and Table 5.1). The
largest percentage loss in area was in the decaitieedn 1986 and 1996 when the
lagoon decreased in size by 62%. The twelve yestngden 1966 and 1978 saw the
greatest rate of loss of wetland (0.43ha per year).

Table 5.1. Change in lagoon extent (Area and %) 186- 2002

Year Area (ha) |Arealoss (ha) pel Percent (%)
year change
1966 13.19
1978 8.07 -0.43 -38.78
1986 4.88 -0.40 -39.58
1996 1.86 -0.30 -61.86
2002 2.60 +0.10 +28.35
Total 1966- 1996 -11.33 -0.37 -85.90

The data from this table is shown graphically gufie 5.1 (a) — (e)

During the six years between 1996 and 2002 Totagadn increased in size by

0.73ha (28.3%), or at a rate of 0.10ha per yeae.ldgoon was 2.6ha in 2002 (Figure
5.1 (e)). This is a relatively small rate of ingeavhen compared to the rate at which
the lagoon shrank during the previous 30 years.

Even with the recent increase in size, the lageamiv 80% smaller than it was only
half a century ago. The construction of the ox@atponds during the 1970’s resulted

in the loss of the Rawakahia Lagoon, and 55.9haatéral open water wetland
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habitat. This loss was partially offset by the @tidn ponds themselves which have a
larger area of open water than the original lagbth84ha). The oxidation ponds

were decommissioned in 2002 but still contain waissviding open-water habitat.

5.1.2 : Urban area extent

Waikanae Beach settlement, that borders Te Har&kitkie west, increased by 290ha
(60%) or 9.7 ha per year between 1966 and 1996largest increase occurred in the
12 year period between 1966 and 1978. During tkisod the settlement grew by
approximately 170ha (46%) or 14.2ha per year (Tak?¢. The survey method used
only took into account the physical area taken yghausing, not the density of the

housing in the area.

Table 5.2. Changes in urban extent (Area and %)

Year Area (ha) |Area change (ha] Percent (%)
Per year change
1966 196.87
1978 367.64 +14.23 +46.45
1986 414.76 +5.89 +11.36
1996 488.15 +7.4 +15.03
2002 489.02 +0.12 +0.18
Total 1966 — +291.29 +9.70 +59.67
1996
TOTAL +292.16 +7.90 +59.74

Data from this table is shown graphically in FiguEe2 (a) — (e)

These data were then compared with NZ census dat&/aikanae Beach over the
same time period (Table 5.3). There was a largeease in recorded population over
the 10 years between the 1966 and 1976 censusesofulation grew from 97 to

225 people, an increase of almost 57% (or 12.8Ipemyery year). This is consistent

with the large increase in size of the urban asssn $n Table 5.2 and Figures 5.2 (a)

(b).

The largest population increase for Waikanae Beaciirred in the decade between

1986 and 1996. The population increased by ned&% @or 186 people every year
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during the period). It increased from just 150 peofd over 2000. The large
population increase between 1986 and 1996 is rmwislas an increase in urban area
in Figure 5.2. It may, however, be reflected inimerease in housing density, or be
the result of the change in census area definitibinere was a change in census area
definition between the 1976 and 1986 census, plgssiplaining the decrease in

population seen during this period.

Table 5.3 Population data for Waikanae Beach 19662006

Year Population Population Population
change people| increase (%)
per year change
1966 97

1976 225 +12.8 +56.88
1986 147 -7.8 - 34.66
1996 2007 +186 +92.67
2001 2451 +44.4 +16.57

Total 1966 — 1996 +63.7 +95.17
TOTAL*** 2892 +69.9 +96.65

Source: Statistics New Zealand (2006 and 2007)tétal is from 2006 census data.

Population statistics for the Waikanae area — P&l1‘'Waikanae location,” pre 1991 “Waikanae
vicinity” Post 1991 data are from Waikanae Beadtlesaent. Note: local government reorganisation
in 1989 changed most boundaries; data not geogralphcomparable.
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5.2: Hydrometric Time Series Analysis

5.2.1 Introduction

To better understand the interactions and dynaigre of both surface and shallow
groundwater responses within the Te Harakiki Wetlapstem a time series analysis
was undertaken. The response of surface and graiadVevels to precipitation was

assessed. This was then compared with an analfytie @rogression of the wetting

front through the soil profile.

5.2.2 Groundwater and surface water

3500 | et S 7 M 2
Teemamage o pemwmesne | seemaen  geel 5
3000 L Groundwater | 18
2500 ¢ + 1.8
i
500 | 112
Rainfall
(mm/hr)
1500 ¢ 10.9
1000 | 106
N | O -
500 | 103
0 . . . . | | . 0.0
15-Sep-2007 25-Sep-2007 5-Oct-2007 15-Oct-2007
15-Sep-2007 00:00:00 to 25-Oct-2007 00:00:00

Figure 5.3 The response of surface and groundweatels at Te Harakiki to a rainfall event.

Between September 30th and October 21st an avefa@®mm/day of rainfall was

recorded at Te Harakiki by the rain gauge at Sit®oth the shallow groundwater and
surface water systems responded significantly te phecipitation event. Ngarara
Stream responds rapidly to any rainfall event vinttensities over about 0.2mm/hr.
Flood peaks usually occur less than 30 minutes #fte onset of rainfall. A similar

pattern of response can be seen in the shallowndweater level, but this response is
more subdued and moderated. This is consistentJeitles and Gyopari (2005) who

found that the shallow groundwater aquifer on thepid Coast responds rapidly to
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rainfall recharge. The shallow groundwater systemldy responds to rainfall events
with intensities over 0.5mm/hr. A high intensitynfall event results in larger peaks
in both groundwater and surface water level. Bdtd surface and groundwater
systems respond more rapidly to higher intensignéy (Figure 5.3). There is a short
residence time for water within the surface waystem. The storm water drains from
the system within 30 hours of a rainfall event. Ttesidence time within the
groundwater system is much longer. Rainfall evémas occur on successive days add
to the groundwater storage, and the rainfall derpeaks are on top of a higher base
level (Figure 5.3).

5.2.3 Tidal effects

Figures 5.4 and 5.5 show the influence of tide atewlevel at Site 7. The flood
peaks in Figure 5.4 (numbered 1-5) occur almostkaneously at both Sites 3 and 7,
in response to precipitation events. There is allstag (on average 5 minutes)
between peaks at the upstream and downstream &Gitesn the distance between
Sites 5 and 7 the average flow velocity during afadl event would have to be

2.8m/sec. This is far greater than the measuredrstvelocity of 0.04m/sec.

There are many more peaks and troughs in water d&\&8ite 7 than recorded at either
Site 3 or 5. This is shown clearly in Figure 5.5enno large precipitation events
occurred to cause the apparent peaks in water. [Eidl influences do not extend to
Site 5 (a further 800m upstream) as water levelares relatively constant. A
precipitation event on September 4 caused a sreak ;m water level at both sites.

The cyclic nature of the peaks and troughs at Biseiggest that they are caused by
incoming and outgoing tides. Site 7 is located appnately 1855m upstream of the

stream mouth.

The predicted times and heights of tides for theopecovered by Figure 5.5 are
given in Table 5.4. These were calculated for theekdhae River mouth from data at
Port Taranaki using the method provided by LINZef&his an average lag time of 52

minutes from the estimated high tide being recordedhe Waikanae River to its
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effects being seen on water level at Site 7. Tdi@ influence on water level travels

upstream at an estimated average rate of 0.59m/sec.

Although there is a discernable effect of the tittede seen at Site 7, their precise
influence the water level is complicated. A 1.75ighhtide on August 30 caused the
water level at Site 7 to rise by 0.164m. The saime high tide on September 2
however, caused the water level to rise by 0.302rh.70m high tide on August 27

resulted in an increase in water level of 0.024ime $ame height tide on August 28

caused an increase of 0.033m.

1000 | "4 2
H 5
5
800 i’ Surface water at
site 3
i 124
600 \f 1 i
water level
(mm) 2 2 Precipitaivy
I | Tl
400 L ‘ . :"Iltlerf?:cewat.era‘; |
L \J \\\‘\ 5 =10
200 [ | I |
0.3
0L NN . : | , , | 0.0
24-Jul-2007 21-Aug-2007 18-Sep-2007
23-Jul-2007 13:17:08 to 1-Oct-2007 19:48:26

Figure 5.4 Ngarara Stream at sites 3 and 7, iitisgy the tidal influence at site 7. Correspondiegks
in surface water level as a result of precipitatio® numbered 1-5.
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Table 5.4 Tidal heights and times (August 25 — September 4 Q@) and the
influence as seen at site seven

Port Taranaki Waikanae River Site seven
Date | Tide | Times | Height| Times | Height| Time* | Height
(m) (m) (m)
Aug 25| HW 7:09am 2.7 7:17am 1.41

7:04pm 3.0 7:48pm 1.54
LW 1:04am 1.2 1:08am 0.78
1:25pm 1.0 1:29pm 0.70
Aug 26| HW 8:02am 2.9 8:10am 1.49
8:24pm 3.2 8:32pm 1.62
LW 1:56am 0.9 2:00am 0.66
2:14pm 0.8 2:18pm 0.61
Aug 27| HW 8:47am 3.2 8:55am 1.62
9:05pm 3.4 9:13pm 1.70 10:16pm| +0.024
LW 2:40am 0.7 2:44am 0.57
2:57pm 0.6 3:01pm 0.53
Aug 28| HW 9:29am 34 9:37am 1.70 10:27am| +0.033
9:44pm 3.6 9:52pm 1.79 10:19pm| +0.107
LW 3:21am 0.5 3:25am 0.49
3:37pm 0.4 3:41pm 0.45
Aug 29| HW 10:09am 35 10:17am| 1.75 11:09am| +0.054
10:24pm 3.7 10:32pm| 1.83 11:21pm| +0.528
LW 4:01lam 0.3 4:05am 0.4
4:18pm 0.2 4:22pm 0.36
Aug 30| HW 10:49am 3.6 10:57am| 1.75 12:11pm| +0.164
11:04pm 3.8 11:12pm| 1.87
LW 4:42am 0.2 4:46am 0.36
4:59pm 0.2 5:03pm 0.36
Aug 31| HW 11:31am 3.6 11.39am| 1.79 12:03am| +0.228
11:47pm 3.7 11:55pm| 1.83
LW 5:24am 0.1 5:28am 0.32
5:41pm 0.2 5:45pm 0.36
Sept 1 HW | 12:13pm| 3.6m 12:21pm 1.79 1.05am +0.146
1:17pm | +0.038

LW 6:08am 0.2m 6:12am 0.36
6:25pm 0.3m 6:29pm 0.4
Sept 2 HW | 12:32am| 3.5m 12:40am| 1.75 1:.09am | +0.302
1.00pm 3.4m 1:08pm 1.70 2:18pm | +0.017
LW 6:53am 0.4m 6:57am 0.45
7:14pm 0.5m 7:18pm 0.49
Sept 3 HW | 1:22am 3.3m 1:30am 1.66 2:28am +0.012
1:52pm 3.2m 2:00pm 1.62
LW 7:21am 0.6m 7:46am 0.53
8:10pm 0.8m 8:14pm 0.61

*It was not possible to accurately estimate low tidees and values from Figure 5.7. Therefore, only
valuesand times for high tide were included. Note thatailbhigh tides resulted in a discernable peak
in water level at Site 7. HW = high tide. LW = |dide.
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5.2.4 Groundwater flow

A groundwater contour and flow map (Figure 5.6) wamstructed using mean
groundwater elevation data (m amsl) from Table 5TH& preferential flow path is in
a north-western direction towards the coast. Tloeiguwater flows from areas with
high groundwater elevation to areas with lower &l@n. Site 1 has the highest mean
groundwater elevation of 4. 407m (amsl), and isaed to the eastern side of the
wetland. Site 6 has the lowest mean groundwatemagten of 2.153m (amsl) and is
located to the western side of the wetland.

The Waikanae Oxidation ponds create an area dicatihigh groundwater. (This

could also be the result of a topographic highroagea of lower permeability). This
causes localised differences in groundwater flothpaway from the oxidation ponds
to the south and south-west. Generally, the baresnding the oxidation ponds are
located at higher elevation than those surrounthiegwetland. KCDC bore MW?2 is

located 5.07m (amsl), MW3 is 3.59m (amsl) and MW®&L.i55m (amsl). These bores
have relatively low groundwater elevations of 2.7G89m and 2.76m respectively
when compared to their topographic elevation ardlélels found in the other GW

bores.
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Figure 5.6 Groundwater levels and flow directiontlie shallow unconfined dunesand, Te Harakiki
wetland.
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5.2.5 Soil moisture

Soil moisture at shallow levels at Site 1 respoapidly to any precipitation event.
The TDR at 40cm depth shows a short time to riseichv closely correlates to
rainfall. Peak moisture content is around 0.42rhlAnsimilar pattern of response is
seen in all the shallow TDR down to 60cm (Figut@).5The TDRs at 80 and 100cm
are not affected by additional water entering tbe grofile as they are already at
saturation (0.48ml/ml)

Peaks in the groundwater level occur approximat8hhours after the initial peak in
shallow soil moisture levels. Groundwater levelsitowie to rise about 5 days after
the rainfall event. The water table surrounding Harakiki is approximately 1m
below the ground surface. Water moves through tike psofile at approximately
0.077m/hr (or 1.8 x I&@m/day).

Soil moisture contents at 20 and 40cm increasedisagollowing major rainfall
events. The profile, however, takes longer to dedi@Ocm (6 hours) than at 40cm (4
hours). The progression of the wetting front (p&ton) through the soil profile can
be traced using the lag times between peaks inrwatdent at different depths in the
profile. The average lag time of peaks between2D40cm depths in the soil profile
is 35 minutes. The permeability of the soil profise0.005m/sec. Peaks la and 1b
have a lag time of 1 hour 10 minutes, peaks 2 aseledn to occur simultaneously at
both depths and peaks 4 and 5 share a lag timg wiiidutes.

The response of moisture content decreases witihn.dépe lag time from 40 to 60cm
depth in the soil profile is greater than betwe@ra@d 40cm, averaging at 2 hours and
40 minutes. Only peaks l1la (3 hours 30 minutes) arfdl hour 45 minutes) were
obvious enough to trace to lower depths, peaks &)d 5 are not apparent at 60cm or
deeper. The hydraulic conductivity of the soil earivith depth.
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Figure 5.7 The response of groundwater and soibtu@ levels at 40 and 80cm at Te Harakiki to a
rainfall event.
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Figure 5.8 The progression of the wetting fronbtlgh the soil profile at site 1, the response df so

moisture levels at 20, 40, 60 and 80cm to a pretiph event. Traceable peaks in water content are
marked 1a, 1b, and 2 through to 5.
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5.3: Water Balance

To better understand the hydrology of Te Harakiktland a semi-quantitative water
balance was derived. This used monthly data fronguat through to December
(Table 5.5). As a result it is essentially the waigance for winter months and this is
why the balance shows a net recharge. A water balaltows the main controls on
the hydrology and hydrologic regime to be identifi#hese can then be managed for

future development and/or conservation.

Table 5.5 Cumulative mean water balance for Te Hargki (5 months)

In (m3/day) Out (m3/day)
Precipitation 672 -
Evapotranspiratiof -- 1,068
Surface water 86.6* 740
Groundwater 1,427 184
Total 2,185.6 1,992
TOTAL (in — out) 194.6

* This takes into account the two months when theas surface water discharge from the wetland
rather than surface water recharge. Note: Thisnisagerage water balance for the period covered
(August — December 2007).

5.3.1 Climate analysis

The mean precipitation rate for the entire pericoinf Site 7 is 2.2mm/day. This

equates to a daily average input of 672m3/day,rasgpua wetland area of 30ha. The
mean reference potential evapotranspiration ratehi® period calculated using the
FAO Penman-Monteith equation is 3.6mm/day (Tablé).5.This equates to

1,068m?3/day, assuming the same wetland area.

Precipitation contributes 31% of the total daily tevainflows into the wetland.
Evapotranspiration accounts for 54% of the totalydaater outflows while surface
water outflow (groundwater discharge) is equal W@o3water outflows. The total
water inflows of 2,185.6m3/day are greater thantttal outflows from the system.

91% of total water inflows exit the system as avifs.
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Mean annual rainfall records from 1960 to 2006 fr@®araparaumu Airport were
assessed to provide a comparison with the studggéippendix 4). Between 1966
and 1978, eight years had less than average faiffale of the years fell in
succession (1969 and 1973) and received (on aye?22desmm less rainfall than in a
normal year. There was a significant decrease ittang extent during this period
(Figure 5.9).
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Figure 5.9 Mean annual rainfall for the Paraparawrea 1966-1978. The threshold line shows the
average rainfall for the period.

The eight years between 1978 and 1986 fluctuatéweem wetter and drier than
normal. The wettest year was 1980, when 1408.5mmainfwas received (372.5mm
above average). The driest year was 1981 whichl®#&s'mm drier than normal. The
period between 1986 and 1996 saw two periods ef gigars, each lasting three years
1987 — 1989 and 1992 — 1994. The period betweefi 4868 2002 saw more normal
rainfall amounts, interspersed with drier yeard @97, 1999 and 2000 (Figure 5.10).
The wetland decreased in extent during the pemodsred except for between 1996

and 2002 when there was a slight increase in wetdae.
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Figure 5.10Mean annual rainfall for the Paraparaumu area 192606. The threshold line shows the
average rainfall fothe period.

Evapotranspiration data from the same period amdtion were also analysed.
Potential evapotranspiration values were calculaisohg the Priestley — Taylor
(1972) method, as many years did not have measuatsnfer all the climatic
variables needed for the FAO Penman — Monteith atetiThe average rate of
evapotranspiration from Te Harakiki for the perib@0 — 2006 was 611m3/day. It
ranged from 554ms/day in 1992 to 659m3/day (over3@ha wetland area) in 1962.
Although the Priestly — Taylor method was usedtiier historical data, the Penman —
Monteith equation was used for to calculate postmvapotranspiration for the study
period. The Priestly — Taylor method for evapotparagion requires less physical
(meteorological) factors than the Penman — Monteigthod. The Priestly — Taylor
method under-estimates evapotranspiration when amedpto the PM method. This
means that the rates estimated for historical ai@dower than those estimated for the

study period.
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Table 5.6 Monthly daily averages of the componentsequired to calculate
evapotranspiration using the FAO Penman-Monteith Méhod with the calculated

evapotranspiration rates.
August | September] October | November| December| Average
Ry (MJ m mi 6.7 9.6 11.7 14.7 13.8 11.3
day’)

U, (Ms") 5.0 5.6 6.7 5.3 48 55
Tmax'C 13.7 15.5 15.6 17.9 21.1 16.8
Trin °C 6.7 7.7 9.5 9.6 12.3 9.2

& - & (kPa) 0.318 0.416 0.441 0.460 0.590 0.445

v (kPa °C') 0.067 0.067 0.067 0.067 0.067 0.067
A (kPa) 0.084 0.091 0.096 0.103 0.139 0.103
ETo(mmday)|  3.45 4.3 4.1 4.0 3.4 3.83

R, = net radiation. = wind speed at 2m above ground levegl,.J= maximum daily temperature
= minimum daily temperatures e g = vapour pressure deficit.= psychrometric constamk = slope
vapour pressure curve. EF daily reference evapotranspiration rate

5.3.2 Surface water

Ngarara Stream transverses Te Harakiki carryingmtarough the wetland. Phreatos
(2002) found that the stream interacts readily wiid shallow groundwater system.
At various places it either looses (recharges tltland) or gains (groundwater
discharges into the stream) water as it flows thhaotlne wetland. It was found that the
stream was generally effluent and receiving disghafrom groundwater. The

gaugings were conducted in autumn (March and Apiiith no background gaugings

to compare against they just reflect the conditiorthe stream for this point in time.
While it is highly likely that the surface and gralwater systems do interact, and

alternate between recharge and discharge, theteftdctides were not taken into

account in earlier studies. Flow at Site 7 is ohbsgly affected by tides. It is likely that
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this factor accounts for some of the “dischargemfrgroundwater” in the Phreatos
(2002) study. Surface water inflow is an importpatt of the water balance and has
been included in this study. During some parts h&f year surface water inflow
supplies over 50% of inflows to the wetland. Atethimes it is negative removing
50% of inflows. On average surface water inflow tobtes 4% of the total inflows
to Te Harakiki.

Table 5.7 Ngarara Stream flow measurements (monthlgnean)

Measured Discharge (L/sec)

Location

August September| October | November | December Error

(%)

Site 3 — Ngarara Stream enter§ 65 45 95 70 39 13.6

wetland
Site 7 — Ngarara stream exits 51 20 110* 68 60* 25.2
wetland at Golf Course
Approximate loss to 14 25 +15 2 +21
groundwater**

*The effects of high tides should be considereeher
** or storage in the wetland

Although the discharge at Site 7 is generally belloat recorded at Site 3 (Figures 5.5
and 5.9), during October and December it recordglen flows (based on the rating
curves constructed for each site). Discharge at Bit larger for lower stage heights
than recorded at Site 3 (Figures 5.11 and 5.12).

Rating Curve Site 3
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Figure 5.11 Rating curve for Site 3
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Rating Curve Site 7
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Figure 5.12 Rating curve for Site 7

The rating curve constructed for Site 7 could kecourate because of tidal flow and
its effects. The higher discharges recorded asitieecould be caused by backflow as
the tide either advances or recedes down the stcbanmel. It may not be caused by
groundwater discharge as proposed by Phreatos X206 could also account for

the higher errors associated with gauging methed asthis site.
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Figure 5.13 Comparison of water level at siteselaad seven for December 2007.
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Surface water outflow (groundwater discharge todineam) ranged from 420ms3/day
in November to 1,620m3/day in September. An exiessfrom the wetland occurred
in every month except October. During October érgtow levels in the stream, as a
result of large amounts of precipitation, led toestra 620m3/day being recharged to
groundwater. The time constraints on this studynmh#sat data from only winter and
spring were used, the results may differ over sumr@® average surface water

outflow provided 37% of total water losses from flystem.

Both surface water inflow and surface water outflfimw October returned negative
numbers. The surface water inflow (recharge) wasutated at -1,290ms3/day (or 1,
290m3/day groundwater discharge). The surface watdflow (discharge) was

calculated at -620m3/day (or 620m3/day recharggrtmindwater). As the surface
water and shallow groundwater systems are cloggtgd, water is exchanged readily
from one to the other. Ngarara stream switches manmfluent to an effluent stream
depending on the hydrological conditions. The sigfavater inflow is likely to have

been under-estimated because of the effects «f tideéhe recorder at Site 7.

Table 5.8 Surface water outflow

Month Surface water
outflow (m3/day
August 820
September 1,620
October -620
November 420
December 1,460

5.3.3 Groundwater

Groundwater inflow to the wetland is an importaspect of the water balance as the
area is characterised by regional groundwater drgeh Groundwater enters the
wetland by flowing laterally from the surroundingireés, and vertically from the
underlying shallow sand aquifer (Phreatos, 2002).
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Groundwater inflow was calculated using Darcy’s Laiwhe hydraulic conductivity
(from Phreatos, 2002) for Site 6 (Taupo DunesandJable 5.9 is 1.3m/day. The
measured average hydraulic gradient ranged fromi@3xo 4.4 x 1C (the gradient
varied slightly from month to month). The wetlancea was 30ha. The estimated
average groundwater inflow to the wetland was In#2day. Groundwater inflow

makes up 65% of the total water inflows to the wmedl system.

Groundwater outflow is the throughflow to the coaking the western edge of the
wetland. The average daily groundwater outflow &l estimated using Darcy’s
Law. Using the hydraulic conductivity of Waiterddenesand (4.2m/day), a hydraulic
gradient of 3 x 18 to 4.4 x 1C¢, and an area of 12000m? (1200m x 10m depth
(assumed)) gave a groundwater outflow of 184ms3/d@youndwater outflow

contributes 9% to the total losses from the system.

Table 5.9 Hydraulic conductivity of piezometers afle Harakiki

Piezometer Formation Hydraulic Conductivity
(m/day)
Site 1 Foxton Dunesand 5.7
Site 2 Waiterere Dunesand 4.2
Site 6 Taupo Dunesand 1.3

Source: Phreatos, 2002 p 8.

Table 5.10 Groundwater level monitoring

Piezometer| Elevation | | |
(to_p of Groundwater Elevation (m amsl)
casing) m
amsl| August September| October | November| December| Average
Site 1 4.764* 4.451 4.356 4.428 4.392 - 4.407
Site 2 4.405* 3.285 3.211 3.403 3.325 3.121 3.269
Site 6 2.876* 2.155 2.079 2.309 2.203 2.019 2.153
KCDC 5.07* - 2.700*
MW?2
KCDC 3.59* - 2.390*
MW3
KCDC 4.55* - 2.760*
MW6

* Data from Phreatos (2002) p 8
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5.4: Groundwater abstraction

Jones and Baker (2005) modelled the shallow groatetwon the Kapiti Coast. They
assessed the effects of garden irrigation abstrefrom the shallow sand aquifer on
groundwater dependant ecosystems. Their modeliog/ed that stream and wetland
levels should be unaffected by the large numbgrofindwater users pumping at the
rate typical of narrow (25mm) diameter wells. Hoeevif pumping rates exceeded
100ms3/day near a wetland or spring-fed stream, thé&/ adversely affect these

features.

Figure 5.14 illustrates the modelling results fatev level in Te Harakiki (Jones and
Gyopari, 2005). The figure shows little differencewetland water level under three
different abstraction scenarios: no abstractiomyreru level of abstraction, plus
additional abstraction for a proposed subdivismthe west of the wetland; and twice

the current level of abstraction.

As groundwater inflow is the major contributor thetland water balance, (supplying
65% of inflows) it is important to monitor this mgce. Increased groundwater
abstraction during the drier periods of the yeaulddchave a detrimental effect on

wetland extent.
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Figure 5.14 Modelled water levels for Te Harakikeidnd under different abstraction scenarios.
Source: Jones and Baker (2005)
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5.5 Summary
Understanding the various elements controllingh@rologic regime of the wetland

ecosystem is important for the management and mwagsan of the system. Analysis
of historical aerial photographs from 1966 to 2@02ws a loss of more than 80% of
the wetland. An increase in urbanisation of ne@fi%, and a population increase of

96%, occurred over the same period.

Analysis of hydrometric data showed the dynamicureatof the response of the
surface water and shallow groundwater to rainfatnés. Surface water responds
quickly to events greater than 0.2mm/hr. Peak floars be seen within 30 minutes of
the rainfall event. The shallow groundwater shovesnailar response but, because of

the buffering effect of the overlying soill, it isome subdued.

Tidal effects can be seen in the stream flow a®$at850m from the stream mouth.
There is a consistent lag for the effects of tldedito travel from the coast to the
recorder at Site 7. The exact effect of specified at the recorder is not easily

guantified.

The development of a semi-quantitative water badoc Te Harakiki shows that the
main contributor to water inflows is precipitatiomhich accounts for 31%. The main
component of water outflow is losses to evapotrmaspn at 54%. The effects of
tides at Site 7 may have influenced the data cafledlfor both surface water inflows
and outflows. The water balance for Te Harakiki wasitive; the inflows are greater
than the outflows (by 195ms3/day) during the peraddthis study. This means that
there is an increase in the amount of water stanghin the system. This is to be
expected during winter and early spring. Over tbhenrmer months (based on the
December data) the water balance is negative tltffows are greater than the
inflows, decreasing the amount of water in storégeseveral months. The water
balance for Te Harakiki is positive but the levélimcrease in storage is relatively
small. Increased pressures on the system, espediaihg drier months of the year,

could cause the system to move to longer periodeffit.
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Chapter 6: Discussion

6.1: Introduction

The Te Harakiki Wetland system is maintained by plex interactions between
rainfall, surface water and groundwater. The maflfows to the wetland system are
precipitation and groundwater. Groundwater is paldrly important in maintaining
water levels during the summer. Discharge from tivetland occurs as

evapotranspiration and seepage into the streanmehan

Historically the area of the wetland has been detng (Figures 5.1). Changes in the
principal hydrological controls on the system dd seem to account for the large

losses in wetland habitat.

6.2: Hydrological regime and water balance

The hydroperiod of Te Harakiki is unable to be aately characterised because of
insufficient historical monitoring data. The gerlestate of the system and its central

controls, however, can be identified through théewhalance.

6.2.1 Climatic response

From the water balance (Table 5.5) it is clear ttiatatic factors are the controlling
influences of the hydrological regime of Te HarakRrecipitation provides 31% of
total water inflow to the wetland, and evapotrarepn accounts for 55% of total

outflows. The evapotranspiration rate is nearlyliletwhe mean daily precipitation.

Some of the decrease in wetland size between 11868 %78 could be attributed to a
succession of drier than normal years from 19689i63. During this five year period
approximately 200mm less rainfall was received egdr. Between 1978 and 1986,
again, the area of the wetland decreased. During pleriod dry years were
interspersed with wet years, giving above averag#all for the entire period. The
latter two periods (1986 — 1996 and 1996 - 200peernced below average rainfall.

This may have accounted for some of the loss oh eyser habitat between 1986 and
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1996, but the wetland area increased between 188&@02; despite experiencing
below average rainfall. This indicates that there ether factors, with a stronger
influence than precipitation causing the decreasestland extent. This is likely to be
the combination of the channelisation of Ngaran@a&h, which was initiated at the
turn of the 20th Century: along with periodic draiearance for flood control; and

increased pressure on the shallow groundwatermys¢eause of urban growth.

The decrease in wetland extent can not be expldigedcreased evapotranspiration.
Evapotranspiration has been relatively constamiraind 600m3/day (over the entire
wetland area). The amounts calculated for the stardy slightly higher than the
historical record, but a different method as used

6.2.2 Surface water interactions

Between 1978 and 1986 the Ngarara Stream channderwant extensive

modifications through channelisation and dredgiRigres 5. 1 b, c¢). Many of the
natural bends were removed for the developmenh®fWaikanae Beach township.
The channel was artificially entrenched and undatwegular dredging as a flood
protection measure (Phreatos, 2002). Channelisamh dredging of the stream
meant that it now only overtops and sends floodgmito the wetland during extreme
high intensity rainfall events. As the water lewélstream is usually below that of the
wetland, the amount of surface water recharge esityr diminished from historical

(pre channelisation) levels. The stream now acta dgin from the wetland rather

than a source of recharge.

Surface water inflows to the wetland are minimailya1% of total inflows). They are
not a significant part of the water balance forHarakiki. The influence of tides on
the discharge gaugings conducted at the most dovamstsite need to be taken into
account. This could have skewed the rating cuswatds a low stage/high discharge
relationship at this point in the stream. The sefavater inflow from the stream
could be greater than has been estimated. Recfrargethe stream could be greater
during high tide than low tide because of backwatécts. The influence of surface

water inflow may change relative to the tidal cycle
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Surface water outflow equates to 16% of water Iedsem the system. More water is
lost from the system as surface water outflow (7@ay) than is returned as surface
inflow. From the calculations made for the watelabae, surface water outflows are
nearly 800 times greater than the surface watéowst The inflows only equate to
11% of outflows. This could be because of the @drgéneffect of the heavily modified

Ngarara Stream channel.

Historically the surface water inflow to the wetthmmay have played a more
significant role in the water balance than at pnesAs the stream in its natural state
would have interacted more with the wetland systinm,drainage effect would have
been less. Unfortunately, there are no histostiaam flow records that allow this
comparison to be made. A less entrenched streamnehavould also allow more
flood pulsing into the wetland system. Having méends in the stream channel
(Figure 5.1 a) as opposed to a straightened chdRigire 5.1 ¢) would also mean
that water would have a longer residence time, thrtefore more time to penetrate
the wetland. Drainage effects would also be deeckas

6.2.3 Groundwater interactions

The surface water and shallow groundwater systeittsrwle Harakiki are closely
linked (Figure 5.3). Precipitation events can laedéd through peaks in water level in
both systems. The groundwater system experientmsgar lag time for flood peaks;
and the peaks are more subdued than those sele sutface water system. This is
because of the buffering effect of percolation. &erage it takes nearly three hours
for rainfall to percolate the soil profile at Te tdkiki to a depth of 60cm (Figure 5.8)
and it takes a further 10 hours for the percolateder to show as a peak in
groundwater level (Figure 5.7).

The majority of the groundwater recharge in the@asethrough rainfall infiltration. A
conservative estimate of recharge to groundwatappoximately 40% of the total
rainfall (Lincoln Environmental, 2001 in Jones aBaker, 2005). The level of
recharge through infiltration is dependant upon sgie, geology and land use. The
majority of the Te Harakiki catchment is in sandyil.sLand use varies from

agriculture to urban. The settlement of Waikana@dBeis located within the Te
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Harakiki catchment area. Watts (2002) showed tpptaximately 30% of rainfall is
intercepted by urban areas on the Kapiti Coast Ehbecause increased urbanisation
results in decreased groundwater recharge as thtalkas not able to infiltrate
impermeable surfaces, such as footpaths and raastead of infiltrating the soil
profile to the water table, the water runs off dycthrough artificial channels
(gutters and storm water drains). The decreassfiitration from increased cover of
impervious surfaces could be partially offset bgré@ased garden irrigation within the
urban setting. This would supply some groundwageharge.

Groundwater flows into the wetland along the eassgde and flows out towards the
coast to the west. Within the water balance, grauater supplies 65% of inflows to
the wetland system and 9% of outflows. The leveltatbl groundwater outflow
(184ms/day) is far smaller than total groundwateflow (1,427ms3/day). The
groundwater outflow is equal to 12% of groundwatdlow to the system. As the
main water input to the system, groundwater playsngortant role in maintaining

the moisture levels during the drier summer months.

6.3: Implications for the management of Te Harakiki

During this study the water balance for Te Haralwkitland was positive, providing a
daily increase in water stored in the system ofiado194.6ms3/day. The water balance
is likely to be negative throughout the summer rhenHistorically the wetland has
been decreasing in size. Rainfall and evapotraasmir records, two of the main
controls on the wetland water balance, from 196@Q@066 do not account for the

significant decrease in wetland extent.

6.3.1 Groundwater abstractions

There are a large number of shallow wells abstigatiater for garden irrigation from
the sand aquifer in the Waikanae area. Each oétivedls abstracts approximately 1-
5ms3/day (Jones and Gyopari, 2005). The exact nurabérlocation of many of the
shallow bores along the Kapiti Coast are unknowsned and Gyopari (2005)
estimated that there are around 3000 bores; byrasguhat 50% of all properties
have an irrigation well ( refer to Figure 1.2). $lestimate could be conservative. The
level of groundwater abstracted from the shallowifag by these bores would be
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between 3,000 and 15,000m3/day (Jones and Gy@dh). As the location of most
of the bores is unknown, the total level of abgtoacfrom the shallow sand aquifer

can only be estimated.

Figure 5.14 showed water level in Te Harakiki wedaunder different abstraction
scenarios. The abstraction of groundwater fromawar(25mm diameter) garden
irrigation bores appears to have little influence tbe water levels in the wetland.
When modelled at twice the estimated current ralbstraction scenarios follow the
same seasonal trends, and vary at most by only. Htwvever, groundwater levels
have declined by 0.5m within the shallow dunesdhdhe decline in groundwater
continues, then additional abstraction of the resowill have a detrimental effect on

the wetland, particularly during the drier summemths.

6.3.2 The long term viability of the wetland

The channelisation and dredging of Ngarara Strdaough the wetland undoubtedly
resulted in a reduction in water levels at Te HegalAs a result of the deepened
channel, surface water tends to flow quickly thiotige wetland, flood pulsing is now
a rare, and the channel acts as a drain. The reduat flow from the Black Drain,

seen soon after the decommissioning of the oxidgtimnds, is unlikely to have had
any significant impact on the wetland. The reduciio the Ngarara Stream baseline

stage may have resulted in localised drying adfacetne stream channel.

Part of the historical loss of wetland area cowddatiributed to the modification of the
stream channel for flood protection. This resulte@hanges to the inundation cycle
(flooding and drying) of the wetland. Anthropogenltanges to natural cycles within
the wetland’s hydrological regime can affect thabvity of a wetland system. A

possible way to ensure the preservation of Te Hiaralould be to revert the stream
channel back to a more natural state. Thereby asang the number of inundation

events that occur.
The wetland was fragmented by the constructiomefaxidation ponds in the 1970’s.

The decrease in size of wetland habitat, fragmiematrom other wetland areas

(many of which were subsequently drained), togethiéh increased urbanisation
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made the Te Harakiki wetland system more vulnerabéncroachment by introduced
plant species. A shift in species composition catlidnge the hydrological regime

and influence the long term viability of the system

Between 1996 and 2002 the wetland appears to Haxted to recover. The lagoon
has increased in size by 0.74km2. The Resource gémment Act (1991) saw the
implementation of better resource management gex:tiThe recovery seen in the
wetland could be the result of improved managenpeattices. As expected, there
was a lag before the benefits of the change intipeccan be seen in the wetland. For
example, the increase in the size of the open Wat@on habitat. The wetland area
was fenced off, and stock excluded, just priotie &s part of the requirements of the
QE Il Open Spaces Covenant. The lack of maintenahtiee stream channel during

this period may also have been a contributing facto

During 2000 changes were made to the Regional ¥agsh Plan to prevent the over
abstraction of groundwater resources. The construcf shallow groundwater bores
for domestic or garden irrigation became a conskeatgivity. The concept of safe
yields was introduced. This provides better infaioraregarding to the state of the
groundwater resource. It also allows the levellzdtaaction to be better managed for
the preservation of the aquifers for future usee ct that water levels in the shallow

dunesand have been declining over recent yeaf@naern.

It is believed that the wetland has continued tréase in size and recover since
2002. During this time the restoration of Te Hakakias been enhanced by being part
of the Greater Wellington Key Native Ecosystemsgpamme. Introduced pest plant
species were identified by an ecological surveythaf area by Allen and Beadel
(2002). Since then, measures have been made tmkpast plants to encourage re-

colonisation of native wetland species.

Jones and Gyopari (2005) recommended a 150m buftare surrounding
groundwater dependant ecosystems. Groundwateraatistrs would be permitted
within the buffer zone, but they would be regulasedl monitored to avoid excessive

drawdown effects. The creation of a buffer zonehsas this around Te Harakiki

113



would be a beneficial management measure. It wbalg ensure the preservation of

the wetland.

Climatic factors are among the main controls onwe#land water balance. Unless
there is a major shift in climate, resulting in wedd rainfall and/or increased
evapotranspiration, the Te Harakiki wetland systrauld continue to survive. But
the management of the shallow groundwater resotineemain contributor to total
water inflow, surrounding Te Harakiki will be keg ensuring its survival. If this
resource is sustainably managed, the wetland may ée enhanced under the

restoration measures that have been put in place.

114



Chapter 7 — Summary and Recommendations

7.1 Summary

The Te Harakiki wetland is an ecologically impottarea. It has been recognised as
such by its inclusion in the Greater Wellington Kégtive Ecosystems programme. It
is also protected under a Queen Elizabeth 1l caverfehe wetland provides habitat
for native flora and fauna; as well as providingp®stem services such as flood
mitigation and nutrient cycling. Understanding tignamic nature of this system,
and its main controls, is important in relation tloe future conservation and

management of the wetland and associated watenneeso

There is a dynamic link between wetland hydrologg ¢he inputs from both surface

and ground water resources. Shallow groundwateraah®n near the Te Harakiki

wetland at Waikanae has the potential to impacthenwetland’s hydrosystem. To

assess the potential for this: a detailed analysiemporal and spatial changes; an
assessment of the hydrological regime; and, calonlaf the water balance for the

Te Harakiki Wetland system were needed.

Historical aerial photograph analysis showed thatarea covered by the wetland had
decreased dramatically since 1966. The settlemevitatkanae Beach bordering the
wetland has increased. To understand how diffetgydrological systems and
processes within the wetland inter-relate variaetdfmethods were implemented.
Field data were compared to historical rainfall @wdpotranspiration records for the
area. This enabled an assessment of the possibkalctactors for the temporal
changes in wetland extent seen in the historiaahlgghotographs.

Hydrometric time series analysis was carried outraimfall, soil moisture, and
surface and groundwater data collected from seytes around Te Harakiki. The
interrelationships and dynamics of these procesaed, how they influence the
hydrology of the wetland, were investigated. Thefasie and shallow groundwater
systems are closely linked. Both show similar resggpatterns to rainfall events. The

lag time and slight difference in height betweee fheaks in surface water and
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groundwater can be attributed to the bufferinga#fef percolation of water through
the soil profile. Soil moisture records showed ttied water table near the wetland

was at approximately one metre.

A water balance for Te Harakiki shows strong climabntrol on wetland hydrology.
The stream channel underwent extensive modificatigorovide flood protection for
the nearby residential area during thé" 2fentury. It is likely that surface water
inflows previously contributed more to the wetlaystem than at present.

Water restrictions by KCDC have led to many prapsrhaving shallow groundwater
bores for garden irrigation. The exact number aEb@nd total volume of abstraction
are unknown. Until 2000 a resource consent waseawptired for the construction of
these types of bores. Using estimates of bore nigrarel abstraction rates Jones and
Gyopari (2005) showed that groundwater abstradtimm these bores had little effect
on water levels within the wetland. However, growatkr levels in the region appear
to be decreasing. As groundwater supplies 65% demwaflows, a prolonged
reduction in the level of groundwater will have etrdnental effect on the wetland

system.

The fragmentation and drainage of surrounding wdtlareas is most likely the
largest contributing factor to the historical retioic of wetland habitat seen at Te
Harakiki. Since the early 1990’s measures have hmeénin place to restore the
wetland, and halt its decline. These measures appdeave had some positive effect
as the wetland recovered between 1996 and 2002.

The water balance for Te Harakiki was positive, nieg that there is a daily increase
in water storage within the system, during the querof this study. Approximately

91% of total water inflows are lost from the systamoutflows. This indicates that
the wetland is getting wetter (growing), and wikte tcurrent restoration efforts the
future for this unique ecosystem looks positivest8imable management of the

shallow groundwater resource is essential to erthise
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7.2 Recommendations

A semi-quantitative water balance was construabedhfe Te Harakiki wetland. From
this, the main controls on the hydrology of thetsyswere identified. The accuracy
and applicability of this water balance could b&aced by further work in the area.
Conservation efforts within the area could also diénfrom the following

recommendations:

* Gathering detailed hydrometric data from the areer @ longer time period.
This would allow an assessment of long term trendlse wetland, as opposed

to seasonal variations.

* Isotope (Qg) analysis of the groundwater in the monitoringdsprtogether
with water from the stream and wetland, may indicggobundwater flow paths,

its residence time and define the ‘source’ of trmuigdwater.

» Further surface and groundwater quality testindnwithe wetland catchment
would add to existing data and provide baselinermftion. Long term trends

in water quality within the catchment could thenassessed.

» The exact effects of tides on the hydrology oflttweer reaches of the Ngarara
Stream need to be quantified. Therefore, a morarrate stage/discharge
relationship for the stream needs to be construciéeé volume of surface
water inflow to the wetland could then be adjusaedordingly. Conductivity
testing at various points along the stream may teelgietermine the extent of

the tidal influence in the stream.

* A detailed assessment of the residential area bogddhe wetland, to
determine the number of bores and volume of shafjomandwater use in the
vicinity of Te Harakiki, is essential. This coulaviblve door—to—door inquiries
to determine the locations of the bores. Meterihg epresentative number of

bores would help to estimate abstraction levels.
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Resistivity surveys have located the saline interfen the shallow gravel
aquifer near the Waikanae River mouth. Similar eysvcould be extended
further up the coast to determine the locatiorhefibterface near Te Harakiki.
This may have implications for groundwater managermaed use in this area;
particularly if there is to be increased abstracfrom groundwater.
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Appendix 1

Evapotranspiration values tables

Table 1 (a)
Atmospheric pressure (P) for different altitudes (z)
- _ s \3.26
p_ 1CJ1.3! 203 — 0.0065 z
Z P z P z P z P
(m} (kPa) (m} (kPa) (m} (kPa) {m} (kPa)
0 101.2 1000 500 2000 798 3000 70.5
=0 100.7 1050 895 2050 703 3050 701
100 100.1 1100 850 2100 [i=R= 3100 g6o.8
150 99.5 1150 884 2130 T3 2150 §9.2
200 99.0 1200 379 2200 7ra 3200 £8.8
250 95.4 1250 874 2250 774 3250 65.3
300 97.8 1300 383 2300 TED 3300 67.9
350 97.2 1350 8683 2350 764 3350 67.5
400 95,7 1400 858 2400 TE.O 2400 67.1
450 95.1 1450 853 2450 TS5 3450 Bi5.6
500 93.5 1500 348 2500 7.0 2500 g6.2
550 95.0 1550 843 2550 T46 3550 £5.8
&00 94 4 1600 838 2600 741 3600 £5.4
&S50 93.8 1650 8313 2650 LEN 3850 £5.0
700 933 1700 8238 2700 73.2 3700 G4 6
750 927 1730 823 2730 2.7 2750 g4.1
00 922 1800 3138 2800 723 3800 83.7
&30 91.6 1850 81.3 2850 718 2850 63.3
a00 91.1 1900 303 2900 714 2900 62.9
a50 90.6 1950 803 2950 7.0 2850 62.5
1000 90.0 2000 798 2000 T0.5 4000 62.1
Table 1(b)
Psychrometric constant (y) for different altitudes (z)
cp P 4
Y= —— = 00665x107 P
£ A
z ¥ z ¥ z ¥ z T
{m} kParC (m} kPar~C {m} kPa/"C {m} kPa"C
o 0.067 1000 0.060 2000 0.053 2000 0.047
100 0.067 1100 0.059 2100 0.052 2100 0046
200 0.0e6 1200 0.058 2200 0.052 3200 D046
300 0.065 1300 0.058 2300 0.051 3300 0045
400 0.064 1400 0.057 2400 0.051 2400 0.045
500 0.064 1500 0.058 2500 0.050 3500 D.044
GO0 0.0683 1600 0.056 2600 0.045 2600 0043
700 0.062 1700 0.055 2700 0.045 3700 0.043
&00 0.061 1800 0.054 2800 0.045 2500 004z
G00 0.081 1900 0.054 2900 0.047 2900 D.042
1000 0.060 2000 0.053 3000 0.047 4000 0.041
Bazed on A= 2.45 MJ kg"‘ at 20°C.
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Table 1 (c)

Saturation vapour pressure [e%(T)) for different temperatures (T)

§ 1727 T
e”(T) = 0.6108 exp| —————
T +2373
T eg T e*(T) T *(T) T &g
°C kPa “C kPa *C kPa L kPa
1.0 0.857 13.0 1.458 25.0 3188 37.0 6275
1.5 0.681 13.5 1.547 235 3263 ar5 64448
2.0 0.706 14.0 1.599 26.0 3.361 38.0 6.625
2.9 0.7 14.5 1.651 26.9 3.462 38.5 6.608
3o 0758 15.0 1.705 27.0 3.565 330 6.991
35 0.785 15.5 1.761 275 3871 395 7181
4.0 0.813 15.0 1.818 28.0 3780 400 7376
4.5 0.842 16.5 1.877 28.5 3,851 405 T.574
5.0 0.872 17.0 1.938 29.0 4.006 41.0 7.778
9.9 0.903 17.5 2.000 29.5 4.123 41.5 7.9586
6.0 0.935 18.0 2064 30.0 4243 420 8159
6.5 0.96a 18.5 2130 305 4 366 425 8.417
7.0 1.002 15.0 2187 1.0 4453 430 8620
7.5 1.037 19.5 2.267 315 4622 435 8.867
8.0 1.073 20.0 2.338 32.0 4755 44.0 9.101
8.5 1.110 205 2412 325 4.891 445 9.339
9.0 1.143 210 2 487 330 5.030 450 9.582
9.5 1.187 215 2564 335 5173 455 9.832
10.0 1.228 220 2644 240 5319 460 10.086
10.5 1.270 225 2.726 34.5 5.469 46.5 10.347
11.0 1.313 23.0 2.809 33.0 2.623 47.0 10.613
11.5 1.357 235 2 896 35.5 5.780 475 10.885
12.0 1.403 240 2984 36.0 5941 480 11.163
12.5 1.449 245 3075 36.5 6106 485 11.447
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Table 1 (d)

Saturation vapour pressure (e*(T)) for different temperatures (T)

5
e?(T) = 0.6108 exp L7271 (Eq. 11)
T+ 2373
T eg T e*(T) T e°(T) T eq
“C kPa “C kPa “C kPa “C kPa
1.0 0.657 13.0 1.453 2580 3.168 ar.o 6.275
1.5 0.681 13.5 1.547 255 3263 3rh G448
20 0.706 14.0 1.595 26.0 3.361 38.0 6.625
25 0.731 14.5 1.651 26.5 3462 38.5 6.806
30 0.758 165.0 1.705 270 3.565 39.0 G.981
35 0.785 155 1.761 PR 3671 39.5 7181
4.0 0.313 16.0 1.818 28.0 3730 40.0 7.376
45 0.342 16.5 1.877 28.5 3.851 405 T.574
5.0 0.872 17.0 1.933 29.0 4.006 41.0 7.77a
55 0.903 17.5 2.000 295 4123 415 T7.936
6.0 0.835 18.0 2064 300 4243 420 5.195
6.5 0.068 18.5 2130 305 4,356 425 a.47
T.0 1.002 18.0 2187 N0 4453 43.0 8.5640
75 1.037 19.5 2267 315 4 622 435 a8.887
8.0 1.073 200 2.338 320 4755 44.0 9.1
a5 1.110 205 2412 325 4.851 445 93359
9.0 1.148 210 2487 33.0 5.030 450 4.532
9.5 1.187 215 2564 335 5473 455 9.832
10.0 1.228 220 2644 34.0 5319 46.0 10.086
10.5 1.270 225 2728 3.5 5.454 46.5 10.347
11.0 1.313 230 2809 350 5623 47.0 10613
115 1.357 235 2808 385 5780 47 5 10.885
12.0 1.403 24.0 2984 36.0 5.941 48.0 11.163
125 1.4449 245 3.075 36.5 6.106 485 11.447

121



Table 1 (e)

Slope of vapour pressure curve [(A) for different temperatures (T)

|/ %

4008 | 0.6108 exp| 7T

| T+237.3)

_-i =
(T +237.3)°
T A T A T A T A

*C kPa/*C “C kPal*C “C kPal*C *C kPal*C
1.0 0.047 13.0 0.09a 250 0.1859 ar.o 0.242
1.5 0.04% 135 0.101 255 0.194 3T.5 0.350
2.0 0.050 14.0 0.104 260 0.1959 38.0 0.358
25 0.052 14.5 0.107 265 0.204 38.5 0.367
3.0 0.054 15.0 0.110 27.0 0.209 239.0 0.375
3.5 0.055 155 0.113 275 0.215 385 0.284
4.0 0.057 16.0 0.118 280 0.220 40.0 0.283
4.5 0.05% 16.5 0.119 285 0.228 40.5 0.£02
5.0 0.081 17.0 0.123 280 0.231 41.0 0.412
5.5 0.063 17.5 0.126 295 0.237 41.5 0.421
6.0 0.065 18.0 0.120 30.0 0.243 420 0.£31
6.5 0.067 18.3 0.133 30.5 0.249 42.5 0.441
7.0 0.06% 19.0 0.127 31.0 0.256 43.0 0.451
7.5 0.071 18.5 0.141 31.5 0.262 43.5 0.461
a.0 0.073 200 0.145 32.0 0.269 440 0.471
8.5 0.075 205 0.149 325 0.275 445 0.482
9.0 0.0vg 21.0 0.153 33.0 0.282 45.0 0.4893
9.5 0.080 215 0.157 235 0.289 455 0.504
10.0 0.082 220 0.161 340 0.296 45.0 0.515
10.5 0.085 225 0.165 245 0.203 45.5 0.526
11.0 0.087 230 0.170 350 0311 47.0 0.538
11.5 0.050 235 0.174 a55 0.318 475 0.550
12.0 0.092 240 0.1749 36.0 0.326 458.0 0.562
12.5 0.095 243 0.184 36.5 0.334 458.3 0.574
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Table 1 (f)
Mumber of the day in the year {J)

Day January February March* April* May* June*
1 1 3z &0 g1 121 152
2 2 33 61 g2 122 153
5 3 34 52 g3 123 154
4 4 35 63 gid 124 155
5 5 38 B4 g5 125 156
6 B 37 85 o 126 157
7 7 38 BE a7 127 158
8 g8 39 57 98 128 159
9 g 40 68 g9 129 180

10 41 g9 100 130 161

10

11 42 70 101 131 152

" 12 43 71 102 132 163
12 13 44 72 103 133 164
13 14 45 73 104 134 185
14 15 46 74 105 135 166
15 18 47 75 106 138 167
16 17 48 76 107 137 168
17 18 44 77 108 138 159
18 19 50 78 109 139 170
19 20 51 79 110 140 171

20 21 52 80 111 141 172

21 22 53 81 112 142 173

22 23 54 B2 113 143 174

2 24 55 B3 114 144 175

2 25 56 B84 115 145 176

26 57 BS 116 146 177

25 27 58 36 117 147 178

26 28 59 87 118 148 179

27 29 (B0) 55 118 145 180

28 30 - B9 120 150 181

29 3 - 0 - 151 -

30

31

TABAELO add 1 if leap year
J can be determined for each day (D) of month (M) by
J = INTEGER{275 MiZ - 30 + D) - 2
IF (M = 3) THEN J=J+2
alzo, IF {leap year and (M = 2)) THEN J=J = 1

For ten-day calculations, compute J for day D =5, 15 and 25
For monthly calculations, J at the middle of the month is approximately given by

J = INTEGER{30.4 M - 15}
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Table 1 (f) (continued)

Number of the day in the year (J)

Day July* August® September* October* MNovember® December®
1 182 213 244 274 305 335
2 183 214 245 275 306 336
3 184 215 245 276 307 337
4 185 218 247 277 308 338
5 186 217 243 275 308 338
e 187 218 245 278 310 34D
7 186 219 250 280 311 341
8 189 220 259 281 312 342
g 180 221 252 2872 313 343
10 181 222 253 283 314 344

182 223 254 284 315 345

1 193 224 255 285 316 346
12 194 225 256 286 3T 347
13 185 225 257 287 318 345
14 156 227 258 285 318 348
15 157 228 254 288 320 350
16 158 229 260 240 321 351
17 159 230 261 291 el 352
18 200 231 262 292 323 353
19 201 232 253 265 324 354
20

202 733 264 264 325 355

21 203 234 265 245 326 356
22 204 735 266 205 327 357
23 205 235 267 247 328 358
24 206 237 268 265 329 358

207 238 258 248 330 360

25 208 239 270 300 331 361
26 209 240 271 301 332 362
a7 210 241 272 302 333 383
28 211 242 273 303 334 364
29 212 243 - 304 - 385
30
31

* add 1if leap year
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Table 1 (g)

aTi? (Stefan-Boltzmann law) at different temperatures (T)

With o= 4.902 10°% mMJ K4 m2 day-1
and Ty = T[C] + 273.16

T oTc* T aTy? T ot
*C) (M w2 a1y i°C) (M m2 a1y °C) (M i~
1.0 27.70 17.0 34.75 33.0 43.08
1.5 27.80 175 34.99 335 43.36
2.0 28.11 18.0 35.24 34.0 43.64
25 28.31 18.5 35.48 34.5 43.93
3.0 28.52 18.0 35.72 35.0 44.21
35 28.72 19.5 35.97 35.5 44.50
4.0 28.93 200 36.21 36.0 44.79
4.5 25,14 205 35.45 36.5 45.08
5.0 29.35 210 36.71 37.0 45.37
55 26 56 215 36.95 375 45.67
6.0 29,78 220 37.21 38.0 45.96
B.5 25.99 225 37.47 38.5 46.26
7.0 30.21 230 37.72 39.0 46.56
75 30.42 235 37.98 39.5 46.85
8.0 30.64 240 38.23 40.0 47.15
8.5 30.86 245 38.49 40.5 47 .45
9.0 31.08 250 38.75 41.0 47.76
9.5 31.30 255 39.01 415 48.08
10.0 31.52 260 39.27 42.0 48.37
105 31.74 265 39.53 42.5 48.68
11.0 31.97 270 39.80 43.0 48.99
115 32.19 275 40.06 43.5 49.30
12.0 32.42 280 40.33 44.0 49 61
125 32.65 285 40.60 44.5 49.92
13.0 32.88 250 40.87 45.0 50.24
13.5 33.11 295 41.14 45.5 50.56
14.0 33.34 300 41.41 46.0 50.87
14.5 33.57 305 41.69 46.5 51.18
15.0 33.81 30 41.96 47.0 51.51
15.5 34.04 35 42.24 47.5 51.84
16.0 34.28 320 42.52 48.0 52,18
16.5 34.52 325 42.80 48.5 52.49
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Appendix 2

Tidal data
Secondary Ports Table for PORT TARANAKI
Data sourced from NZ Nautical Aimanac 2007/08

Lat. 8. Long. E. Mean Time Differences  Mean Spring, Neap and Sea Level Heights (metres)
Port ° 7 e HW Lw MHWS MHWN MLWN MLWS MSL
PORT TARANAKI 39 04 17402  hhmm hhmm 3.5 2.7 1.2 0.4 1.96
Ahipara Bay 35 10 173 07 -0015 -0015 3.6 2.9 1.1 04 2.0
Aotea Harbour 38 00 174 50 -0004 -0004 37 2.9 12 04 21"
Cape Maria van Diemen 34 29 172 38 -0035 -0035 2.4 2.1 0.6 0.3 1.4 *
Karehana Bay (Plimmerten Beating Club) 41 04 174 51 -0013 -0022 1.5 0.9 0.8 0.2 08 *
Kawhia 38 04 174 49 +0018 +0018 3.5 2.8 1.2 05 2.0
Makara Beach 41 13 174 42 -0040 -0040 1.3 0.9 0.7 0.3 0.8 *
Manawatu River Entrance 40 28 175 13 -0020 +0020 2.4 1.8 0.9 0.2 13 ¢
Otaki River Entrance 40 45 175 06 -0020 -0020 - - - - -
Paraparaumu Beach 40 54 174 59 -0020 -0020 - - - - -
Porirua Harbour (Mana Cruising Club) 41 06 174 52 +0023 +0020 14 1.0 06 0.2 0.8 *
Raglan 37 48 174 53  +0023 +0008 3 2.5 0.9 0.1 1.8
Waikanae River Entrance 40 52 175 00 +0008 +0004 - - - - -
Waikato River Entrance 37 24 174 45 -0004 -0004 3.7 3.0 12 0.5 21
Waitarere Beach 40 34 175 11 -0020 -0020 - - - - -
Hokianga Harbour
Kohukohu 35 22 17332  +0015 +0015 33 2.8 0.8 0.3 1.8
Openeni 35 30 173 24 +0005 +0002 29 2.3 0.7 0.1 1.5
Rawene 35 24 17330  +0026 +0016 3.3 2.7 1.0 04 1.9
Kaipara Harbour
Dargaville 35 56 173 52 +0228 +0346 - - - - -
Helensville 36 40 174 27 +0222 +0249 - - - - -
Island Point 36 14 174 05  +0046 +0046 3.6 2.8 1.4 03 1.9
Pouto Point 36 22 174 11 +0039 +0035 3.2 2.7 0.8 04 1.8
Shelly Beach 36 34 17423 +0155 +0200 4.2 3.4 1.5 0.7 24
Te Kopuru 36 02 17356  +0156 +0236 3.4 3.0 - - -t
Tikinui 36 07 17358  +0144 +0210 3.6 3.0 1.0 03 2.0
Tinopai 36 15 174 15 +0058 +0059 3.6 2.8 1.1 03 2.0
Whakapirau 36 09 174 15 +0125 +0107 3.9 3.0 1.2 0.3 21
Kapiti Island
Waiorua Bay 40 50 174 57 -0017 -0017 1.7 1.2 0.9 0.4 1.1 "
Manawatahi/Three Kings Islands
Great Island (North West Bay) 34 09 172 09 -0136 -0133 2.4 2.0 0.7 0.4 1.4
North Taranaki Bight
Waitara River Entrance 38 59 174 14 0000 0000 3.5 2.9 1.1 0.4 2.0
South Taranaki Bight
Opunake Bay 39 28 173 51 -0005 -0005 33 2.7 1.0 03 1.8 *
Patea 39 47 174 29 -0010 -0010 25 1.9 0.8 02 1.3
Whanganui River Entrance 39 57 174 59 +0035 +0035 2.8 2.2 1.3 0.7 1.7 "

* Data Approximate - No Data
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Appendix 3

Monthly water balance values.

August — Water Balance

In (m3/day) Out (m3/day)
Precipitation 660 -
Evapotranspiratign -- 960
Surface water 1,210 820
Groundwater 1,404 181
Total 3,294 1961
TOTAL (in — out) 1,333

The mean monthly precipitation rate for August frame 7 is 2.2mm/day. This
equates to a daily average input of 660m3/day asguanwetland area of 30ha.

The mean monthly reference evapotranspirationfoatéugust calculated using the
FAO Penman-Monteith equation is 3.2mm/day. This ategi to 1,035m3/day
assuming a wetland area of 30ha.

September — water balance
In (m3/day) Out (m3/day)

Precipitation 602 -
Evapotranspiratiop -- 1,230
Surface water 2,160 1,620
Groundwater 1,404 181
Total 4,166 3,031

TOTAL (in — out) 1,135

The mean monthly precipitation rate for Septemlvemf site 7 is 2mm/day. This
equates to a daily average input of 602m3/day asguawetland area of 30ha.

The mean monthly reference evapotranspiration fat&eptember calculated using
the FAO Penman-Monteith equation is 4.1lmm/day. Tdusiates to 1,230ms3/day
assuming a wetland area of 30ha.
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October — water balance

In (m3/day) Out (m3/day)
Precipitation 1,228 -
Evapotranspiratiop -- 1,020
Surface water -1,296* -620**
Groundwater 1,287 166
Total 1,219 566
TOTAL (in — out) 653

*There was no loss from the wetland to the stredng to high flow levels in the stream it added an
extra 620m3/day to the wetland

The mean monthly precipitation rate for Octobenfrsite 7 is 4mm/day. This equates
to a daily average input of 1,2283%/day assumingeland area of 30ha.

The mean monthly reference evapotranspirationfaat®ctober calculated using the
FAO Penman-Monteith equation is 3.4mm/day. This ategmi to 1,020m3/day

assuming a wetland area of 30ha.

November — water balance

In (m3/day) Out (m3/day)
Precipitation 411 -
Evapotranspiratiop - 1,110
Surface water 173 420
Groundwater 1,326 171
Total 1,910 1,701
TOTAL (in — out) 209

The mean monthly precipitation rate for Novembenfrsite 7 is 1.4mm/day. This
equates to a daily average input of 411m3/day asguanwetland area of 30ha.

The mean monthly reference evapotranspiration faat&lovember calculated using
the FAO Penman-Monteith equation is 3.7mm/day. Tdusiates to 1,110ms3/day
assuming a wetland area of 30ha.
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December — water balance

In (m3/day) Out (m3/day)
Precipitation 460 -
Evapotranspiration -- 1,020
Surface water -1,814 1,460
Groundwater 1,716 222
Total 362 2,702
TOTAL (in — out) -2,340

The mean monthly precipitation rate for Decembemfrsite 7 is 1.5mm/day. This
equates to a daily average input of 460m3/day asguanwetland area of 30ha.

The mean monthly reference evapotranspiration fratéecember calculated using
the FAO Penman-Monteith equation is 3.4mm/day. Tégsiates to 1,020m3/day
assuming a wetland area of 30ha.
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Appendix 4

Table 4 (a) Mean annual rainfall 1960 — 2006

Year Mean Year Mean Year Mean
annual annual annual
rainfall (mm) rainfall (mm) rainfall (mm)
1960 867.8 1976 1074.8 1992 1019.9
1961 816.2 1977 1135 1993 894.9
1962 1310.2 1978 958.1 1994 956
1963 804 1979 1343.2 1995 1179.4
1964 1150.9 1980 1408.5 1996 1223.8
1965 1013.5 1981 899.3 1997 855.9
1966 1298.4 1982 995.3 1998 1218.4
1967 1075.6 1983 1136.4 1999 867.7
1968 1195.7 1984 916.2 2000 850.5
1969 706.1 1985 1155.3 2001 1044.1
1970 884.1 1986 1136.1 2002 1031.7
1971 936.1 1987 894.3 2003 822.8
1972 828.7 1988 846.6 2004 1445.4
1973 827 1989 865 2005 752.6
1974 1129 1990 1096 2006 1214
1975 1224.2 1991 1045.2
Average| 1058 Average 1036  |Average| 1030.5

* highlighted sections show below average rainfall.
Source: NIWA (2007) Pers Com
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Table 4 (b) Calculated rainfall for Te Harakiki 1960 — 2006

Year Mean Year Mean Year Mean

rainfall rainfall rainfall

(m3/day) (ms3/day) (ms3/day)
1960 713.3 1976 883.4 1992 838.3
1961 670.8 1977 932.9 1993 735.5
1962 1076.9 1978 787.5 1994 785.7
1963 660.8 1979 1104 1995 969.4
1964 945.9 1980 1157.7 1996 1005.9
1965 833.0 1981 739.2 1997 703.5
1966 1067.2 1982 818.1 1998 1001.4
1967 884.1 1983 934.0 1999 713.2
1968 982.8 1984 753.0 2000 699.0
1969 580.4 1985 949.6 2001 858.2
1970 726.6 1986 933.8 2002 848.0
1971 769.4 1987 735.0 2003 676.3
1972 681.1 1988 695.8 2004 1188.0
1973 679.7 1989 711.0 2005 618.6
1974 927.9 1990 900.8 2006 997.8
1975 1006.2 1991 859.1

* highlighted sections show below average rainfall.
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Table 4 (c) — Mean annual Evapotranspiration 19602006

Year Mean annual Year Mean annual Year Mean annual
Evapotranspiration Evapotranspiration Evapotranspiration

(mm) (mm) (mm)
1960 738.9 1976 706.9 1992 674.2
1961 755.4 1977 724 1993 713
1962 802.2 1978 777.4 1994 725.8
1963 743.4 1979 705.1 1995 749.1
1964 728.1 1980 701.4 1996 729.8
1965 721.6 1981 726 1997 718.7
1966 709.2 1982 698.9 1998 760.5
1967 724 1983 687.1 1999 787.3
1968 750.7 1984 762.1 2000 755
1969 753 1985 776.2 2001 731.1
1970 749.2 1986 765.1 2002 753.3
1971 773.6 1987 759.5 2003 775.5
1972 703.2 1988 761.2 2004 715.5
1973 760.5 1989 797.7 2005 785.5
1974 800.7 1990 769.8 2006 738.9
1975 749.3 1991 725.9

* Highlighted section relate to years with beloweeage rainfall (see table 4 (a))
Source NIWA (2007) Pers Com

Priestley — Taylor (1972) equation:

ETpt =0

A A

A

+y

(Rn-G)

Source: Suleiman and Hoogenboom (2007)
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Table 4 (d) Calculated evapotranspiration rates fofTe Harakiki 1960 - 2006

Year Mean Year Mean Year Mean

Evapotranspiration Evapotranspiration Evapotranspiration
(m3/day) (m3/day) (m3/day)
1960 607.3 1976 581.0 1992 554.1
1961 620.9 1977 595.1 1993 586.0
1962 659.3 1978 639.0 1994 596.5
1963 611.0 1979 579.5 1995 615.7
1964 598.4 1980 576.5 1996 599.8
1965 593.1 1981 596.7 1997 590.7
1966 582.9 1982 574.4 1998 625.1
1967 595.1 1983 564.7 1999 647.1
1968 617.0 1984 626.4 2000 620.5
1969 618.9 1985 638.0 2001 600.9
1970 615.8 1986 628.8 2002 619.2
1971 635.8 1987 624.2 2003 637.4
1972 578.0 1988 625.6 2004 588.1
1973 625.1 1989 655.6 2005 645.6
1974 658.1 1990 632.7 2006 607.3
1975 615.9 1991 596.6

* Highlighted sections relate to drier than normahfall years Tables 4 (a) and (b).
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Table 4 (e) Calculated precipitation rates - calcdted evapotranspiration rates
for Te Harakiki 1960 - 2006

Year Precipitation - Year Precipitation - Year Precipitation -

Evapotranspiration Evapotranspiration Evapotranspiration

(m3/day) (m%/day) (ms/day)

1960 260.5 1976 493.8 1992 465.8
1961 195.3 1977 539.9 1993 308.9
1962 650.9 1978 319.1 1994 359.5
1963 193 1979 763.7 1995 563.7
1964 552.5 1980 832 1996 624
1965 420.4 1981 302.6 1997 265.2
1966 7155 1982 420.9 1998 593.3
1967 480.5 1983 571.7 1999 220.6
1968 578.7 1984 289.8 2000 230
1969 87.2 1985 517.3 2001 443.2
1970 268.3 1986 507.3 2002 412.5
1971 300.3 1987 270.1 2003 185.4
1972 250.7 1988 221 2004 857.3
1973 201.9 1989 209.4 2005 107
1974 470.9 1990 463.3 2006 606.7
1975 608.3 1991 448.6
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Appendix 5

Rating Curves
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Appendix 6

Location of shallow groundwater bores
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