
ABSTRACT

Aspects of the standard lcast squares method of locating

earthquakcs and its extensic.ns are disctrssed. It is shown that

there is a need to carefully sc'parate and distinguish betrr'een the

statistical and deterministic l)roperties of the lcast s(luares

solution and the algorithm used to obtain it. Standard linear

statistical analysis gives rea.sonable confidence regions for the

hypocentre provided that the errors in the model travel time to

pairs of stations are not col"related. The travel time residuals

which result from the overdetermined system are unreliable

estirnirtes of the model errors, as are the pooled residtrals from

groups of crrents whether or not the data are honrogelleous.

The concepts of Absolute and Relative h1'pocentre deter-

rnination are clarified and the Homogeneous Station method is

rlcveloped and dernonstrated to be a good relative location rrrethod.

The alrplication of the rncthod to a grouf of North Isiand, New

Zealand subcrustal earthquakes chosen fol hornogeneity revealed

that the carthclrralies occurred in a thin, fairly f lat dipping

zone that could be as thin as 9 krn and is not thicker than t8 km.

The result is a significant refinement of previous estirnates

for New Zealand.

The method of Joint FI1'pocentre Determination f i rst described

b)'Douglas (1967) is exanined. 'Ihe arllantage of the method i.s

that the error in the travel tinre model is estinated as well as

allorving for and estimating the effect of an interaction of this

error with the hy'pocentre paranleters of the earthquakes.

VTCTORIA UNruENSITY OF WELLINGTON



The application of this rnethod to groups Of, North Island.,

New Zealand earthquakes al1orr's \rery siglrificant inprov'ement's

to the travei time nodel to b'e nrade and csnfirns the result

that the,re is a vel.ocity contrast for both P and S of between

six and ten p.ercent between paths in and entire$ out of the

downgoing Paclfic plate. :Estinates: sf the ve'loClties in the

plat,e dF,e 8.61.1krnlsec. for P and ['.VSt,A.5 km/see . for S. In

ad,dition, stdtion terns ar,p ealeulat,ed whi.ch descrtbe thc average

departure frOn the new nodel of travel times to the stations

csnt,ributing data to the study. These terms nay be interpreted

a,s arising from,crustal structure local to the statlon which is

different f'rsrn that of, the avera;ge ,crustallnodel used.

The csncl-usion is reached that .apart from prouiding bretter

absolute hlrpocentre estinates, the methoel of Joint HypCIcentre

Determinati:on can be made to )tieLd r+orthwhil'e inforrnation about

srtructure od the seale considered here.
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I I'iTRODUCT I ON

Where are the earthquakes? The problems of answering this
question and using the knowledge derived from the answer to draw

inferences about the structure of the earth are old and much

discussed ones. It was with two principal objects in rnind that

the work described herein was undertaken. First, could an

answer be found to the question: is there a best way of locating

earthquakes? and second: how can one make maxirnum use of the

infornation contained in the arrival times of seisrnic waves from

earthquakes at seismograph stations?

The first question is easiest. The answer must be that the

best method is the one for which the predicted uncertainties in

the hypocentre estinate are srnallest out of that class of methods

for which the errors are fairly predicted. By way of elaboration

on this we can say that a method is bad if the predicted

uncertainties are thenselves badly in error.

The most widely used rnethod for locating earthquakes, the

minimurn sum of squares of residuals method (Geiger (1910) and

described in Chapters I and II) is often a bad method not because

the travel tirne or velocity model used is certain to be in error,

but because extra infornation, often only qualitative, on the

nature of this error is frequently available which nullifies

the statistical assumptions required to predict the likely errors

in the hypocentre.

At this point a remark must be made about the use of the
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"mode1". Itodels of several different classes statistical,

nathenatical (other than statistical), physical are referred

to in this thesis and I have tried to qualify the term each

t ime i t i s used to make the sense c lear . The nost irnportant

class of model here is the linear statistical rnodel. From the

theory of this mode1, Flinn (1965) gave hypocentre error estinates

(as confidence ellipsoids) for the standard least squares method.

Fundanental to the application of the theory are the assumptions

that the observations (arrival time readings) are identically

and normally distributed and independent. None of these

assumptions hold although the failure of some are more irnportant

than others. First, the observations almost never have errors

that are identically distributed. The assumption of equal mean

residuals is widely known to be frequently wrong. Freedman (1968)

nentions the inequality of the variance of residuals (observed

arrival time - predicted arrival tine) at different seismograph

stations. Physically, the plausibility of assuming equal

variance will depend largely on the particular circumstances

- on the microearthquake survey level the assumption is usually

quite good. Second, distributions of residuals are almost never

norrnal. Moreover they frequently exhibit the forn of the tele-

seisnic residuals fron nuclear explosions given by Lonnitz (1970),

namely a sharp central peak and long tails. Jeffreys (1970)

modelled such distributions as the sum of a normal plus uniforrn

distribution, the latter part representing "blunders" reading

errors with a large variance. Such an explanation can hardly

apply to Lomnitzts distribution.

Finally, when sufficient is known about the earth's structure

to suggest that the arrival tirnes at neighbouring seisnograph



stations are 1ikely to be in error by similar amounts, the

assumption of independence is invalid.

This last is the most serious. Lindquist (19i1) reports

that the F distribution on which Flinn's confidence regions

depend is robust to nild departures from nornality and

honrogeneity of variance but can be badly upset by lack of

independence. Evernden (1969a) shows that an F statistic can

be replaced by a X-squared statistic if the number of degrees

of freedom is large enough, but the X-squared distribution

suffers from the same problens as F. It is with caution then

that one determines accuracy of a hypocentre estivnate using

standard linear theory.

Let us ternporarily leave this problem and turn to the

second: maximum inf ormation extraction. /Ir arrival tirnes for

an earthquake are /U pieces of information (degrees of freedom)

which are divided by the location method into four location

parameters (assuning origin time, latitude, longitude and depth

are all to be determined) and N residuals which have of course

only /V-4 d.f. How can one make best use of these N-4 remaining

pieces of infornation? In particular, how can the information

be used to improve the travel time or velocity nodel? In

Chapters I and II it is demonstrated theoretically that the

residuals are a very poor estimate of the model errors and that

combined residuals fron groups of earthquakes have properties

which make their interpretation difficult.

Notwithstanding past success of methods which process

pooled residuals the Jeffreys-Bullen (1948) travel tine model
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obtained by this method has been little improved on as a world

average travel-time model by the work of Herrin et aL, (1968)

and others it was decided not to persist with this method with

its uncertainties of convergence (Douglas & Lilwall, I972) and

its inability to predict the correlation between errors in the

hypocentre estimates and the error in the derived rnodel. It is

possible to make progress with the method as Veith (1975) has

shown in his careful study of Kuriles to Okhotsk earthquakes

which produced regional travel time corrections.

The nost attractive method to date for acconplishing our

task is Douglasfs (1967) Joint Hypocentre (or Epicentre) Deter-

mination nethod. The method is to estimate together the hypo-

centres and the average nodel error between the group of earth-

quakes and each station contributing information. The rnethod

does not require, as is sometines stated, the assumption of a

constant model error over the group of events. The statistical
theory of the General Linear lrlodel (see, for example, Zelen,

L962) is all that is required to furnish estinates of uncertainty

in and correlation between the paraneters.

The greatest difficulty with the nethod, reported by

Douglas in his introductory paper, is one of i11-conditioning

of the linear system produced which manifests itself as a near

linear dependence between the station terrns and hypocentre

estimates.

There are different ways

the purely numerical problem

view this phenornenon. First,

solving an i11-conditioned

to

of
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system can be reduced a great deal by using higher precision

techniques. The systems that arose in this thesis were all

sufficiently well conditioned to obtain stable solutions by

the methods described herein. Second, the appearance of large

values for the correlations between station terms and hypo-

centre components in the calculated variance matrix of the

paraneters warns us at least that we are seeking a result at

the limit of the resolving power of the data - a circumstance

often obscured by other rnethods.

' The ability of JHD and its offshoots to produce better

hypocentre estimates has been demonstrated in a wide variety of

contexts. Apart from Douglasrs (1967) relocation of a group

of earthquakes and the nuclear explosion LONGSHOT, trork

includes Blaney and Gibbs (1968) who used JHD (rnore correctly

JED - epicentres only) to relocate groups of explosions with

demonstrably improved relative position estimates. They used

a master event, a given event whose position was fixed to its

known position to yield absolute locations, or in the case of

explosions at Novaya Zenlya, 3r event given an estimated position

to produce locations of the rest of the group relative to the

master. The use of a naster event vastly inproves the condition-

ing of the system. The price paid is that in the absence of

an absolute master, that is, an explosion of known origin (or

equivalent), the error in the assumed solution for the master

enters into the picture as a systematic error in all the other

parameter estimates. Numerous examples are given in this thesis

of the rest of the group moving in para1le1 with a master as

the position of the naster is varied.
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0n a different scale, Dewey (1971) employed JHD on a regional

scale in a seisrnicity study of \renezuela and environs. In this
study and in prelininary development involving Nevada explosion

data, Dewey invariably found that a master event was necessary

for stability. Much of Deweyrs data for the seismicity study

was teleseismic and his depth control depended on pP.

Similarly, Billington and Isacks (1975) apparently had

too few observations (a total of nine stations) to operate

without a master event. Their work shows the power of JHD to

provide excellent relative locations as demonstrated by the

simple geonetry found for the distribution of 600 km Fiji

ea rthquakes .

Even with a master event, considerable information about

model errors is forthcoming from the mean model error or station
term estimates. In this the nethod is superior to Evernden's

(1969b) method of using the residuals from a master event as

station terms to locate a group relative to the naster. (JHD

also a11ows for the effect of reading errors in the arrivals

from the master.) However, the modelling aspect of JHD has

been somewhat overlooked except for the g1oba1 study of LiIwa11

and Douglas (1969). Part of the problen involves suitably
pooling the mean model error estimates frorn different groups

of earthquakes. Methods such as Bolt and Freednan (1968) suffer

from the problen of i1l-conditioning and the imposition of a

particular forn of azimuthal dependence, such as a sine function,

runs the risk of obscuring the true nature of the variation if

the applied functional form is totally inappropriate.
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some recent approaches to this problern of noderring are

presented in chapter vII. Our efforts with JHD have been

directed towards its evaluation in a regional situation (on a

similar scale to Dewey's) where a large amount of data is
available from stations within 500 km of the earthquakes. The

position of the New Zealand seismograph network to record sub-

crustal New zearand earthquakes has no superior in the world.

Subcrustal events were chosen because possibilities of ambiguous

interpretation of crustal pulses (connon from shallow events in
New Zealand) are avoided and because S arrivals from these deeper

events are largely non-emergent and thus S data can be used to

swel1 the input information. The work of Chapter V demonstrates

the effect, by no means disastrous, of not using a master event,

in groups of such events, and Chapter VI is an attempt at a

regional travel tirne model irnprovement using JHD.

In nany cases, absolute hypocentre determination is found to
be difficult while relative determination is sirnpler and all
that the particular circumstances demand. The elenentary

technique (frorn classical analysis of variance) of ensuring no

missing observations - the Honogeneous Station method (Anse11

and Snith (1975) and described in futl in Chapter IV) is one

way of achieving this. The idea is not new but its importance

seems to have been overlooked. The excellent relocations

obtained by Engdahl (L972) in the Aleutians are largely due to

his homogeneity of data.

The occupation of this thesis with least squares methods

in their simplest forms has meant that the fairly large class

of alternative methods of location proposed in recent years
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has been pretty-we11 overlooked. Such methods include Janes

et aL. (1969) nethod of computing the origin time from S-P

values and advancing to a solution by means of a two-stage

iterative process; Keilis-Borok et aL. (197?,) who apply

empirically determined functions to the incremental inprovenent

to the hypocentre to improve stability; and Lomnitz's (L977) very

novel use of distance rather than time residuals. Most methods

involve least squares somewhere. Their objects can be summar-

ised as superior stability. In ny experience, linited to

regional work but involving depth deterninations without special

phases, adequate stability can be attained by suitable damping

of the increnental improvements (Hart1ey, 1961). The use of

damping also almost always decreases the number of iterations

required to achieve a satisfactory hypocentre.

The achievements of this work can be summarised as follows.

The Joint Hypocentre Determination method is demonstrated on the

regional scale to be a good ab-solute and relative location

method and also to provide worthwhile information for modeL

improvernent provided the rnild restrictions of Chapter I I I are

observed. The Homogeneous Station method is shown to be an

excellent relative location rnethod which can be applied to
sma11 networks of stations. The application of these tools to

a

other regions and their extension to crustal earthquakes on

the regional level and to micro-earthquakes is work for the

future.
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Ct1APTER

THE LEAST SOIIARES METI-|OD C|F LI)CATII|G A SINGLE EARTHI]UAKE

This chapter is in part a summary of known results about

the standard least squares method of determining the longitude,

latitude, dept.h and origin time of a single earthquake from body

wave arriva 1s but also includes points about the rnethod r.'hich

have not before been clearly explained. In this section the

notation of following chapters is established.

THE EOUATIOI.IS OF CONDITION

Suppose that an earthquake occurs at an unknown point

n = (h, I, U, z) in space-time, where h is the origin time, r

and y are the longitude and latitude and z is the depth of the

source. A set of n body wave arrival times oj are obtained from

seismograph stations. We have models for the travel tines tj of

the seismic waves, typically tabulated values of the time given

the distance di and depth of the source s from the receiving

station. We then seek the values h, n, A, z which minimise:

s(r) (crj - tj(dj, z) - h) ...(1.L)

and we use these quantities as estimates of the hypocentral

parameters. This is the standard least squares hypocentre

estimate first suggested by Geiger (1910) but only popularised

after the advent of high-speed digital conputers nade feasible,

algorithmically, the finding of the least squares solution.

n
:I

j=I
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The,nuinerous, references in the literature include Bolt (19,60)

who describes a computer al,g,orithrn for finding the solution and

Fli.nn (1965) who ar-ralysels the solutiorn statistically.

it is irnportant rto disttnguish 'between the solution r.'hich

ha-s the least seuo:re$ property and the method of arriving at the

solution.

First, Let u5. deal briefly with the metho,d, Fron a trlal
s,oLution oe. d set of ilnprove,lr€Dts to the trial n6g "t* caleulated

by solving the set of equations sf conditisn whieh result when

the trarrel tine nodel is lin,earised. Frorn Taylorts Th.eoren:

towf a) : ti( ody

8*
+ 

t'Jo'6e

e, a,
sil * #iflodr +

* oei

ffi,0,
, . . (7.2)

where q = ord + sdg and we assune that the trarrel time model

continuously differelrtiable, so that ei, the renralnde'r term

line,arlsation error, has the property that:

lqllll,ell + o as il'qll

is
or

+0.

Let "j be the reading error associated with the o'bservation ar.

Denote by *i the difference between the true traveL time

(q-. + eJ h) and the model travel tine tt(d;, z)-J J ' ;r .t-

then the equations of conilition:

We have

0. 0,
oih + (dt#*)'6*

a. a, a,. 
Wflods i (ei;l'ev : ui - ti(odi, il - sh * ,j - ri - ei .,.(X.8)



whieh nay be

of, the natrix

solv'ed

A, the

both sides

r5:

11.

by th,e transposeby premultipLying
+Lj"' row of which

(x
7d

E_
& -nlz

and solving the systemi

a{ao[ = 4t rU- ,.. (1,4)

where og'i = *j ti( adi' a) o,h- An equivalent method su'ch as

orthogonal transfornation of the equations of condition (Ho:use-

holder Methodn Househslder (1953)), may be used. The resulting

estinates etg have the proBerty that:

'-t, 
a did" 
'o

Dt,
r7

dt, dd 
^5--J5-ooc -a8

(qJ - tg,( rd'' z), - sh - o6rr -

is an absolute ninirnulR over all possible values of 6*. A new

hyp,ocentre estimat.e is how t{ = og + u6gn and we proGe€d

iteratively until the increments .6qr are considered negLigible.

The general c'onditions for the co,nvergenee q,f such a scherne are

given by Hart,J.ey (196L) and depend on the goodness of the linear

app:roNixnatisn ts the 'nodel. Hartley concludes 'by showing that.

the o'n1y way to ensure- eonverg.en.c,e to the absol-ute nininun,

rtrhi.e,h is' nec.esgary fgr statistical purpros€s, when there rnay be

secondary 1ocal minina, is to start in the *o',el1if o.f tho absolute

urinimunt; that is, in sone region fi about the abso.lute minimum

in wh,ich w€ cdn f ind oa such that:

8( r ) < 1ln Lr;f s(*)
se8

r'l'

I
l=L

3t,id o ot. o z

,!f,t, - fi oiz's
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In practi.e e, it is, usudl. nst to ,check Hartlelrrs crite.rie

for convergence but to wait and see if the iterative sche.ne

converge,s. It has been obs.eruecl that convergenee generally

occurs uhen th,ere is 4,good distributisn of stations about the

hypocentre. Flinn (1965) points out that this condition of,

good distribution is eqr:ivalent to a well conditioned system of

equations of condition.

CONVERGENCE TO THE LEAST SAUARES SOLUTION

a litt1e rore

the solution

Fi.tsto Let us Rote that fron Taylorrs Theorem, sinilarly
to (1..2):

ltle shall diseuss this convergence question

before proceeding to discuss the properties of

itse1f,.

,i,+tt i( d,+td it,i+la )

Thus the irth te:cn

(r:+fJ th iteration,

+ eii

i.+ttd - i+th)

the ith iteration:

of the right hand side sf (1,8) f,or the

= tti( ldy' d')

* (W*us"

.u. -.8-1,"4 L n

D.t.
- (-;ut"

*),*.

a,+. a",trf;ntn

. . . (1,.5)

A46 ta t.(t

8ft. A.

wf)

t+# i

the jth residual ofdiffers from

.7, =1,J ,Er -t
a,r. a "

w#,^o



only by the anount qi,Ji expllcitly we have:

++tUi = Ooi'Qal

The residuals, -,F have the propert'y that:1,-

.AT.n = 0
7, 1LJ

UAf denoting the transpose of .A, and the 1i+r)th

,*16," i. the solution of :

'F+T
d+ta'd+tAi+rE = i+tA- i,+i!-

f f we write i.*tA = {A + U6A, the eieneats of

differerrces betwee.n first derivatives of the
.rat points Udq apart.

r3.

... (1.6)

.,,,(7.F)

increment

.. . (7.9)

.6A will be
iL

trav'el time mo,del

The right hand side of ( x,8J is thus:

( 
4Ar 

+ 
d6A'),(oL - q)

whichn by (X.7) n erquals:

^ATo.+.6Ar.r -.64f,o.7' *l' 7' L- 7. *1,

For a perfectly linear nodel, this tern is zero irnplying that

one iterati,on woul,d suffiee, exceBt for the possible linitatiorns

of, fini.te atrithmetic, to find the absoLute minimum. Othe.rwise

this qua-ntity depends on the li-nearisation error and the Tate



of change o:f the first derivatives of the lnodel.

.sf eonrr€trg,€Dc€ will depend on the smoo:thness arilcl

nodel. -

isquaTc:s pToc€ss

,l .8c so that:7,1.-

14.

Th-us the rate

flatness of the

.., (7.9,)

dec,omposes 4{. into

... (1,70)

Further, the definiti.sn of the rasid:ual vector 
,p.,

llvll " lleglf

l[*1all

- llrull * lh4ll

A
tv. = ,rl - .C.6r
1.- LL 1,L-

and (7:.tl) show that the !,east

tr+o orthogonal vectsrs :r andL_

,so that in the preseitce of, a smal.tr linearisati'on exf'or we night
hope to get a s:tseusnce of right hand sidee, getting smaller and

smaller but with large linearisation errors, causable in practice

by starting a long way fron the solution, t.here is no guarant€ed

conve'rgence t

l\ulY = llarll' + [p;&lf'

so that for llaSqll > o

Fronr (1.6)t

Flinn (L965) has exanrined the L'inearieation error with the
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particular view of observing its effects on the confidence regions

he calculates for the hypocentre parameters (r*'hich will be

discussed in a later chapter).

I have used as examples and tests for the results developed

in this thesis, locations of New Zealand mantle earthquakes

using arrival time data from New Zealand stations only. These

stations are always within about 800 km of the epicentres

calculated herein and the hypocentres are never deeper than

400 km. The Jeffreys-Bullen Seismological Tables are used as

our (initial) model for two reasons: It is the rnodel used by

the New Zealand Seisnological Observatory in its routine hypo-

centre determinations; and no better model describing the travel

tirnes in the nantle under the North Island hitherto existed.

Examination of linearisation erlors caused by the quadratic

interpolation routine used in this thesis to interpolate in the

tables in the distance/depth range of interest revealed that the

errors were largest near z = 33 km, i = 0 where the errors Can be

several seconds if the distance and depth errors in the final

solution are greater than 50 km. The linearisation error

decreased with increasing distance and depth, but for hypocentre

errors of 50 km the linearisation error is always of the order

of one second. When the distance and depth elrors are 20 km,

the linearisation errors are never greater than 0.8 seconds but

always of order 0.2 seconds and when the distance and depth

errors are 10 km, the linearisation error is never greater than

0.2 seconds. The rnagnitude of the linearisation error (in

seconds) for elrors of 50 km and 10 km at short epicentral

distance is given in Table 1.1.
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TAtsLE I.1

MAXIMT M LT,NEARTSATION ERROR (S-EC. )

For an emor in epflcentral dietance and depth ,of < 50 kn.

For an eTror in epic-entral distance and depth < 10 km.

2z? 285 348 41r

.5

1.0

1.5

2.A

?.5

3.0

'5
1.0

1.5

2,0

2.5

3.0

4.7
s.6
2.65

2.s5

1.6

1.25

2,75

2.65

2.05

1..9

1.'75

r .35

1.6

I.9
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II'IPROVING THE CONDITIOJNING IN THE STANDARD I'IETHOD

We have not yet discussed the irnpl.ications of, f-inite
arithrnetic in the prrobtr-en of convergence. A poorly conditioned
sys,tern of equations has the propertlN th,at slnatrl changes in the

right hand s;i.de f.! of (1.,4J may give rise to dis'proportiornately
large increnents ,69. A measure of the conditioning is the

condition nunber I of thre matrix afc (equation (f .4)'): defined

by:

Thus I is nulneric:aLly equaL

and leas't eigenvalue,s of ATn o,r

a general reference).

t : ,,,rp llar4gll ' "op ;p%-l*J1 , ll*ll = r

= ,,rp llar,qglJ / inr llarrytl ' lltll = r

. ,. (x..72)

the quotient of the greatrest
I

(see Dahlquist (1972) as

to

arn

l is a measure of
pl.ace when ,solving:

by whieh we mean

noduli we have:

rorhere u is a

the greatest nagnification that can take

: aFA ... (1.4a)

the following. Solving the ,above and taking

llnra-rnryll

llnrall . llara-rull

atns

llqll

urtit vector TperaLle1 ta A'y.
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So

where A_-_- is the gr€atestm8x

the least eigenualue (lO if
Largest eigenvalue of e'TA.

llsll : ttaLtt ",p lln%-lq.lf , llu,ll = r

= llarull Arr*

eigenval,ue of (ore)-l .

(eIa)-L exis.ts) then

Using this as a unit

.., (r.1.3)

If Arin is
ll A is the' mln

f,or comparison,

llsll < x^

that is, expressi"s ll nryll as :a nultiple of [1/Amirr):

lli,er*U = M(llA . ),- mnn

we have:
...(x.14)

Alternatively we can thj.nk of scaling (l.eal,so that Au,io = 1.

Thus L gives a bound for the nagnification whic,h can be achieved
qr

when A'y Ls parallel to the eigenvector correspornding to gfeatest

eigenvalue of a'fa-l,

The second and third colunns of the matrix -{ contain

derivatives of the tr;avel- time model with respect to distance

nuLtiplied by guarrtitles which are wel-1 approximate:d in practice

by the cosine and sin"e of, the azinruth of the station from the

earthquake (Eullen, 1965). In view o,f' the conXlaratively small

changes in At/Ad which occur over a wl.de range of values of
(d., z) in nodels like the Jeffreys-BulLen nodel (Jeffreys and

Bu11en, 1948), a wide range of azimuths is required to provide

good c,onditioning.

The last colunn contains the entries 3tr/Dz. This quantity
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is positive when the ray leaves the source upward typically

when the epicentral distance is less than the depth and

negative when the ray leaves downward. For models in which

there is an increase in velocity with depth (as distinct from

layered models with constant velocities within the Layers) there

is a tendency for the ray to quickly become flatter at the

source. For a wide range of distances Dt/Dz will be of sma1l

magnitude. Ideally one requires several stations sufficiently

close to the source that the rays are steeply upward to these

stations, and other stations at a distance where the ray leaves

downward.

For example, using the J-B model and considering a 200 km

deep event, bt/62 (P) is 1.0 sec./10 kn at 100 kn from the source

and decreases rapidly to .02 sec./10 krn at 800 km and continues

decreasing more s1ow1y to -0.5 sec./10 km 1900 km (where there

is a discontinuity) and does not reach -1.0 sec./10 km until

the distance is 5000 kn. (The choice of units here will be

explained later.) More improvement is obtained if a range of

phases which give widely differing values of At/Ad are available

such as ,9, pP and core ref lections, presuming that P is the

principal source of information.

It is inportant to note that the inclusion of extra phases

does not autonatically provide a better hypocentre estimate.

If for some reason the model travel time for such an auxiliary
phase has larger errors than allowed for (for example, if s is

used with a model very much poorer than the P rnodel used but

r.,i th no downweighting of the s data) then the solution is likely

to be poorer. What these phases do ensure is that, by improving
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conditioning, an error of given size is less 1ike1y to provoke

a magnified error in the parameter estimates.

A recent discussion of conditioning of the equations of

condition by Buland (1976) demonstrates the value of the

Householder method. Buland fails to note the advantage of

scaling the hypocentre parameters, that is, choosing units of

d and z so that \t/Dd and et/Az are the same order of magnitude

and the sane nagnitude as the first column of ATA, the origin

time column, which is a column of 1rs. As already indicated,

units of 10 kn for depth (or larger) are commonly required to
produce numerical values of \t/az close to 1 in nagnitude and

10 km is an appropriate unit for d as wel1. The value of this

scaling 1s fully explained in Smith (1976).

A selection of condition numbers for hypocentres discussed

in Chapter IV are plotted in Figure 1.1. The events were

located using a P arrival from end of the seven stations shown

in the figure. A cross section fron SE to NW across the middle

of the North Island showing the depth distribution is given in
Figure 4.4. The deepest assigned depths are about 270 krn along

the TNZ-KRP line with the events along the WEL-GNZ line being

assigned depths of about 80 krn. It is seen immediately that the

condition number rapidly increases as one moves outside the

convex hu11 of the seismograph stations, and as the assigned

depth increases.

WhiLe on the subject of conditioning and stability, we

mention a simple device which greatly improves the chances of

convergence which is to darnp the increments, so that the i+Ith
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estimate is iL + 0(OEg/, 0 < + < 1 (IIartley 1961). In principle,

0 is chosen to naximise the improrrement to the residual rn1 of

squares but, in practice, fray be predicted by the apparent rate

of convergence. For example, a scherne used herein is: if the

rnagnitude of the second increment is very much less than the

first, set 0 = 1. If the increments are of the same order, set

0 = 14. If the second increment is larger than the f irst, set

O -- dlo6tll / llZ*r6qll. N{ore elaborate schemes, such as described

by Marquardt (1963), are computationally expensive and not

justifiable in most cases.

To conclude this chapter, we mention other means of obtain-

ing hypocentre estimates which are generally enrployed when the

system of equations of condition is i11-conditioned.

Keilis-Borok (1971) uses damping to determine teleseisnic
hypocentres from a sma1l network of stations in a geographical

region which is sma11 compared to the nean epicentral distance.

James et aL. (1969) and others have used the method whereby

the origin tine is restrained by some means, often fron examinat-

ion of P and .9 pairs of arrivals, and then the best fit of the

latitude, longitude and depth is found. This method works

essentially because the near linear dependence of depth and

origin time in the equations of condition, caused by the numer-
a+

ically smal1 values of E for rnany values of (d, z), is removed
z

by fixing the origin time. This principle can be extended to

the standard method by f ixi.ng the origin tirne, f inding a new

epicentre and depth and then adjusting the origin time by the

mean value of the residuals, since in the absence of an origin
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tine term in the equations of condition, the nean residual need

not be zero. (See Chapter II)

Also conmo.n is the restriction of the dep,th of the event

when there is data such a,s a core or surface refl.ection which

indicates a particular depth. In the case of a local earthquake,

if the existence of crustal Bhases indicates a shallow depth

and, in the ab,senc-e'of'a station near enough to give depth

control by providing a suffi,ci.ently la,rge numerical value o.;f
a*
f, the depth may be constrained to some nominal rralue such as

a
33 km.

The stepwise multiple regression approach ta solving the

equati,ons o,f condition (Lee ,and L,ahr (1975)) is another approach

to stabiLi,sing the iterative neans by updatlng those paraneters

which nake the statisticalLy nost signifi,cant (by linear theory)

improvenent to the sun of squares.

The value of solu-tions obtained by these methods will be

dis,cu,ss,ed in the next chapter. llethods which emp,loy inforlnation

fro'm nore thah one event will be di.seussed in subsequent chapters.
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CHAPTIR II

PROPERTIES OF THE LEAST SOUARES HYPOCEI\ITRE SOL11110N

ALCEBRAIC PROPER.TIES

We have obtained

property that:

OF :IHE SOTUTION

the hypoicentr'e solutlon *$ With the

*6r, = teld)-Lat ru- = o

The vector of residuals for this solution
the property (from (2.1)) that:

lP
A'*!!_ s 0

... (2.7)

is- *g which has

,.. f 2.8)

Thus the number of degrees of f,reerdon of the reslduals are

reduced by the nunrb€r o,f param,eters estimatedn generallf four.
.Equations sirnilar to (1.s/ gi,ve the retrationship between the

r,esid-uals, model earors and the ,error in the final hypocerrtre;

{*_, = *lL- g.+ e - {L ,,, (2,3)

Denote the total etrror - I + s - *E. bI *e. Then *a.= 4*69 - *lL

and the relation (2.2) gives:

lhell' = lla*oelll'+ ll*zll' ,, . (2.4)

so that lbll :'ll*gll, This is lnp,ortant whe,n the residuals are used
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to obtain extra information. For exanrple, if corrections to the

travel time nodel are obtained from an analysis sf residuals,

there wilX be a tendency to underes,timate tbe' nodel error.

The exact errCIt ,*dE is given by:

This Shows that the contribution ts
error a.' at ststion 4 will depend o'n

El

present. It is clear that there is

9- - *4) . . , (2..6)

( 2.7)

the f.inaL error *6gl by an

whlch other stations w,etre

lik,ely to o'e a systematic

nE=
tfi t 'fll(A'A)-'a'(- I +

L.et us as.sune we have N seismograph stations obs,e'rving iU earth-

quakes in a geographicaL region sufficiently smaLl. that the

rnodel efr'oT "i can be assunied constant for edch statio:n i = 1,,.lV

at the expense of, introducing an errof negligible c,ofipared to

ll gll. Eaeh ,statlon nay not record- each event. The equations

of cond,ition for the dth soLution are:

PiAi*6ni

whe-re PO is an -nNx,tu dia.gonal. metrix wieh 1 in the juh position

if statio.n p reeords event + and zeto otherwise, and 4-. i,s the

ith unit vectsr with 1 in the ttu position and zeto elseuhere,

Frqm (8,s,) we have (sinee *ir.*u - p4)z

Jtt*$ = 
i!r" tre{uereot-'a?^oyt + ref,n{; t-Laleutzu- qt
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error in the *6qi if there

geographic position in the

source biasing. The 1ikel

of stations which record a

discussion of whether the

the strict sense will be d

is some systematic variation with

terms s;, a phenomenon referred to as
.l

ihood of this increases as the number

11 the earthquakes increases. A

least squares estimated is biased in

iscussed later in this chapter.

Before turning to the statistical

1et us return to equation ( 2.5J and rn'r

vector of 1[ components, each of which

Then:

properties of
n

ite s = Es;/n.
j=L"

is 1. Let 6s,.
J

the solution

Letlbea

= s. - ;.
J

*dr -- (f a)-rnr{- (F1 + 6s/ + I rg_\ ..(2.s)

Since the first column of A is 1, (nTn)-laTL is a vector with

first component, corresponding to the origin time correction,
equal to 1 and other components zero. Thus the average nodel

error F will produce an error in the origin time of -F, but will

not contribute to the error in the other hypocentre parameters.

Because the average nodel error is always transferred to the

origin tirne, it is impossible from earthquake location data alone

to determine the average error of a rnodel. A similar conclusion

is reached by Lomnitz (1970) who discusses the problem of

inproving the accuracy of P travel-time rnodels using earthquake

data. Note that there may also be a contribution to the origin

time error from the remainder term 6s since the colunns of A are

not orthogonal



27

STATISTICAL PROPERTIES OF THE SOLUTION

We now consider the statistjcal properties of the least

squares solution. In particular, it would be desirable to say

how accurate the solution is in terms of confidence intervals
for the parameters or joint confidence regions for combinations

of the parameters. Flinn (1965) extensively discusses this
problern using the assumption that the errors, except for the

linearisation error, are normally distributed and independent,

He shows that standard linear confidence ellipses based on the

use of

a'(aTn)-r

variance of the parameters, where

being the number of parameters estinated,

dirnens ions of the conf i dence regi on are

the possibility of the linearjsation
compared to the other errors.

for the estinate of the
n

02 = ( r ra;')/("-p), p
i=L 'l

are satisfactory if the

sma11 enough to preclude

error being significant

The actual distribution of the errors has been a subject of

nuch discussion, controversy and confusion. It is important to

realise that the errors come from three sources, as shown by

equation (2.3), and that these three errors are not independent,

since the linearisation error depends on the location error

induced by the model and reading errors.

The reading error is the simplest and rnost easily dealt

with. Freedman (1968) gives a very complete discussion of the

reading error and concludes that, if certain precautions are

taken, the distribution of reading errors for a particular phase
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at a particular station wilI be rrormal. The precautions rnust

exclude the possj-bi1ities of blunders by the reader, failure to

identify the correct phase and that the arrivals should not be

of a different character as might result fron earthqtrakes of

greatly differing magnitude. lnlodels which a1low for the exist-

ence of such effects can be constructed. Jeffreys (1970) gives

the well-known model of normal plus 1ow 1eve1 uniforn distribution

to account for blunilers and derives a method of weighting

observations to remove the effects of blunders. I have derived

sirnple nodels to account for the possibility of identifying the

wrong crustal phase in a situation where two arrivals are expected

but only one is observed. These distributions atl tend to have

the characteristic of a sharp central peak and long persisting

tails which are frequently observed in residuals. (See Lomnitz

(1970), Freedman (1966b), (1967) and Figure 5.j.

We now come to the problem of modelling the travel tine
rnodel errors. With the increasing quality of instruments and

conconitant. improvement in the precision of observations, it is

clear that the distribution of residuals obtained from explosion

data as in Lornnitz (1970) or Dewey (1971) must reflect the

distribution of rnodel errors for these events and that these

errors with standard deviations of several seconds tend to be

very much greater than the reading errors with standard deviations

of a few tenths of a second.

The author rvas not in the fortunate position of having

explosion data available to supplement the earthquake data used

in this study, Mention will be made later of the use of such



79.

data. lr{any of the people investigating dif ferent location

techniques have trsed explosion data to test their methods. See,

for example, Douglas (1967) and Dewey (1971).

The basic difference between explosion residuals and earth-

quake resjduals is that since the location of the explosion is

known, the residuals are numerically equal to the total errors

with ful1 number of degrees of freedom (equation (2.3/ when

*6c = 0) whereas in the case of earthquakes the residuals are a

linear function of the total elror, viz.:

. (2.9)

with the number of degrees of freedon fewer by p, the number of
hypocentre parameters. Fron (2.9) certain deductions can be made

about the distribution of the errors. For exanple, if the

distribution of the residuals is not normal then the errors

cannot be normally distributed. The operator {n(arA)-LAT - r}
is a projection from the n dimensional space of the errors to the

n-p dinensional subspace which is the nu11 space of the operator
q1

A'. For any postulated error distribution, the distribution of
the resultant residual distribution may be readily compared with

reality, but, of course, there will be an infinite nunber of
possible error distributions which give the same residual
distribution.

MODELLING THE MODEL ERROR AS A RANDOM VARIABLE

lVe have hitherto begged the question somewhat in talking
about the distribution of the travel time model errors, since we
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have not clearLy stated how s is a

the f,oll.owing experiment in whictr,

q'uake, a randon sample of rt points

the earthts surface O. Define Ou

ifotO,

s(d

Define:

randon rrariable. Consider

to o,bserve a particular earth-

is rtade fro'm some re,gion of

to be the sub:set of 0 su;ch that

".. (2.70)F^(z) = Idr/e0 'z
f.dr
o

F" is cl,earLy a distribution function and ue equate the probabil-

ity of picki,ng a polnt frour fi for which the nunerical value of

the travel time mode1 error is less than z to F"(z). If the

seismograph statlons used in the location of, the esrthgual(e, r+er,e

chosen in the maarier sUggested, then the conp"onents of g would be

indep.endent witll narginaL distributlon function F"(z). Igno'ring

for the m,s,ment the sb,vious obj ection that this is not how

observations o.f an earthqueke are nade, I,et uS continue and

calculale the expected value of g, E(a). If we define us --

.{* sdF ^, then:
-do

E(s) : U^Iu- .. . (8:.nL,1

In order that we nay apply the statisti-ca1

nodels to (2.3), it is nandatory that:

the'ory of linear

E( ril - ,a*& .., (E.tA)
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or equivalently:

E(d : o , , . (2.78)

In our case:

E(eJ : E(-g) +E(il +E(-rg) .. (2.r,4)

rt is fair to take E(,e) = 0. Freedman (1966a) indicates

that the nean reading error wilt be sna1l cornpared to its
standard deviation and we may :le,gleet this quantity as mraking q

n"egl.igible contribution to th,e trocati.on err.or. The linearisation
errqr is a Inore difficult case and we shal1 rner:ely assumo that th,e

loe,ation errox is sr,rffi-ciently smalr to nake ttrese errors
n€,gligible cornpared to the model errors. unless we are in th.e

position of having several stations within one or. tr,rlo degrees,

the linearis.ation error can be negLeeted sr location errors up

to 50-40 km. (Eee Table 1.1)

Thue ile are left wlth:

EI d E E(-9)

= -ul'r ,. . (2,76)

so that the least squeres hypocentre estinate wiLl be a b,iased

esti'rnat,e, but o'n1y the origin tflme wilL be bi&$,€d, b)r th'e

atnount -ils" becauser ES'we have seeR, such an error affeets

only the origin time.
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tlnder these circumstances, if the distribution of model

errors were norrnal, then the linear confidence regions of Flinn

(1965) would be valid for the parameters other than the origin

tine. The studies of D.ltt. Norton, reported in Lindquist (1971),

cornpared the F distribution with the analogous distributions

resulting when the distribution of the errors were neither

normal nor homogeneous in form or variance. Norton concluded

that the effect of distributions r''hich were sharply peaked with

long tails (leptokurtic) would produce confidence regions based

on the F distribution which were optimistic by a fel percent.

Skew distributions had little effect on the validity of the use

of r. If the observations were drarn'n fron populations with

rnarkedly unequal form or variance, the resulting confidcnce

region will again be optimistic by a few percent. Independence

of the observations is horvever a very important requirement.

Thus with the idealised conditions described above for making

the arrival time observations, F based confidence regions would

be reasonable, if slightly optimistic, estimates of the true

confidence region, since under our scheme there is homogeneity

of distribution for observations of a particular phase and this

distribution may be like Lomnitz's (1970) leptokurtic distribution.

More realistically, s€ismograph stations are sited to

provide what is hoped to be a maximum of information about the

earthquakes they record and the regions through which seismic

1r'8Ve S paSS, and the stations used to locate an event are a

subset of those which have information which is at the disposal

of the seismologist making the locations.
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Consider then a single earthquake and 1et 0 be the region

in which the event might be recorded at a seisrnograph station.

Within this region there are n seismographs which present

arrival tine information to the seisrnologist. The difference

between the prior situation and this one is the difference

between the prior and posterior sampling of O. As soon as the

seismologist knows or suspects that there nay be a model error

of a particular arnount in the travel tine to some station,

that the rnodeL errors for a pair of stations nay be related to

each other, then the preceding theory becomes invalid. If the

seismologist has no nore information about the region than the

arrival times fron the one earthquake, then, in view of the

robustness of the F statistic, an F based confidence region lnay

be calculated.

WEIGHTED LEAST SOUARES

I-lonogeneity of the form of the distribution and hence

homogeneity of variance of the observations has been nentioned

as a desirable property to have. l{hen there is a difference

between the variances, then the simple least squares method

should be replaced by a weighted least squares method, where

the jth observation is given a weight which is inversely

proportional to the standard deviation of the 7th observation.

If, as is usually the case, the ratio of variances of observat-

ions is not known exactly, some effort should be made to estirnate

this quantity. The F confidence regions will sustain mild

heterogeneity of variance. Chapter V contains a description of

the method used to weight P and,5 observations which had prior

measures of quality assigned. After one has applied the weights,
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the resulting system of equations is treated as described in

chapter I. The use of correct weights in no h'ay alters the

properties of the best hypocentre solution (Zelen (1962)).

MORE THAN ONE EVENT

As soon as information frorn a second nearby earthquake is
available, the situation alters. It is unlikely that the

information used to locate the two events is independent the

presence of a single conmon station rui11 suffice to make the

location errors non-independent, since by (2.7/ there will be a

cornmon nislocation component.

This neans, for instance, that if by chance the first event

1ay outside its (100-a) percent confidence region, the probability
that the second event also 7ay outside the corresponding (100-c)

percent region is greater than a percent. This phenomenon,

comrnonly referred to as "source biasing", is catrsed by a lack of
independence of errors.

It is possible to construct a statistical nodel for the

model travel tine errors in the experiment of observing and

locating M earthquakes, known to have occurred in some region v,

recorded by various subsets of /r/ stations in a region Q, where

the nodel travel time error at station .7 is 
" ei.

I1'e suppose that all points in V are equal ly likely to be

earthquake sources or that the probability of an event occurring

within a smal1 volume 6t centred upon n is known for each c e V.

Let the probability density function be denoted fs(s). For any
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ilt vecto'r

for each

satlsfy:

Define F^(z) by:s

Let Vrb,e defined to be

€ Va, the rnodetr errors

e.(n)J- J t'=l . , .Iy

F such th,at

* e,(g) ,,

... (2.X6)

...(2.17)

of the objeets of

Fn cannot be

ideal situation

4

s

the subset of,

associated with

F*(4 =,Ifo@)dr
,2

or', in the cas:o of a unlforn seismicitln:

= (Jdr)/(ra'1
VVz

Hrowev€r, since a knowledge 'of g is one

our investigations without which the spaces

aseertoined and EU(Z) rernains unknown, this

cannot be- realised.

E*( 4

EU(4 is a distributio'n function and ue eQuate the probab-

i,Lity that sr(gr) S rd, for al1 stations j with FU{il. If this
funeti,on were availabrle tCI us we could cnrnpute the expected

val,ue of s and make ou,T linear estirnator rrnbiased. We csuld

'eonpound the distribut.ions of g arrd the distribution of the other

,errors {whlc-h we might fairly 6p,p,roxinate as normal.) and eonpute,

within a nultiplicative f,actor, the variance-eovariance matrix

of tho errors and transforrn the equations of condition so that

stan-dard 1lneat statisticaL the,ory is again aBplicable (ZeLen

(1e62,) ) .



At this stage one might adopt a

any rudimentary information about s

to F ^ and hence refine the knowledges

this thesis is to examine nethods of

knowledge.

THE STANDARD DEVIATION OF THE

Before we finish with the

the root mean square residual:

36.

Bayesian approach and from

construct an approximation

of e. One of the objects of

obtaining this preliminary

RES IDUALS

single earthquake, 1et us discuss

n
6-- /{(.y *ri')/(" -p)}

j=L t
... (2.18)

wlrich we have already referred to in passing when discussing

confidence regions and which is popularly used as a measure of

the quality of a particular location. The justification for this

is that if the total error e is smal1, the location error will be

correspondingly sma11 (as shown by equation (2.4)) as will the

residual vector, *T : xl!_. In the case where the hypocentre

estimate is unbiased,6 is an unbiased estimate of the standard

deviation of the total error by the Gauss-Markov Theorem (Zelen

(1962)), a property which does not require the assurnption of

normal errors. Intuitively, we have projected the n vector e

onto an n-p dimensional subspace in such a way that the directions

of e and the direction of the projection are conpletely independent

and we wish to compensate for the inevitable loss of magnitude

which results from such a projection by dividing ll *"llt by the

dimension of the subspace; that is, the number of degrees of

freedon. However, when there is bias, w€ cannot say that the

directions of ? and the projection are independent and the result
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d,oes not hold. We again hav,e the situation that the nore we know

about tlle err'ors e the less reliable are re,sults which are based

On the assumption of kn,owing noth,ing about them.

Even in the ideal situation, howerrer, 6 has a failing when

used as a rough guide to the quality of the Solution" Fron the

d-lsctrlssiort o,f eondition number in Chapter f , it is clear that

llhen two €a.T.thqu,akes have about the same r.m.g. reSidual, the

event with tire srnaller condition number h'as a snraller ltkellhood

of being mislocated by errsrs of a given magnitude than the event

with the larger condition nurnber, The conalition nurnber is of
eour'se the eondition number o:f the parameter vaniance natri.x,

being in fact the euoti€nt of the variances o'f the princip,al and

least components of this natrlx. Thus the use of the r.n.S.,

residual by itself without ref,erenee to the vari.,anse matrix or

condttion nunlb'er is not a satisfactory means of indicating quality.
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CHAPTER I I I

THE THEORY OF I4ULTIPLE EARTHOUAKE ANALYSES

In this chapter we analyse the different uays of treating

the data from a group of earthquakes. Cornmonly one wishes to

obtain rnore information from the arrival times than just the

hypocentre estinates. h'e might roughly classify such analyses

into three general groups: attenpts to produce or improve a

world average travel time mode1, attempts to produce a regional

travel time mode1, and other studies rn'hich might produce a sub-

regional model. The work in Chapter VI fa11s into this last

category.

Until the last decade, scismological efforts in this field

tend to have been concentrated on world average nodels. The

author does not propose to discuss fu1ly the rnethods of Jeffreys

and Bu11en (Jeffreys (1939)) or Herrin et aL. (1968), but

sufficient of their methods will be presented to compare their

work with the different methods of Lilwall and Douglas (1969).

In the past few years, more effort has been directed

towards regional nodelling or obtaining regional corrections

to a world aver.age model since it has been realised that

considerable regional tine discrepancies exist and that the

hypocentre location errors that result are too large if these

quantities are ignored. In many ways explosions have been a

spur to this work since explosion data provide test cases for

the diff erent rnethods.
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The different methods fa11 into two classes: those which

Douglas and Li1wa11 (I972) refer to as lrfethods of Strccessive

Approximations, where the information in the residuals from a

set of single event locations is pooled in some uay to produce

travel t jme corrections, and Joint lrlethods of dif f erent types,

first suggested by Douglas (1967).

Before we begin discussing methods in detail, \{e wish to
make a further distinction between different methods which seens

not to be commonly recogni sed . ltre wi 11 ref er to a method as a

"Relative Hypocentre Determination lr'lethod" if the results of the

method are a set of locations whose relative errors are satis-
factorily sma1l and estimable in magnitude by some statistical
neans while the average error of the group remains unknown. ltle

will refer to a method as an "Absolute Hypocentre Determination

Method" if the results of the method are a set of locations whose

absolute errors are statistically described.

Let us begin by establishing our data. Suppose N seisnograph

stations each record at least sone of M earthquakes in a region

V (which rnight be the whole of the seisnically active part of
the earth). Let ,+ be the number which record the ii'h event and,

as in Chapter II, Let P, be the /rixtrl diagonal matrix with the "lth
diagonal entry 1 if the jth station records the ith event and zero

otherwise. Suppose, for convenience, that at the starting point of
our analysis each earthquake is assigned its least squares hypo-

centre as in Chapter I . The equa t i ons of condition f or the .i th

event are:

P t A-t 6g.t . (3.1)



The use af P, is convenient to keep track of missing

obs,etvations. The residuals fro,m the ith event are the non-

zexa entries in PSq;.

VARtrATION IN TI{E IqODEL ERROR

We now seek to describe the variation sf the model error

8:: for the rlth e\rent and the ;th statisn. trn prineiple, it isLJ

a function of the position of the earthquake and the position of

the statio,n and will be indeterminate through insufficient data

uRless assumptions are rnade- about its behavisur. .lfith ceTtain

r,easonable assurnptions we can calculate a bound fof the differ-
,€'nce between rnodel- e'rrors for a pair of ,events Xr and ffa re.corded

at station.g. let ?r Fnd Iz be the true ttevel tines to S and

without loss of generality, Let fl i Tz. Let t1 and tz be the

nodel. tnavel tim'gs for the phases to 8. Then the dif,ference

between the model error is:

a 1 ag I1 lXz - (tt-:bz)

to .9

lies
f,r to 6t

fro,m Xi

40.

su.eh that the

betwe,en -il1

possibly

to S is tz.

Let X| be the poLnt on the ray fron

tirne from xi t,o ,s is t,z. (By hypothesis,

and s.) Let Xl be point o-n the tay f,rsn

extended, such that the nrqdel travel tine
(See Figure 5.1)

X1

xi

Let I be the path from, Xr to S. Let o(9, t) b,e the sLor,rness

functlon for the phase in question and let orf9, q'J be the modeX

rslowness. The travel time fr.oln X1 ta ,X; is then:
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5toi;o,.' S

T+...^u T2

Fi3uce 3.1 RoJ paltrs 9.o- X, 6,.r J X2 to S
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T
X1

r!,
oF0, Qt)dL, fio0t =

Since, b)n Ferrnet I s

tirne path and; in fact,
(I9169)), this quantity

principl-e, the path 0

a ninimunr for direct
is not greater than:

is an extrenutn

body h'8v-€s (Bath

X2
o (H_ry' ) d^7,

where g_ ls the stralght line path joining .f,1 to X2 
"

Thus tr1 -Tz
x;

ofq_, y')dL

Xz
a ( yry' .),dZ

= 6l[r" - x, ll,

nrhe-re E l"s th,e arrerage slowness al,ong g.

S-irni 1arLy:

T
fr

-t
Xr

'tAl

xi
f o(@,$')dl

Xt

the average

lrength of 0

-- Grtrffl"xt)

where fi,t is
L is the arc

sl-owne,ss

betwe,en

along 0'between

.t1r and Xi.

gllrn
d,

So: llr,i - x,ll 1 - xrll
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The model travel time diff,erence tt - t2 will be less than

t,*

Io'E*f O-, q 
' )d'1, in aagnitude by- the mininum tinle path argurnent.

rr m ---

Xt
Write i ta - tt = XI 

o^(lrildl + 6

whefe6 < 0 if.tz- ty > 0and6 > 0 if t2 t1 < 0. .(6 i.s the

error caused by integrating aLong the true,ray fr.om Xr to Sf

instead of the no'del ray.)

Then from f 3,,2), writing o E 6^ + 6:o1

x{ x1
sr-62 = I (o^+6o)Qt[t)dl+ I of0.0t)dL+6

xr xt mr-

x; xi
= I 6ad,7,+ Ixr Xt

aldl + 6

Therefore: lsr - eal s &,1,(xi"xr.); + 1rtfxl,xll + lol

o'

.A.ssurning tr and t are continuously differentiable where necessary,

we have t'o the first. onder in llxo,-Xifl anet llr,r-rf ll, if :

vf = r.# t, *,,,

then Y'n(xil . Gl - xz) = 0

Yt'(Xz), (Xt-Xil = 0

+ vt(xil . fxj - xb E tNt - 9t) (xill' . (xt - x;)
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Ss that:

lvttx") .txt-xlt t s lllrvt-vrl (xil ll . llrr,-rJ ll

Ot
,. . (8.5)

hre now make the -fol.lowing assunptionsl Sinee the rays are

paraLle1 to -Vf , Xl-Xi r^ril1 be paraltretr ro -VI(Xi) in rhe limit
8s lltrt - rjll * o. If we assune that Vf anel vf are not too different
we ean tak,e:

-l- llrvt-vil (xil ll . l[r2-x, ll / lrp*rrzl llgl

as a crude bourid f,or llrl - xill. If we further assune that L(xtr-xl)
!i l[rt-r;l[, that lOl is negligih,le compared to 66llrz-xrll, and that

6- = 6', we, have that:

l"'-", I s t& + 6; lltvavrt rxilll llWrxztll \ llru-x, ll

,.. (3.6)

We shaLl nake use of this bound later in assessing t[.re size

of region for rahich the difference between rrodel errors is of the

sane order as other er'rors contributin,g to hypocentr.e error.

At this stage we lol11 limit ourselves to a few relnarls about

(8.6). First, ttr,e term 6-ollX2-x1ll ir cl,ose t.o the tr,ue error
difference when X2 is on the ray through {1. The other tern

contains the fraetional error in the gradient rotrich is approx-

inatel) the ang-Le betw,een the t.wo gradient veetoTs: this ca'n be

g.uessed very crudely at best.
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One can c,onstruct situatibns such as in Figure 3.2 wher,e

there is an ap:preeia Le alrgle tretwean true ray and the model

t6y, whieh eqtratrs the ang.le b-etwee,n the gradionts. Corr,sequentLlir

the second terrn may sonet,imes be quite Large.

dJ-=--'<

\' ..
"-

--''-T

,;

FAsl

Fi3uoe 3.e T.os o'."1 rneJel .aXs qri+h lo{ec*t l4},c*c3enci{5

A representativ€ value for interrnediate depth events 30 kln

apart,, which is as we have seen abolrt the maxinrum dispLacement

for whieh the f.inear approxirnations are worthwhilen with a

loca1 av"efage slowraess of 0,1 sec/krn, a nodel sLowness error of

ten pefc-ent, and five d,e,gtee = 0.1 radian ray angle emor, is;

--.-'n-''\

,{

5uout

Fl-.lc

ti{rue

-\\ .\
I x

lut - rrl
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It must be reiterated that the expression (s.6) applies to

model errors at a particular station and does not give a bound

for the variation in rvhat has been terrned the source er-ror

meaning nodel errors specific to the region containing the source.

l{e will utilise this expression to give us sone idea of
the dimcnsions of a seisnic region in which relative location
error is likely to be describable using standard statistical
methods. lfe now set out the different methods for dealing with
the information in (3.i), recalling that we have, in principle,
a distribution function F"(z) describing the model errors "i
for our group of events.

THE METHODS OF SUCCESSIVE APPROXIMATIONS

With these methods, the first step is to pool the residuals

lLi in some way to estimate the model errors. If the earthquakes

are distributed over a region such that the differences between

model errors for pairs of events is likely to be unsatisfactorily
1arge, then this must be allowed for in some wdL either by

assuming a functional relationship between the nodel errorsr ds

for exanple in the sinusoidal source terms of Herrin et aL. (f96S)

or by dividing the regions into subregions and utilising the

theory of the analysis of variance as in Bolt and Freedman (1968)

or cornbine both approaches as in veith (1975). The analysis of

variance technique has the advantage of not forcing a possibly

incorrect relationship on the errors.

Let us assume then that the model error is estimated by sone

linear function of the combined residuals, a process which might



be no more complicated than taking the nean residual at each

station. The model is then updated and the whole process of

locating the events and reducing the residuals is repeated

until it is considered that convergence has occurred.

It'e nay be crit ical of such schernes on three counts : The

process may not collverge to the combined solution for h)'po-

centres and model which gives an absolute minimum to the sum of

squares combined residuals, the model update estimates are not

unbiased and calculating confidence regions for the resultant

solution is difficult. These points are discussed to a certain

extent in Douglas and Lilwa11 (r972) who point out that in poorly

conditioned two-step linear iterative procedures (as described

above) convergence may be so slow that the occurrence of sma11

incrernents would be a misleading test of convergence, and also

that the rnethod nakes no allowance for the correlation between

the errors in the nodel improvement- estimates and the errors in

the resulting hypocentre. If this correlation is not a11or*'ed

for, one gets an incorrect confidence region for the hypocentres

by using the standard linear statistical theory. h'e add two more

comments. First, even if convergence occurs, it may not be to

the absolute minimun. Take the simple example of a events

recorded at each of /f stations and sufficiently close together

to make suplsr.-s;l : o. = reading el'ror standard deviation.

Under this circunstance only the mean model error is r+orth

estimating. If we set:

ntMq = fi., .a+
'L= L

(3.7 )
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... (6.8)

then conputel

afll-lm d*. = (A .'A .)-'A .' fu .-G)
-LLL7.

which is, by hypothesis, the sane as:

%

Let Lu , {A; : i:LnlU} s.atisfy:

l4-All r l[-ell 'i=1,.,M

With aR increasin,g nurnber of earthquakes, this U_e can be

nade as close to a as we pLease. I,sith the high degree of
qonsistency which is possible among residuals (see Tabl.es ln

Appendix III), not too nany earthquakes night be requited t,o f ind

g-e such that:

- itt

Then by (8.8):

^(lt-lqr36r - (A 'A )-'A '(u - s) ... (3.10)+eeere

so nr,e would not expect a large correctio:n dgu. But the only

differene e between AQ-e and 6rlr is due to the change in the rnatrix

4U actoss the region. We hav'e seen that over feglons with

dimen-sions of several tens of kilornetres, the l:ineEr approxination

to the model-, which is e,qrrlvalent to ass.uming C4 is e9{Istant, is

a g,ood oRe. Thus with the nethod of successive ap,proxtmations

under thesE circunstances, we would expect only sma11 changes in
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the hyp'ocentre estirnates with consequent slnall furthef change,s

in the nro.drel. "Convergence!' would have thus occurred, btrt the

evidence o.f chapter v, where a sinilar scherne is eompared

directly with a joint methodn shows that the absolute ninirnunr

has not been reached,

The sit'tr.atlgn is no'fe compllcated w,llen it is not the case

that every st,at.ion records every earthquake (wlri,ch is the cornmon

situation for any:g,Toup of earth,q,uakes one rnight wish to studl')

and here particularly we strike the second probLem r+ith -this

rnethod: the modeJ, improvenent es:tirnates are hiased.

Suppose, as b,efore, that the data only warrants

of the nean model errorn which we will attempt again

the average residual at each station. Then;

an

by

e's;t imate

taking

nMg. = (x
i:L 'rr'f:;n (,3.71 )

Taking expccted vahles:

,\
E(il = tjr"rl-t 

fr*rrorurcsd 
+ t(eufi\

tlthich is not the exp:sg1*d value of qJ even if E'(69.r) = 0, which

is in fact not the case as we have seen.

HaVing now raieed several objeetions to the successi.ve

approximations method, let us c,o,nsider the family of alternat-
ives which go under the heading of J'oint Epicentre (Hypocentre)

Deterninations, first suggersted by Douglas (1967) and since used
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with rotr{.siderahIe sltcre,ss g1 ha11y (bf Lilwal,L and D,ouglas (1969)l

and locally- (for example, b1'Blaney And Gibhs (1968), Dewey {1971)

a-nd Billington and Isa,cks (1975).

These nethods have certain practiCat difficulties as we

shaI.1 see, br.lt our theoretieatr obj ee tions to the suc,cessive

approXifiiation methrod are overeorne to a greater or lesser extent

by the diff,erent versions of this technique.

Let a.. be the expected
-u

group of events. Write sn

equations of conditi,on fo,T

of, the nodel error for the

d8 . . so that E'(6e .J = 0. The
-a' -L
event arei

value

-s=
-lrf

the ith

PnAilg.i + g'J, = P,(UA - dgn * g[ - E4) i*Lr..M,

and r+ne s,g.lve the ov,erdeterurined syst'ern:

PuAz

Ptfw

tby a suitable method to .obtain leagt squares estf,mates for

T]

r1

^^ I ^'6i;, ;u. Sincq ,f {&gl * 0 these estimates are ltrow unhias,ed"

lgnc'ring the sna11 biasin,g ef;fect af E(,i.i! and En T:o gualify

as minimum var-iance unbiased estimat€s,i however, j't is necessary

that th,e variance of the erro.r of each erquation in (,3.18), b.e the

same" The assumption of equal st,ation varianees is lr.nown to be

suspect (Freedrnan (1968)). Assessing [he ratio of the variance

sf the rnodel err'o-rs at'one s-tation to yrarjance at an,sther is

difficult with,out sone knor,rledge of the real physical. situ,ation.

.. . (8.12)

( 3 .13l
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The protr'Le,m is eased in that the variance of any errqr is the

sum of the two variances of the rnodetr errsrs and reading errors

If o:1 and o1 are the model l,ariance,s at statisns 1 and Z anilg, I 62

the' obs,ervations at each have a corfirno,il reading error variance
2-oJ, then the ohservations should be weighted in the ratio::

22,[i +Osle
22o +6
€2

t,rt:

r f 
",:/u: u

does not

then the

z ,2>> al /o- , the difference b,gtrrleen nodel error variancesat' 8z'
matter,. If,, as ideally would be the cal 2 ' 2s€r orr/oi, = 1,

f a t io b,€cotners r

Unless the

greet etror is
error' varian,c-es

of caLqulating

variance's differ 'by an

likely to be introd'uced

. In Chapter V some of

appropriate welghts are

order of rnagnitude no

by assurning equal model

the practical eonsideratiions

di scus sed,.

An iuunediate thesreticaL difficulty in obtaining a solution

to (3,1.8) is that the natri-x on the left-h,and-sid.e is not of fu11

rank. The surn of the first colurn,n of each sub-natrix PrA" is the

sar.ne a$ the surn of the colurnns'of, the part, contalnlR:g th9 P:

matrices. fn theory the systen has a rank deficiency of one and

ne.eds at least one constraint to ensure the least squareg

solution to (6.13) is unique. It is the choice of conStraint

that determines the partieular Joint lvl'ethpd, Broadly, we nlght

either eonstrain the model correctiorrs or a subset of the hypo-

centr,e lnprovements.

2 -21+o lo9r' sz
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Appendix I contains the algorithrn for reducing (B.1aJ with

different constraints and obtaining th,e least squares solution.
For the nroment we will confine o-u:iselves to classifying the

different constraints .

Firstn Let s6

t'et Eij = gu - 6sl.

il
= ( r 8,, )/n be the average model correction.

i=l ni

Then equati.o:n ( 3 . I E) can be x€wri tten :

- g! tl=L,,.M

,,. (8.14)

fr
[ .g, 

t

a=r !j

augmented systef,l (a.Is) plus the constraint (s.rsl r,rorrt

r',a,nk. The model correction estillates are now the

of the deviations about the average msdel error. The

of, tFre term e.sl in (3.1,4J me'ans that the new system does

rise to unbiased- paraneter estimates. However, w€ have

Claapt€r II that the pres€n:s,s of an error kl only Broduces

contains a rnethod for obtaining the variance-

fo1 4n arbitrary subset of the paraneters. To

confidence regions for a subset. of para_meters

Pi?ddsi*{l : p{h-sqt -6%*E+

and in equation (6.78)" gu is replaceil by 6il which satisfies:

--0 .. . (3.15)

The

has fulI
estinates

pr,€seDc,€

not give

S€,OII in

Appendix II
Govariance rnatrix

construct (joint)

a bias of, -lc in the origin time estinates. Thus, apart from a

b:ias of -sg in all the origin time estinates, the systen gives

unbiased llarafiieter estirnates.



.5J

trsing standard tlieory requires, as he have seen, the distributjon
of ct-rors in (3.12) to be sr:fficicntly close to normal to validate
the use of an F statistic. The assumption that the distribution
of the 6s-. is close to normal is rnuch more reasonable than the

-1,
assumption that the rnodel errors themselves are normal with zero

nean. The use of standard linear confidcnce regions for subsets

of the pararneters which excltrde the origin tirnes is thus probably

quite fair. Apart frorn the unknown bias of the origin tine, this
method is an absolute location method according to our definition,

There is a practical problern associated with this method

reported by Lilwa11 and Douglas (1972), Dewey (1971) and others,

that the systen (3.13) plus constraint may be severely i11-

conditioned; in particular, it may be possible to get almost the

same residual sum of squares from widely differing combinations

of parameter estimates. In one sense there is nothing one can

do about this situation if one insists upon using this nethod

other than using the best nunerical techniques available for

minimising the effect of roundoff error in the processing of the

system. The uncertainties of the parameter estinates should be

fairly reflected in the variances of these quantities and para-

meters which are interacting will tend to have large standard

deviations with high correlations between them. It should be

noted, however, that the conditioning of the systen will improve

as the geographical spread of the group of earthquakes increases,

and although r.lith the larger region the estinates of the mean

model error for the region will ]rave less va1ue, the method sti11

has the irnportant property of producing unbiased parameter

es timates .
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A simple extension of this rnethod al lous the joint procedure

to be iterative. Indeed, we scek the combined set of hypocentre

estirnates plus nean model corrections *-hich yields an absolute

minimum sum of squares. There is no reason to suppose that this
minimum will be reached in one iteration since the system is
sti11 effectively a linearised non-linear s)'stem. Douglas (1967)

notes that four or five iterations suffice to produce increnents

6"i not greater than 0.01 sec. in the case of teleseismic

location of Aleutian earthquakes.

However, the worse the conditioning the slower the converg-

ence. My experience (Chapter V) suggests that damping the

increnents is alrnost a1-,,-a1's necessary and that after the first
iteration, improvements to the residual sum of squares tend to
be insignificantly sma11 while the increments to the solution
need not be snall.

One rnethod available for improving the conditioning of a

given system is to impose further constraints upon the solutions.

In particular, if there exists a near linear dependence between

the model correction terms and the h1'pocentre improvenents, one

can reduce this by fixing one of the hypocentres. This fixed

event becomes the Master Event of Douglas (1967), Dewey (1971)

and others. This is a singularly appropriate nane since the

final estimates of the other hypocentres are slaves to the

solution which is chosen for the ltlaster. In Chapter V it is

dernonstrated that the fixing of a Master Event in different
positions resulted in the rest of the solutions moving in unison

with the N{aster while retaining their relative spatial distrib-

ution for a wide range of positions of the lvlaster.
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Let event Xo be the lrlaster Event. The equations of

condition for this evcnt are:

oo€u

r+here the hypocentre error term ,4 s 6n s now appears anong the errors .

The s1'stem to be solved consists of (3.13l with Pe appended to the

left-hand side natrix and yo appended to the right-hand side

vector. The system obtained yields quite a different solution
from the method where the station terrns al'e taken to be the

residuals from the Master Event, even though these two methods

tend to produce similar sets of locations, for reasons which tr,€

sha11 examine. An important advantage of the lrlaster Event method

described above is that the Master Event need not be I'ecorded at

every seismograph station in the network, whereas this is
obviously mandatory in the "Master Residuals" method.

The increased stability must be paid for elsewhere, and

unless there is additional information about the location error
of the l{aster Event, strch as rvould be the case if this event were

an explos i on with known hypocentre, the presence of the .4 o 6c o term

means that the estimates in this case will be biased. Determin-

istically, the error 'tt iU will depend linearly on 6ro, and hence

the errors in the Ait, which are coupled with the errors in iu,
will depend (1inearly) on 6ro. Thus the lrlaster Event Method is a

relative location rnethod. Confidence regions constructed for the

pararneters in this nethod describe the effect of errors after the

bias .4 o 6co has been removed, or in other words , the ef f ect of

elrors other than .4 e 6r s .
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The l,'laster Residuals method i s also a relative location
method t"hich in an idcal situation produces results similar to

the I'laster Event method. In Chapter I I h'e saw that the res idual
vector was orthogonal to the part of the total error rihich

contributed to the mislocation. hle obtained the equation *I/- =
{t - a(nrn)-rar}n. In the situation where all errors are

negligible compared to the model errors, the residual rrector is
a reasonable estinate of that part of the nodel error which does

not contribute to the mislocation. If over some region the nodel

errors change slowly, the change in tr - A(ATd)-1nT\, will depend

on how quickly the design matrix ,4 alters across the region. In

any case, the ltfas ter Res i dua 1 vec tor can be interpreted as an

estimate of the average value of {t - Ai{nOTnl-lA.tI}Zl. for the

group of events. The equations of condition for the ith event

after correcting the residuals will be:

.4 .6c .L --1,
(W;-Uo) - (q-so) + lo@o + (2-eo)

- (*i-to)

If we have reached the solution for which 0, then:

{arra1-rn{{rsr-gl + d-o6qo + orher errors}

ry-rry(Ai-Al -A.'(so-ql + Qo

The problems with this nethod are that one nust be certain

of the quality of the observations of a particular event

- contamination of yo with large reading errors will invalidate

the method - and the nodel correction estimates one obtains are

nearly useless. As demonstrated i.n Chapter II, the model errors

6;. =_L

6rr. =
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are certain to be larger tlan the,residuals ln rnagnituden and the

c,ompoRen,t that is estin,ated is the l"east interestirrg p,art of the

roodel €Tfox,

It is important to grasp the distinction between absolute

and reLative location rnethods. Very often onef s DurPo'se is

achiev:ed o-y a relative lo,catiolr neth,od" afld then the questior,r is

rvhich method produc,eS a set of solutions with the snallest.

relatiVe exrors, the averarge erTor Of the group beir'rg unimportant.

.t sirnple technique which the author has fo'und' to p.roduce very

srnaL1 relative errors u'nder certain f,avoufabLe circrlmstances is

the Flornogeneo,us Station tr{ethod. Chapter fV conprises the theory

of this nethod and an e-xample of its lrse.
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CHAPTER IV

THE I|OI\/IOGENEOUS $ATIOfI IIETH,OI)

RELATIVE LOCATION ERRORS

In Chapte;r IIn we saw that there were dlsadvantages in the

situatioar whicb is nornal in tnaly'sing arrival tine data fron

a gr,Oup of eafthquakes of not having an'observation from each

earthquake at every station. In particularn the relative Location

eTrors of, a pair of events will depend on the sets Of stat.ions

observing each ore; Modifyiug (8,6) after (3,1) gives the

absoLute eTrors of Location for ev:ents tl and y' as:

rari!e;art-'nfru(-% * e, - sl .. . rc.r)

-og,i = terreyrt-'or'rr(:1 ++-%) ...(4.2)

90 that if the event,s haye identical hypocentxes, giving at = Ai,

E4 = !j, g-i = Ql, the di.fference 6qd - d% witrl not be simply a

linear function uf + - ei unless eO - Pii i.8., lf the same

stations recsrd both events.

Xf we insist that this eondition aPFl/ to a grouP of earth-

eualies under study, 9o that we deal only with thorse which have

An observatisn of arrival time frorn each o,f a giVen s-et o'f

s.tations, wB npke the arrival time data homoge.neours. The P;o ,i

rnary now be dropped fron (4,X) and (4.2J and the relative location

error is:

ds. =n
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% - qqd = tdoPa1-L^,f rq * e+ - q)
rF _-t tF

- tar'n1-'ni' G% * % - %) ---(4.3)

Take i as a reference ev€nt and write:

L = Gril-rnt' ... (4.4)

I is a f,unction of the spatial position of the eFrthquake and

the trave,L tim.e nodel which varies aceording to the depart'ure of

the travel- tirne model from linearity:: a line'ar trar'reI tine nOdel

implies D constant fsr a1L the- events., If we write:

Et, : L, + VIt." fdfid-SeJJ * higher ordet t€i':ns

9; = 9j*Lu;.J

then, negl.ecting terms of order, ll tq - %l[1 
(utrlctr include g4.r 9Li]"

q? - %. - -Li6s+d, - v-E' (62t'V;j641 - r'ir%-'\)

+ YL-r\-\tt4t ,,.(4.5)

Fsr a given travel time model we ean f;ind a suf,ficiently

qmal1 geognaphicatr region such that the terms on the RHS of (4'5)

involving vL, are negligib,le c'ompare'd to' the 'other t}lo terns ' The

dimensions of such A reg,ion will 6ep:end on the ilIagD:itucle of Vtr'

th,at ts,, sn thg n,agnitufls o,f the dep,:arture frOfr linearity of the

ttavel tine model-- within s'uch a region then:

6% - 6Ei :: -of+A + Li(:%'%) "'(4'6)
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If we are assuming that the re&di.ng e,rrors are noTmally distrib-

uted with z;ero Inean arnd. variance o3,, then the d.l-fference betWeen

tWO independent eTTors will haVe a norrnal; il€a-Ir ZeTarvariange 2'I,

distribution. This SoliTee .of ero'r def ines a 1on'.en ilirmit to the

relatiVe locati'on erTor Of two events since this efro'r is Bifesen't

eveR when the true localions o'f the events colncide'' If, we are

prepare,d to treat Og;, ** a fandon valiable' arid after the faShion

of ehapter I I def ine a disttibutiOn f,or 6s and cons€quently ra

variance u3", then if distribr.rtion of th'e total- errof, {-\t + g

e.) is such th,at raornal theory a'Pplies, wc Gan c'onstruct
:J

relatgive ro,cation conf,idence' elIipsoids based, as in Chapter rI'

on!

vat (89;-@t;) tzo2;s'zo.oiri' ...(4,7)

... (4.7:d,).t ^ "-lf zoz"+sfu) G; A
a'
)

s,o that:
/ d%- -=-qJ r 

fu}n5_/ rr 
e rt l;ry- au t

is approximately a Xz random v,ariable with four degrees of freedom'

Analogous expressions exist for subsets of the parameters of

(6g^i-6ejr. If we c'an e'stirnate f2o!+ofi*J(from the residuals) we

can forn F confidence re,gloRs as in the single eart'hquoke case

whieh nqw repr'esents the conf,i'derrce 'Of relative 1o'cati':on of an

euent cornpared ts a rqf erence event '

The ilost imPortant deviation

possibtre lack of, indePendence of

qaused bY the likelY eotrrelation

fron the assumprtion is t-he

the cofiPoM'nts of (-6ZUr+9"-9i)'

betrn,een entries in 6%,g for
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stations wiith sinilar ray paths to the souice regiorr' The effeCt

of this can- be minimised by choosing the regiu-il srnatrl enough so

tliat:

If we calculate the correlation between the

components of the total error for events' ri

,, (4.8)

kth an th,€ tth

and a, then:

"oln 
{es* + eik - e.it( * du7. + etZ - :dl}

of;" + zo!

ndt/.I%J

o!"*2of

r3* f ?o:

Pyt

so that:

evt
F,6skds,

2o1
t*oTi'

H,ence if the v,arlatio'n of

(4.5) is satisfied, B,n', should

across the tegion is such that

suffici,elrtl-y srnatL to satlsfy
6g

o-e

the assurrptions .except when pdsUds 
, 

t''' 1arge, implying high

correlations between the no'd,el erTor difference,s for the tcth and

tth stations. One can eert.ainly irnagine situationS Where

correnations c'lose to 1wou1d existr'o-ut in the earth thefe Are

likely to b,e pr'e,sent heter'ogerreiities at th€ Sogrge and at the

s,tatiotts s'uGh that p6u*6ur." 1 e'xcept when the stations Are very

close together.

We will establ"ish, shortly, a tcst that nay be apPlied to
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rdeternine whether a regio;n is sufficiently srna[1' In ChaPter III

we o,btained.the boun,dof 0.5 sec. fon luUt tr'*l when etrents i

arnd t'are 30 km apart, imply'ing a typical dimension for the

region of 60, km, If, the differences were distributed unifornly

in the range -0.6 to 0.6, then o6u= 0'3 sec'

,Alternativ,el.y, w€ could assume a rOughly nornal distribution

of differences and take 0.6 sec. a5 being two standard deviations

(exceedeot by only five percent of th'e diff,eren:ces)' Againn w€

would obtain:

OSs = 0'3 see'

iln the case of 'arriVa1 times read with a preci'sion of 0'1

sec., og is in the' rarrge 0.L to A.2 sec' and so fr o, will not

be greater than o6,s' This sutggests that the regio'ns in which the

anatr-y.sis, j,s valid nay be a 1ittle srnal-ler than 60 krn in diameteT'

E$TI.IIIATING THE TOTAL ]ERROR VARIANCE FRO.M ThIE RESIDUALS

Trte novr turn to the residuals which will- provide an estimate

of f 
"3u 

+ 20,!) a'nd. hence a check that ofi, is not too large

eornpared with 2o2, Foltrowing the notation of Chap'1s1 III, let

H_i be the residuals frorn the dth event for the us:ual least

squares s,olutisn. B;r ( 2 .9 ) :

Ui = lni"i-rlt-g*%-%I "'(4'1a)

with the same assurnPtions as b'eforel

u-Li " {err, - J}{-6%.t * 9d - lil "'(4'71)
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Rather than ealeulating the deviations of the residual's

Thus,:

or:

Thus the nean square

ith event is an unbiased

square residuals we get:

= t-azu+4-?)T lt-tut'rt ragi+g-?) "' (4-78)

deviation of the residuaLs fron the

estirnate of 62. If we po'o1 the nean

E(

a2
Y {v;--il*rYr-il

= ulrffi

about the residuals o'f an arbit'raiy event, s€ replsc6 Li by

,M - tY
tr_ = h,t.yt antl oZ+i by dqi : q,i - tr-r=rZ+ whence:

W -, Ft = {euno - r}t-d% +"4 ' e6l ... (4.18)

{au-ilt tga'$ l = .-Ea 
r+er',r)t lnutnrr -t} x' 1Aili-r} f-6s'

+e.-e.)n-a

The natriX- in the quadratlc f61p o-n the right-hand side of

(4,rg) is iclernpo'tent ahd po'sitive definite and so' by Cochr'aRrs

Theorem (Sehe:ff6, 1959),, if the totbJ. ertoT (-d9; + 9i * gj) is

norrnatrl-1i' distributed Wit-h zeTa mean and variance o2, the right

hand side divided by o2 is a Xz randomr variable'with p degrees of

freedorn, p being the rank of the rnatrix Lf - Ai,Ld] which rnust be

fr-4 from elenentary consideration:s' Thus:

tLL-/)ttg.gl
) = N-4

- 
ttt

tA, - /)- ty; - U)r) = oz
i.ll - /t

, (4.14)
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S,inc-e rrue have u,sed the restduals to obtain A' this expression

o'ught to be rePl:aced bY:

_tfl

&2 = Jr%#W "?(1t'76)

with the denoninator being redUced by the numb'er of independent

Parafieters io [r nalnel]r Il/-l i sine e the average residual wilL

sat i s.f,y :

iuzi; = o

i=l t
... (4.16)

With moderate numbers Of station,s an'd earthquakes, the

nunu-er of degreres of freedorn is, sueh that this altetation will

produce no significant change in A'

T{ith o'f estirnate 6 of the standard deviation of the total

errQr w,e ean sonstruct l-inear relative location confidenc'e regions

and also assess the relative contributions to 62 by 
'o"" 

and o6*'

If we e,quate zol + of;" with 62 then with an & gttia'ri estinate

o.f o" ** can estlnate ods. If ode is too large according to the

ruLe we earlier fornulated, then a srnal'Ler region s'ntould be

ch,osen g\rer which to pool the residuals to gi.ve the esti'nate of,

a2

AI'I APPLICATIOI'I - TFIE NORT.H ISLAND, NEt{ ZEA,LAND, MANTLE

SEISMIc ZONrE

A surnmary of the resuLt,s of th-i:s srtudY have been pubLished

In Ansel.X and Snith (1975) .
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The purpose of the work h'€IS to examine the geometry of the

North Island lrlantle Sei smic Zone. It h'as hoped that the

Ilomogeneous station Method wotrld yield sufficiently good relative

locations that the fine structure of the zone would be revealed,

and the study uas successful to the extent that it was deter-

mined that the eart[qr.rakes studied, with assigned depth greater

than IZ0 km, could have originated in a zone only nine kilometres

thi ck .

Briefly, the zone strikes north-east, dipping under the

central North Island with depths assigned by Hanilton and Gale

(1968) of down to 400 kn at the north-western edge of the zone'

prior to this study, Hamilton and Gale (1969) described the zone

having located earthquakes using standard least squares rvhich

produced an estimate of z0 to 40 km for the thickness of the

zone in different sections. They also attributed appreciable

curvature to the zone in the plane perpendicular to the strike'

DATA SELECTION

For this study, w€ selected all the earthquakes located by

the Seismological Observatory, lllellington in the period Novenber

1965 - December 7g72 (excepting 1970, for which year readings

were unavailable) which had a non-emergent P arrival read to

0.1 sec. at each of the North Island stations WEL, l'{NG, TNZ, CNZ'

KRP, GNZ, ECZ and rn,ere assigned sub-crustal depths ' There were

only 73 such earthquakes. The problem in deciding on selection

criteria was to have a reasonable number of data per event but

also a reasonable total of earthquakes. To ensure reasonable
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?s

-rN?,
34o'S,

Ftg*re 4.1 Gsq.*ge{ srr.t\ excl*Jeo\ evcn+s
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hornogeneity of variance, phases designatcd eP by the seismologist

rrho made the readings were disregarded. This caused an apprec-

iable reduct.ion in the number of satisfactory earthquakes but it

was hoped that 73 high-quality earthquakes t+ou1d be a sufficient

number. 0f these 73, 26 had a single reading given only to the

nearest second, the leTnainder being read to 0.1 sec' The readings

were not weighted in any way. At the stage of this study we felt

we knew too little about the errors to apply weights to the

obserrrations, since the rveights should be inversely proportional

to the standard deviation of the total error and not just the

reading error.

After relocation by the Ilomogeneous station lr{ethod, 15 earth-

quakes were excluded from all further analysis because of their

position. It was felt that these excluded events 1ay too far

outside the station net and were too sparse to yield reliable

relative hypocentre determinations. Those excluded generally

had condition nurnbers > 103 (see chapter I, Figure I), while

none of the rest had condition numbers as large as this.

The remaining 58 earthquakes wele divided by inspection into

the eight groups shown in Figure 4.1 for the purpose of analysing

residuals. The borders of groups were drawn to encompass hypo-

centres with similar pattelns of residuals and to keep the hypo-

centres within a volume of about 40 kn radius ' The four isolated

earthquakes in Figure 4.1 could not be assigned to groups, which

left 54 earthquakes for the residual analysis.
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AI{AI-YS I S OF THE RES I DUALS

The residuals Pooled

By equation (4,76) n with

This agre€s wel'I with the

s6e for a region in whieh

re1ative location erriors

groups are givert

7, lt! = 54r

I
( t 

"j)44(7-4)-6xB)i.=l "

in Appendix IIX,by

fl=

If we estimate a standard deviat-i'or of 0'

error, which is probably a minimum in the

Observatory staf f who nade tt're readings t

0.392 - 2xor22

0,27 sec.

... (4.8)

Z sec. fot the reading

view of the Seisrnological

this gives, b)r (4-Lv):

fiz

where the number of degre,es of fre'ed.orfi is redueed by Bx6 = 48

b,ecau.se eight group means afe ealculated. Thus the total errior

estinate ls sbtained:

A = 0.39 sec. (114 d.f.) . ., (4,.le)

6t" :
...'(4.20)

thesr:etical valure obtained earlier for

the as,suxtptions hold and in whirch

can be ,described bY linear theorY.

The residuals from

means for each group and

the earthquakes in the eight groups i the

the standard errorT

( I *h/g
i.=L tr

fer
that

each earthquake are

the sum sf squares

tr:isted in Appe,ldix IXI. It is apparent

of residuals is very significantly reduced
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by the extraction of the group means. Ilowever, 3s pointed out

earlier, no particular physical significance can be attached to

these means. In a Sense they are estinates of the travel time

model errors, but as was shown in Chapter III the true model

errors nust exceed (in a vector magnitude sense) these group

nean values. For this reaSon, the gloup means were discarded

and not used as station corrections-

DISTRIBUTION OF THE HYPOCENTRES

Since many subcrustal earthquake zones exhibit a planar or

nearly planar character, particularly on the scale of the

structure being studi.ed here, the first step in describing the

structure was to fit a plane by the orthogonal least squares

method described in APPendix IV.

It rapidly became apparent that the earthquakes lpcated

shallower than about 120 km, nostly in group 8 (and one deeper

earthquake mentioned below), did not fit a plane model fitted to

the rest and were onitted from this part of the analysis ' The

isolated earthquake located at 38.3oS, L77.2"E 160 km deep (see

Figure 4.1) was the only earthquake of this depth within the net

not assigned to a group because of its remoteness from neighbours'

Other estimates of depth (which conceivably is grossly in error

compared to the other events) are 189 kn by the ObservatorY'

114 km by USCGS, 100 km bY ISC.

A plane was then fitted to 49 earthquakes hypocentres' The

st'andard deviation of the displacements of the hypocentres

perpendiculartothisplanewass.6krn.Bywayofimrnediate
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comparison, a plane f itted to tlie Observatorl" s original

locations for the Same etrentS procluced a standard deviation of

perpendictrlar distance of 10.0 krn. This alone suggests a marked

improvenent in the quality of the relative locations of the

homogeneous nethod.

At this point it should be rernarked that there was no great

systematic difference between the 0bservatoryts locations, based

on many more observations which in\rariably include sone s

readings, and ours. Generally speaking, there were differences

in latitude of 10 km, which increased rapidly to 30 kn or more

for the earthquakes outside the net to the North' There was a

very nuch smaller difference in longitude, and our depths were

often l0 to Z0 km deeper than the Observatory's, but not invar-

iably so. The eviclence of the best fitting plane clearly

indicates that the homogeneous method produces better relative

locations than the inhomogeneous standard method. It is not

argued that the absolute locations are any better, or even

necessarily as good.

Also by waY of comPar

standard deviations about

to 17 . 5 krn. TheY interPre

location errors, as indica

hypocentre distribution of

our results with a view to

ison, Iianilton and Gale obtained

their fitted median curves of 9 '7

ted this, in view of their estimated

ting a standard deviation of the parent

5.0 to 14.3 kn. ltre will now analyse

ascertaining the parent distribution'
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STATISTICAL PROPERTIES OF THE BEST FITTED PLANE

IVe can interpret the distribution of hypocentres as being

precisely planar if 5.6 kn is the standard deviation of the

relative location error in the direction nolnal to the p1ane.

In order to estimate this quantity, and also to check the

assumption that this quantity is constant for all the earth-

quakes, the standard deviations in the direction of the normal

were calculated for the 49 earthquakes from their relative

location variance matrices using B = 0.39 Sec. aS the scale

factor, aS previously described. The assumption that the stand-

ard deviations are equal is certainly not true, which rneans that

the hypocentres &_l in the likelihood function of Appendix IV,

should be replaced by tu/oi, where oi: /9'Tv79' To solve the

resulting rnaximum likelihood equations directly would be

impossible because of the appearance of the new term involving

o. One could proceed in two steps by calculating a without

weighting and then using this estimate to calculate the oi and

thence Iecalculate 0. Howeverr upon exarnination, the values of

oi did not differ by more than a factor of z, with an average

value of 3.5 km. In view of the significant difference betueen

5.6 kn and 3.5 km, the hypothesis that the hypocentres could

originate in a plane must be dropped. However, the best fitting

plane stil1 serves as a convenient reference frame for the

description of the distribution.

The next

di s tribut ion

as two planes

ution of the

di, would be

hypotheses to be tested were that the parent

could be modelled as a uniforn slab of width za, or

distance 2a apart. In the first case' the distrib-

distances perpendicular to the best fitting plane,

a convolution of a uniforrn distribution and an
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error distribution. Th'e error distribut:ion assumed was nornal

with zero mean and standard deviation 3.5 km (as pred,icted from

the paraneter variance analysis), . The 'observations are then

described bY;

- ui+ ei .. . (tl.87 )

wher€ f (u; ) when -a 7 'l 
t ai = o otn-erwise '

a.
L

I
=

= h-** f-!'2
-2

#," .., (1,|.2;2).exp

0n the ass'unPtion that ,i and 'i are

s,trictl), valid only where the onl)r source

erf,or 1s r,eading error,' the distribution

c,o,nvoX.ution of f ('a, ) and 3rf eO) :

i.ndependent, whlch is

of reXative location

of, ds is glven bY the

hf-a/Ldb .,.(4.2a)

f (co)

fal:*
d.,+a

r(+s)
I
d.-,a(+)

Frs,n the 1og- l ikeL ihood funct ion i

M

= log r fEr)
i-L

d, can be estimated bY the nethod

the B,euati:on arising by settirlg-

,c was estim,ated bY trial.

maxiurwr Likelihood. Irl fact'

= 0 is quite intractable and

of
AE
M

Simi 1arlY,

distribution o'f

second rnodel.

giv,en by:

in the

di is,

with two planes, the



f (d.) * "*u tlrao-"t2 /t.s2\

+ tvp)fi * .*o tlraont'lt.s'\ .. (a.zE)

Frorn the 1og- likelihood function, p and a rnay be estinated

bytrialsincetheequations#=0andfr^'"analytically
insoluble. The distribution scemed so s1''nrnetric that only p = t4

was tried. The values obtained Here: nodel (1), a = 9 kn,

modeL (Z), a

8 km for the tuio rnodels. The actual values of the naximum likeli-

hood for the two rnodels were alrnost the same, and so these two

models of very different character give quite different estimates

of the thickness of the structure. The models are compared with

the actual distribution of perpendicular distances in Figure

4.?. Since neither model is particularly realistic, but that

each might be consiilered a limiting case of the family of feasible

parent distributions, the two values obtained for the structure

thickness, 18 km and 8 kn, can be interpreted as approxinate

bounds for the thickness of a plane slab in which it is hypo-

thes ized the earthquakes originate.

FINE STRUCTURE OF THE DISTRIBUTION OF PERPENDICULAR DISTANCES

In Figure 4.3 the positions of the hypocentres with respect

to the best fitting plane are plotted with their perpendicular

distance in kilometres from the plane'

74.

axis is a vector striking 45o E of N, and the

at about 67". The lateral dimensions of the

200 km, but there are large gaps in the

I
rF--_
Y /2r

The horizontal

vertical axis diPs

plane are 300 kn x
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seismicity, Particularly at the 'SW

seisrnicity is readily explained by

station ECZ to obtain satisfactory

one progresses further and further

dangerous to draw anY conclusions

the structure from the samPle here

ence on station magnification and

76.

end. Tlri s absence of

the increasing failure of

(non- emergent) readings as

from it. Indeed it would be

about the seismicitY within

because of the large dePend-

signal recePtion.

If one examines the pattern of perpeldicular displacements

given in Figure 4.3, it rapidly becomes apparent that there is

a high correl.ation between displacements on a loca1 scale'

Because of this, a second order model dt = ""1 + bvi + ct4ai

+ d*i + eai. + f + ti was f itted to the perpendicular displacements'

The assumption is that the error in the perpendicular direction

is independent of the errors in c and u t and that these latter

are negligible. Exanination of the orientation of the 90 percent

confidence ellipses in Figure 4.4 shows that the first assumption

is quite good but that the second is quite wrong' Notwithstanding'

a quadratic surface was obtained and the standard deviation of

the displacenents from the quadratic surface was 4'2 kn' Using

an F test of significance, this improvement from 5'6 to 4'2 kn

is significant at the 1 percent 1eve1, but the difference between

4.2 km and the predicted 3.5 kn is also significant at the I

percent 1evel. This indicates that a sirnple second order surface

is an inadequate description of the structure also.

Ifonere-examinesFigure4.3,onenoticesthatthereare

several sma11 groups (enclosed by dashed lines) of hypocentres

which have remarkably similar displacernents, but all standing

about 10 km above the neighbouring hypocentres. with no more
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justification than this, these ten hypocentres were removed and

a quadratic fitted to the rest. The standard deviation of the

39 about this new quadratic was 3.4 km. The 10 stood at a mean

distance of 8.8 kn above this surface, the standard deviation of

this group about its mean being 1'5 km'

Figure 4.4 shows a vertical cross section normal to the

strike showing the projection of this quadratic surface ' a patallel

surface 9 kn away (and the original best plane) and all these

hypocentreslyingwithin50knofAA'(Figure4.l).Alsoshown

are the 90 percent confidence ellipses in the plane of the section

for two of the events and a hypothetical extension of the zone

(dashed lines). In view of the remarkably good fit of this nodel'

one can say that the distribution of hypocentres is described very

well by two slightly curved surfaces 9 km apart with rates of

seismicity in the two surfaces in the ratio of 1 : 4 '

The curvature of surface in the direction of the strike was

an order of magnitude less than in the vertical plane shown' The

surface was in fact saddle-shaped being slightly concave toward

the NW.

CONCLUS I ON

It is important not to read too much into these results'

First and foremost, the structure in which the earthquakes

originate is very thin: two of the models gave thicknesses of

Sandgkn,theothergaveathicknessoflskm.Thephysical

inplications of this will be discussed below, but for the noment

it suffices to note that other subcrustaL seismic zones have
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been found to be of similar thickness see' for example'

Engdahl (1973) and WYss (1973)'

It must be remembered that the assumptions lying behind

the theory of the reLative location errors cannot be expected to

hold over the whole extent of the region considered' The thick-

ness estirnate depends on the assumptions holding within a region

of larger dimensions than the estinated thickness, and so is the

most reliable piece of infornation about the fine structure of

the zone. Examination of Figure 4.3 leads one to prefer the

twin curved surface model as being the one which tries to account'

at least in part, for the pattern of perpendicular displacernents'

If indeed there are two surfaces or ultra thin sheets in which

all the hypocentres originate, the sorting of the hypocentres

into the two groups is a nearly impossible job and no pretence

is made that the selection and removal of 10 from the 49 picked

all or only thOse from one group. one could of course try

different partitions of the set of hypocentres. It is unlikely

however that by this means any more would be learned about the

structure.

The physical significance of the curvature of the surface

is another question. The twin planes rnodel and the quadratic

pair nodel both fit the data we11. It is entirely possible that

over the downward extent of the st'ructure, about 200 km, the

systematic location error alters in such a way as to make the

depth errors of the deeper earthquakes larger than the depth

erTors of the shallower events. This would explain an apparent

curve. Thus little physical significance should be attached to

the apparent curvature of the structure shown in Figure 4 '4 '
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For the same reason the dip of the best plane may be appreciably 
I

in error. Subsequent. work (Chapter V, and Adans and lt'are (1976) )

indicates a dip of 50o-60" rather than 67" '

The question of whether the thinness of the structure

continues into the region shallorver than 120 km is nade difficult

to answer because of the orientation of the confidence regions '

The long axis of the confidence ellipse of the earthquake at

190 km in the section of Figure 4.4 is almost parallel to the

down dip of the structule. It is fortuitous that the direction

of rnininun error is nearly equal to the direction of the nornal

to the best fitting plane. For the shallower earthquake, however,

the long axis of the ellipse is almost normal to the hypothesised

structure thus naking quite plausible the idea that the shown

earthquakes could have originated between the dashed lines. Again,

subsequent work has considerably changed the picture of the

seisrnicity in the range 33-100 kn, and the problems of these

earthquakes will be discussed in Chapter V'

To surnmarise, it is beyond doubt that the homogeneous station

rnethod in this application gives higher quality relative locations

than the standard method, and the high degree of agreement between

the theoretical prediction of errols and the scatter of the

hypocentres with respect to the derived models of the regions

in which they originate suggest that the linit of relative

location accuracy has been reached for this quality of data' The

quantity of 0.39 sec. for the standard deviation of the total

(relative) time error is unlikely to be nade much snaller by more

sophisticated location techniques without the introduction of

more complicated travel tine rnodels'
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PIlYSICAL IMPLICATIONS OF THE RESULTS

Surveys of several seismic zones by different rnethods have

revealed that the earthquakes originate in very thin structures '

Engdahl (197S) finds a 10 km thick zone in the Aleutians after

exanination of cross sections of seisnicity, the earthquakes

being located using a raytracing method to calculate travel

times and a homogeneous station set, so that his work is another

example of the homogeneous station method. Engdahl used a

velocity nodel constructed by considering teleseismic observations

of arrivals from the nuclear explosion Longshot which featured a

7 percent faster P wave velocity within a dipping slab than in

the surrounding mantle. The earthquakes were located towards

but not exactly in the top of the s1ab, in a structule parallel

to the slab which Engdahl hypothesises is the coldest and

brittlest part of the s1ab.

Wyss (1973) deduces a thickness of 11 krn for the thickness

of the intermediate seismic zone in the Tonga alea fron source

dimension considerations. Determinations of the thickness of

the intermediate and deep seismic zones in other regions

generally give values of 10-30 km, but error estination problens

when standard location methods are used tend to nake these

maximum thicknesses for the zones.

Although there is no way of identifying the physical region

within the slab in which the earthquakes studied have originated

fron the data discussed here alone, it is usually assumed that

this zone lies towards the top surface of the down-going slab'

There is no reason to suppose that Engdahl's Aleutian model is
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not a reasonaib,le,o,ne for the North fsland New Zealand mant'le Z:0'o@'

Some recent work by Harris (1975) classified nore than 200

earthquakes in the North Island nantle zone into two groups

acsording to mechanisn. The two mechanisms aTe the conmon

mechanism of tension down the dip of the zone with conpression

nor'a1 to the zone and a strike slip nechanism in the plane of

the ?r)rie with the tension axis to absut 50'o to the dorrrn dip'

About 7'0 percent of th.e earthquakes had this Latten nechanis'n;

of thos'e, located below 200 krnr Inore than 90 perc;ent had this

rnechanism.- of the 49 earthquakes in Figure 4.3, mechanisms of

51 were given. These are shown in Figure 4-5. There appears to

be no correlatio,n between location of an event in o'ne of the

surfaces of the two Surface urodel and a particular mechanisn'

l{o further di,scussion of rlechanism and its consequences wilL be

attempted i'n this :chapter but Will eontinue in tho following

chapters in the Sections on the rnodre'l of the Nsrth IsX'and mantle'
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CHAPTER V

JOINT HYPOCENTRE DETERMINATIONS OF NORTH ISI-.AND

NEl^| ZEALAND MANTLE EARTHOUAKES

AN EVALUATION OF THE JOINT HYPOCENTRE METHOD

In this chapter we set out to test the Joint Hypocentre

method on groups of North Island mantle earthquakes' The theory

of the method is given in Chapter III. Joint Hypocentre Deter-

mination (JHD) has not before been app1ied in a situation quite

like the one discussed here for, although Dewey's (1971) study

in vene zuela involved analysis of sone intermediate depth events '

Dewey always used a master event and had available substantial

teleseismic data including pP observations. For reasons to be

discussed, only readings from the net of stations run by the

seisnological observatory at wellington, New Zealand' were used

in this study. A1so, I was very keen to discover the problems

encountered when one does not use a rnaster event. Various

authors using JHD have been somewhat vague about this, saying

that they had no success or that convergence was too slow'

Because of an anticipated difficulty in being confident about

the location of any master event in the region to be studied, I

felt that JHD without naster event was worth trying' In this

section, the theory of JHD is expanded to cover the problens

arising in a particular situation and its performance is

considered under three headings: relative locations' absolute

locations, contribution to model improvement. chapter VI

contains a description of the use of JHD to model the mantle

stTucture of part of the North Island of New zeaLand.
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DATA SELECTION

It was anticipated that the bulk of the data for the study

would come from seismic arrivals at New ZeaTand seismograph

stations of earthquakes subsequently located at depths greater

than 33 kn by the Seisnological Observatory, Wellington. I

expected to be able to include in rny groups of earthquakes sone

with sufficient teleseismic readings to make them reliable master

events. The discrepancy between locations assigned by the

0bservatory, particularly the depth, using only New Zealand

readings and the Jeffreys-Bu11en travel time nodel, conpared

with the locations assigned to the same earthquakes by ISC after

teleseisnic data has been added is well known and Adams and Ware

(Lg77) show that this discrepancy can be reduced to a large extent

by assurning 9 percent faster nantle travel tines to some stations

than others in a way which is consistent with the presence of

dense material under the North Island (Hatherton (1970b))' A

study of teleseisnic residuals by Robinson (1976) independently

reinforces the model of a structuTe dipping at about 50 degrees

in which the seisnic P velocity is 10-11 percent higher than in

the surrounding rnantle. Sinilar values have been found for

other Benioff zones - in the Aleutians, for exarnple, Jacob (I972)

deduces a 7-10 percent velocity contrast fron residual analysis

of the nuclear explosionLonqshot.

Because of this severe departure from a radially symmetric

tTavel tirne model, hypocentre determinations based on the latter

nust be suspect even when substantial teleseisnic information

is included, for lays to teleseismic stations from an earthquake

at, SaL 150 km presumably will penetrate down through a

significant amount of the fast structure'
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Figure 5.1 shows a plot of origin time difference against

depth difference, i.e. Qbservatory origin time - ISC origin time

versus Observatory depth - ISC depth for the sample of all the

earthquakes frorn January 1971 to June I973 inclusive which were

assigned subcrustal depths by ISC south of 38oS under New Zealand

for which there were three or more teleseismic P readings. The

figure illustrates the known linear relationship between the

depth and origin time errors. The spread of values shows the

difficulty in deciding, sssuming that earthquakes in this class

are chosen aS naster eventS, what an appropriate master event

solution would be. A1so, in this sample there were no pP

observati,ons, and the consistency with which any given teleseisnic

station provided observations was not high. Thus it was decided

to try at first to use JHD without teleseismic data and without

a master event.

The next problem was to sort the earthquakes into groups

suitable for the application of JHD. The groups should have

dinensions not greater than about 60 km diarneter (from Chapter

III) if the required assumptions for the statistical analysis

of the results are to be valid. Moreover, the groups should

contain as many earthquakes as possible with as high quality

data as possible - in particular, as consistent a set of stations

as possible. These last two requirements are bound to conflict

since any applied quality criteria are bound to reduce the size

of the available PoPulation.

First, earthquakes assigned

Seismological Observatory for the

subcrustal dePths bY the

years 1964-1969, and 1971'1974
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inclusive, between latitudes 37oS and 42"5

arbi trary groups according to I'ati tude and

table gives the classifications:

89.

were classified into

depth. The following

34-4950-99100-149I.50-199200-249250-299300-

L2
(r3)

22
(23)

32
(rz1

42
(2e)

52

62

72

13
(s3)

23
(6z'.)

33
(67)

43
(3e)

53

63

73

l-4
(8s)

24
(317)

34
(:r01)

44
(41)

54

64

74

15
(104)

25
(117)

35
(68)

45
(zo1

55

65

75

16
(68)

26
(26)

36
(11)

46

L7

27
(10)

37
(0)

47

37 .0-37.9S

37 . 9-38. 7

38.7-39.2

39. 2-40.0

40 .0-40. 7

40.7-4r.3

4L.3-42.O

The figure given in parentheses is the total population of

the group - e.g. the most populous group,24, had 317 events

during the ten years. The groups without population figures

had very few earthquakes and i-t was felt that these would not be

processable, Subsequent work revealed that at least some of the

groups south of 40"s could be analysed but this has not been

atternpted in this thesis. one of the features of the group

classification is the alnost total absence of seisrnicity in the

range 34-50 kn (33 km is the depth assigned to "nornal" earth-

quakes by the 0bservatory). Indeed, nost of the seisrnicity in

the 50-100 km range is deeper than 70 km. This sparseness of

seismicity has been noted by several authors (see, for exarnple'

Eiby (Ig71) ) , but the work of Adams and wave (1977 ) and the
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results here suggest this gap is caused by using a too slow

model vrhich has the effect here of increasing the depths of

subcrustal earthquakes by about 40 kn. The earthquake groups

north of 37.9'S were not analysed either, because of poor

conditioning of the systern of equations resulting from these

events (fying outside the net of stations) '

The question of conditioning will be discussed 1ater, but

at this point it suffices to say that this i11-conditioning was

deduced fron the appearance of very large standard deviations

for the parameter estimates.

The next question was the choice of stations ' To deternine

the quality and consistency of the data, the most populous group'

24, was exarnined to try to find data quality criteria for the

selection of subgroups on which to use JHD'

EARTHOUAKE SELECTION WITHIN GROUP Z4

Because it was not initially knor^rn how stable, well condition-

ed and sensitive to data heterogeneity the method would be, a

fairly severe rule was found which produced what was hoped would

be a satisfactory nunber of earthquakes. Twenty-one "stations"

were decided upon, and for the purpose of JHD it is convenient

to think of P and S readings at a given seismograph station as

separate stations. The stations were selected according to the

criterion that each station should record at least half the

earthquakes in the group. The stations were cNZ, P, GNZ, P, S,

KRP, P, S, TUA, P, S, ECZ, P' S, MNG, P, S, TRZ, P' S'
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:WTz. , P, S, l^lEL, P, S, CoB, P, S , TNz , P,

Figure 5.5 for Locations of stations.)
cBz, P, (See

All those earthquakes from group 24 were then selected

which had: non-emergent P arrivals at stations CNZ, KRP and

either GNZ or TUA; a total of at least 15 arrivals at the 2L

stations; not fewer than 11 non-energent arrivals (P or S) in

total. This plovided a sizeable population of 65 events out

of the 3L7.

A note here is necessary about the use of S arrival data'

It is common for intermediate depth earthquakes in New zea\and,

particularly those located by the 0bservatory below about 100 km

to give c1ear, non-ernergent S arrivals on New Zealand seismographs'

The infornation contained in these S data is too valuable to

waste, and so it was intended to use the S arrivals, treating

them independently of the P data, but with a suitable weight

relative to P.

In the sane way, it was decided to use rather than onit

emergent arrivals by giving them a suitably low weight relative

to a non-emergent arrival. The rnethod used for obtaining these

weights and the nethod of dealing with excessive residuals is

discussed in the next section.

WEIGHTING THE EAUATIONS OF CONDITION

The theory of the distribution of the total error in an

observation has been discussed in chapters II and III' Although

this distribution cannot be assumed to be normal, even after
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the removal or special treatment of extreme valueS, the theory

of normal errors will give satisfactory confidence intervals for

parameter estimates provided the observations are independent

and of equal variance. The problem of non-independence of

observations because of coupling through the nodel error at a

station was extensively discussed in Chapter III with the

conclusion that the correlation betrveen errors should be satis-

factorily decreased for sma1l enough regions. Absence of

correlation does not imply independence for non-normal distrib-

utions, but this minimising of the correlation is all one can do

short of estimating by some means the full variance rnatrix of

the observations and using this to transform the equations of

condition intO an uncorrelated, common variance system'

I4Iith the approach adopted here one must be prepared to

exarnine the confidence intervals obtained for the parameter

estimates to see whether they apPear to be too small. Highly

correlated errors at a given Station nay produce an effect on

the parameters sirnilar to a bias, that is, a systematic error'

which night not be encompassed by the calculated confidence

regions.

It remains therefore to ensure that the observations have

equal variance, or, if as is almost always the case of the

equations of condition and certainly in the case now being

discussed, that the equations are weighted inversely as the

standard deviation of the observations. The resulting trans-

forned system (in the absence of correlations) satisfies the

requirements of the Gauss-Markov Theorem (Ze1en (1962)) and so

the resulting parameter estirnates are mininum vaTiance unbiased



estinates ' irresPective of the erro,r distributiou.

To deternine the weights, it was assumed that each

observation had an error v'arian'ce of the form:

c'2+o2E "j

where o? is the varience of the reading error and ol. is the-e .i
variance of the deviation aborrrt the mean of the travel time

n6del error at the ith station, Initial assunptions were made

that the readings ctrassified as emergent and non-enetge:frt com€

fnom tw€ popul"ations; the reading e-fTors for each haUing cotlunon

variance irrespective of whethef the arrivals are P or St a'Dd

that the nodel- error varianee fOr P or S was conmon for all

stations. .AXso it was assuned that o3 = to| fron the nornal

relatisnship that the P wave vel,oc.ity is about /5 times the S

wave velocitY.

This 1eads ts the assurnption that the weight for non-emergent

S relative to non-energent P is given by:

sz +02ep
o!*of

o'; * uli

ai + sa$,

95,

.,., (6,7)

a

t

ug

aU=a.

Taking d, op giv-es,:

9.7 . .. (5.2)

Thelewa.ssome.inrrnediatesuggestio'nthatthiswastoohigh

relative weight (the assumption of equal reading errors being

\rery poor one) and the weight f or s was taken to be 0 - 6 -

a

a
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Energent arrivals weTe given a weight of 0.5 relative to non-

energent arrivals. This guess was based on personal communic-

ations from sone of the Seismologists who made the observations

but subsequent tests of the residuals revealed that this is quite

a reasonable value.

Using these values, the set of 65 earthquakes from group ?4

were relocated using JHD. There were 1125 equations in 4x65 + 2I

= 281 unknowns (no naster event was used) to be solved for the

least squares solution by the algorithm given in Appendix I '

0f the 1125 observations, 579 were non-energent P arrivals' 4ZL

weTe non-emergent S, 57 were eP and 58 were eS; 10 observations

exceeded 3 standard deviations (A = 0.45) and were not used in

the following analYsis.

Under the assumption that the input weights were correct'

the distribution of residuals in the three classes, non-energent

P, non-ernergent s, and emergent (P and s), would have equal

variances. Significantly differing variances would indicate

that the wrong weights had been used. Because of the large

numbers of residuals in each class, quite snal1 differences in

variance would be significant (using an F test). The results

were that:

,
6-

e
2:

0p

6'
v

6'
a

6'
e

6'
s

62p

(t$) /sts

Gt":) /4zL

(tr')/tts

0.LL24

0.1620

0.1119

... (5.3)

so that: 'J..44, 1.00 ... (5.4)



which implies that

non-emergent ones

emergent S should

the weight for

is satisfactory

be reduced to:

9s.

emergent arrivals relative to

, but that the weight for non-

0.5 ..(6.5)

This experiment was twice repeated for different input

weights. It was found that the predicted weight plotted against

the input weight gave a straight line. The results are shown

in Figure 5.?,. The intersection of the straight lines through

the data points with the line r,rrr, = dout gives the values d" =

0.4, Dn = 0.5. when these weights were used in fact the output

weights were L)s = 0.41 and u" = 0.55 (shown as a large + and (')

on Figure 5.2). If a single large residual were removed frorn the

population of energent arrivals (and the rule used for the removal

of outliers was quite arbitrary), then ar" would be 0.50.

The conclusion of this analysis was that the adoption of

theweightsD"=0.4anduu=0.5producedinternallyconsistent

results. These values are not too far frorn the initial estimates

although the s weight is lower than expected for a reason that I

can only assume is due very nuch to large reading error

- doubling the estimate to 0.4 sec. for the S reading error only

gives ," = 0.63 - coupled with greater variation in the s model

errors than predicted by sinple theory'

0.6=T:T =

No subsequent tests on

reason to dePart frorn this

other groups of earthquakes gave any

weighting scherne which was used

6"
a

7p
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throughout this study. In the section which follows (discussing

the stability of the hypocentre and nodel correction estimates

to perturbations of the input control variables), the change

in the solution for the various data sets is given' No

very great change in the parameter estimates (nothing significant

conpared to the relative error standard deviation estinates) is

observed for small changes in the input weights'

The next aspect of the weighting problem to be dealt with

was the method of dealing with outliers - residuals too large

to be accounted for by any reasonable theory of errors other

than blunders in reading. The nunber of nistakes detected was

in fact very small for the group of 65 events, but rather than

omit these, it was felt that since good techniques exist for

deali,ng with such situations, one could be used to deal with

the possibility of greater nurnbers of extreme outliers in other

groups.

Dewey(r971)usedJeffrey'smethod(Jeffreys(1930))which

employs a weight:

w(t,) = L/lt+ uexp fr.z/Zo'o)) ...(5.6)

where oo is the standard deviation

extreme values, and u is related to

extreme values.

Dewey used Bolt's (1960) value for

o0 from the distribution of residuals,

the order of l- sec. The very low rate

of the PoPulation without

the rate of occurrence of

u of 0.0?. and estinated

typical values being of

of outliers found in the
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group 24 data indicated that o.0z utas nuch too large- Figure

S.i shows the distribution of residuals without outlier removal.

Because this analysis was being conducted concurrently with the

determinations of r.r" and u", the data shown is frorn the case

u"

non-normal in that a very nuch greater than expected number of

residuals are within 0.45 sec., the unbiased estimate of the

standard deviation, but also that too nany exceed three standard

deviations - as mentioned before, l0 residuals were greater than

1.3 sec. in magnitude, and nost of these weTe more than four

standard deviations. It was not the case that these extreme

values tended to occur for emergent arrivals '

This gives a "blunder rate" of 10 per 1125. Calculation of

u as (height of tail)/(excess height of peak) gives a value of

Zx10-3 - an order of nagnitude less than the Bolt-Dewey figure.

By trial, a satisfactory value of oo was found to be 0.35 sec.

The unbiased estinate of the total error standard deviation which

resulted fron the use of these weights on the group 24 data was

0.33 sec. , which is to be interpreted as the standard deviation

of the total error in a non-emergent P observation' This is not

inconsistent with the estimate of 0.39 sec. obtained in Chapter

IV for the sane quantity, since no weighting for outliers was

attempted there, and the detection of blunders with only seven

observations per event is rnade very difficult by the least

squares method which tends to share the error among all the

residuals.

In this regard it cannot be clained that residuals identified

as extreme outliers are certainly blunders and that these are the
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only such blunders, although this is extremely 1ikely' There is'

however, the possibility that a rrgoodrt reading will appear to be

a blunder and that a blunder will be hidden. The actual method

used to apply the Jeffreys weighting scheme was that some nurnber

of iterations, generally 3-5, would be performed without Jeffreys-

type weighting, then u(r) would be calculated and applied unchanged

for a number of iterations until a sufficiently stable solution

(as indicated by the nagnitudes of the increments) was reached'

Figure 5.4 shows u(r) (normalised to 06 = 1) and tut(t) for

u

less than three standard deviations, but then its effect is rapid'

Experiments were carried out with different values of U and oo

and it was found that the solutions were stable to sna1l perturb-

ations of these parameters, but that if too large a value of u

were used, say 0.02, a marked change in the solution occurred

after the application of Jeffreys' weighting from which the system

took nuch longer to recover and find a new rnininum'

The final distribution of residuals after application of

the weighting scheme described was 1itt1e different from the

prior distribution except for the absence of the tails' Before

concluding this section on weighting, w€ return to the assumption

of equal station variances made at the beginning of this section'

It is generally accepted that this assumption is false (Freednan

(1968)), but until one renoves the mean model errorrdetection

and removal of the effect of different station variances is

difficult '

For each of the zL stations used, a standard deviation:
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6. =1
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was calculated, where rj is the nunber of observations at the

jth station and rU, the weighted residual' fron event i' These

quantities ranged from 0.19 (GBZ P) to 0.38 (MNG P). The values

obtained are shown in Figure 5.5. There is no readily apparent

pattern in the values. Although at most seismographs the P

standard deviation was not greater than that for s, the two

largest values were MNG P and coB P. A Bartlettrs Test of

Homogeneity of variance (Snedecor and cochran (1967) ) perforrned

on the station data indicated that the differences between the

standard deviations was highly significant (the test statistic

is approximately yz on Z0 d.f. and the value obtained was 73'13)

Adhoe explanations of these differences might be attempted'

For exanple, the COB P data had by far the highest incidence of

emergent arrivals of any station, and so too high a weight for

an would explain the high value there. However, MNG is one of

the better stations in the set and none of its arrivals were

described as energent.

It is perhaps convenient here to give the corresponding

results for an adjacent group, group 34. The station standard

deviations are also given in Figure 5.5 and it can be seen that

for some stations the values are consistent and for others highly

inconsistent. In particular, MNG P and TRZ P show large variat-

ions from one group to the other. A Bartlett's Test conducted

on the group 34 data also showed a significant difference between

station variances.
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In light of these results, I feel it is likely to be

difficult to formulate a theory which explains the differences

in station variance. A plausible explanation is in fact that

the observed differences are attributable to incorrect weighting

parameters for S, for energent arrivals and in the Jeffreys

weighting. If by chance it happened that a rather large nunber

of large but not extreme residuals were present arnong the residuals

of MNG P for group 74 and the value of U used were too snall'

this would give a larger variance than expected. The Bartlett

Test is sensitive to departures from normality in rnuch the same

way as the F test (see ChaPter Ii)'

certainly, the great variation that occurs for some stations

between group s 24 and 34 shows the dangers of simply weighting

the observations at a station inversely as the calculated

standard deviation. It was felt that the results so far justified

not weighting the observations by stations but to bear in mind

the very strong possibility of unequal station variances ' This

question is mentioned further when the pooled results of all the

groups are discussed, when it turned out that there was a large

degree of homogeneity of variance between stations'

STABILITY OF PARAMETER ESTIMATES IN GROUP 24

Appendix v contains a complete set of results for group

z4 (with no master event), including original seismological

Observatory SoLutions. In this section we discuss these results

with respect to stability of the solutions. In particular, we

discuss the variation in the solution with quantity of data'

achieved by altering both the number of stations and events ' and
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also the effect of fixing part or all of the hypocentre of one

of the events.

In general terms, the hypocentres were fairly consistently

displaced about 30 km to the NW and 40 kn shallower than their

Seismological 0bservatory solutions. Average nodel corrections

(the sum over the 21 stations being constrained to be -21'0 sec')

ranged from +5 sec. for KtP s to -5 sec. for GNZ S. The unbiased

estirnate of the total error:

- Number of
Parameters

was 0.326 sec. This is to be interpreted as the estirnate of the

standard deviation of the total (node1 plus reading) error of a

non-emergent P arrival. Total error estirnates for other observ-

ations are obtained by dividing through by the weight given to

that observation - thus the estimate for non-emergent S is 0'81

sec.

Even with 845 degrees of freedorn' one is not entitled to

quote 3 significant figures for 6. This is done here for compar-

ison with the values of a given by the other solutions with

different quantities of data, etc. The change in a is so small

as to be completely insignificant even where part or all of the

hypocentre of one event is fixed. In particular, fixing the

depth of a master event to a wide range of values produced

insignificant changes in the value of 6 showing that the "valley"

of the least squares solution is broad and flatrwhich must make

one cautious about acceptance of the solution. The details of

2
E I r..
ni LJ

Number of Observations
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the various solutions are given beLow. (Solution F is the one

given in ApPendix V . )

Number of
Station

2L
2L
19
2L
L7
14

2L
2L
2L
2L

(Seisrnologl-ca1

Number of
Events

Master DePth of
Event Master

0Solutlon

F
G

H

I
J
K

F
R

S

T

0

65N
38N
65N
19N
65N
65N
55N
65Y
65Y
65Y

ObservatorY Solution'

L-57

]-25
140

l-57 kn

o.326
0. 319
0. 335
0.328
o.324
o.322

0. 325
0. 333
0. 334
0.330

deep)

Figure 5.6 shows the changes for F through K in epicentre'

depth with latitude, and model error for five arbitrary earth-

quakes which approximately define the physical extent for group

24, and five stations spread about the group. 90 percent confid-

ence ellipses are calculated frorn the variance-covariance natrix

of solution F. Error bars for the model errors are one standard

deviation. It is clear that the changes in the solution produced

by altering the number of stations and/or earthquakes are

insignificant in terms of the predicted errors. Qne concludes

that the solution is not sensitive to simple changes in the

number of data provided there is some minimun number of observat-

ions, suggest.ed by solution I which produces the greatest

deviation from solution F, particularly in the model errors'

FigureS.TshowscorrespondingchangesforFthrough0.

The nodel terrns here are given for F and R only, plotted against

nodel travel tine for the gloup to the station. The elror bars
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(on the F values) are one standard deviation. This figure

demonstrates the high degree of reliability in the relative

location of the group using JHD with or without a master - the

solutions move in unison as the naster is constrained to different

solutions.

The conclusion from the lack of significant variation in

6 between these solutions is that even though the conditioning

of the system is good enough for the systen of equations to

converge quickly and stably (within 5 iterations, often within

3) to a solution, the number of solutions producing almost as

srnall a residual Sum of Squares cover a vast volume of the

solution space. without some additional information about the

physical appropriateness of a solution it would seem that the

nethod is less than satisfactory as far as producing improved

absolute hypocentres is concerned. similarly, the change in the

model error estimates between F and R shows that while qualitat-

ive information is provided as to whether the aveTage path to a

station is fast or slow relative to the original travel tine

mode1, the magnitude of the time correction at a given station

will depend quite a 1ot on the values of the hypocentre para-

neters chosen for the master event'

THE DISTRIBUTION OF HYPOCE}ITRES IN GROUP 24

Figure 5.8 is a section perpendicular to the strike of the

North Island Seismic Zone which serves as a location map for

group 24 and again demonstrates the thinness of zone. The

distribution of hypocentres in group 24 confirns the result of

the Homogeneous Method - there the standard deviation perpendicular
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to a best fitting plane was 5.5 km; for group 24 the standard

deviation was 5.7 kn. The geographic extent of group 24 is of

course nuch smaller than the Sroup considered for the Homogeneous

Solution Method, with the extent perpendicular to the section

in Figure 5.8 being only about 150 km'

This agreement between the two nethods suggests that both

achieve the same standard of relative hypocentre determination'

Moreover, a plane fitted to the hypocentres of solution R had

a standard deviation perpendicular to the plane of 5.6 km,

showing that the relative location accuracy is very largely

independent of the location errors in the master event'

The other physical characteristics of the best fitting

plane for group 24 were quite a bit different from those obtained

in the previous study. Since there was about a 30 krn displacement

of the hypocentres to the North-West relative to their Observatory

locations, the best fitting plane was similarly displaced' The

strike was 41o East of North compared to 45o - a difference

possibly not signif icant in view of the smaller extent of group

24 - but the dip was only 51o compared to 67o. While it is again

possible that the smaller extent of group 24 makes these figures

not strictly comparable, the smaller figure is in better agree-

ment with Adams and ware (Ig77). The explanation for this

shallower dip is that in the presence of velocities quite

different fron those of the model, the location error might be

expected to increase with distance. Thus with an incorrect

nodel the deeper earthquakes are displaced down from their true

positions more than the shallower ones. This point is important

because selection of groups for JHD with too great a range of



depth would mean that the model errors for

top and bottom of the grouP would differ by

the assumption required for JHD valid'

112.

earthquakes at the

too nuch to make

However, the good relative locations and the shallower dip

of the zone suggest that the group size chosen is not too large

and it was with some confidence that the next stage of consider-

ing other groups was embarked on.

MODEL ERROR ESTIMATES FROM GROUP ?,4

Before discussing the results fron the other groups, the

model error estimates will be discussed. The great problen with

interpreting these results was that the nagnitude of the values

obtained was often very large cornpared to the nodel travel time '

the extreme cases being KRP and GNZ where the predicted errors

were +15 percent and -6 percent of the average travel tines,

naking a velocity contrast across the dipping zone of 20 percent

Of course the fact that the error terms are calculated only to

within an additive constant neans that by a suitable choice of

constant, this figure might be somewhat reduced. However' one

is hardly entitled to choose the additive constant to ninimise

the contrast. A1so, the uncertainties in the model errors

make quite dubious the acceptance of the results from a group

in isolation.

To begin with, the standard deviation of the nodel error

estimates as calculated on the basis of normal linear theory

weTe of reasonable nagnitude ranging fron o.?2 sec. for TRZ P

and TUA P to 0.95 for KRP S. The S standard deviations were
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larger because of the lesser weight given to S observations'

The geographic position of the station relative to the

hypocentres and the total number of observations at that station

are the other factors involved in determining the magnitude of

the standard deviation.

The magnitudes of the eTror estinates and standard deviations

were such that it would have been quite inpossible to find an

additive constant which would have made any appreciable nunber

of the station terms insignificantly different from zero in a

statistical sense.

The applicability of the standaTd errors as a measure of

accuTacy however depends on the absence of systernatic errors and

the series O-F reveal, ds discussed, that 6 changed very little

over a wide range of solutions some of which (R in particular)

involved a large reduction in the rnagnitude of the error

estimate.

0n the other hand, from the linear theory variance covariance

natrix the correlation coefficients for the hypocentre parameters

for one of the events and the model error estimates were

calculated. The results are given in Appendix v. The results

show only a nild correlation between depth or origin time and

the station terms but a rather larger correlation between latitude

and longitude and the station terms. These correlation coeffic-

ients then reflect the dependence between the model error

estimates and, Particularly, the epicentre estimate' The accurac)'

Vcronra uNlvERsrTy oF wELLTNGToN
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of the estimates of the correlations is subject to the same

requirement of absence of systernatic elror, Yet the values ale

not unrealistically smalI and should be quite fair estimates

of the correlation. This indicates that the linear theory is

coping with the systematic model errors to a large extent in

which case one can accept the values for the standard deviations

of the model errors.

A1so, 3s before briefly rnentioned, there is a great deal of

qualitative consistency in the model error estimates' Those

stations which have ray paths through the postulated down-going

lithospheric slab have negative terlns which increase in magnitude

with increasing average tIavel tirne implying, 3s expected, faster

than average velocities in the s1ab.

Thus it

informat ion

pooling of

ment to the

was felt that while in isolation the model error

from group 24 was of unknown quantitative va1ue, the

such data from several groups rnight yield an improve-

mode1.

THE OTHER GROUPS

As an initial experiment, earthquakes from four other groups

were relocated using JHD; these being the adjacent groups 23,25,

33, 34 which were generally the next most populous groups. The

northern groups 11-17 were rejected on the grounds that they

were 1ike1y to be so unfavourably placed with respect to the

network as to give rise to even more poorly conditioned systems

of equations. Finally a total of nine groups were processed

covering all but the regions of sparsest seismicity between
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37.95 and 39.25. The set of stations typically used to locate

an event south of 39.25 by the Observatory is quite a little

different from the set for events north of this latitude' It

was hoped that sone 250 events in all the gloups would be a

satisfactory number from which to obtain an improved velocity

rnodel .

Table 5.1 gives the details of the data available for the

four groups mentioned above together with the number of iterat-

ions used and the largest increment to any of the model estimates

in the last iteration. The maximum number of iterations a110wed

was LZ - if the increments becane satisfactorily srna1l before

the twelfth, the plocess ceased. The values of the largest

increment after 6 iterations, when Jeffrey's weighting was

applied, is given for comparison in some cases'

The corresponding d,ata for group 24 is included

case was a master event used.

TABLE 5.1

In no

Group/Run Events Stations Iterations Last Increment a

24F
G

H
I
J
K

34A
33A

254

B

23A

65
38
65
r9
65
65
28
20

2L
2t
19
2L
L7
L4
20
L7

20

19

l-6

6 0.04
0. 13
0.04
0.05
0. 0l
0.09
0.07
o.46
0.59
1. 68

.95

.25
L.59
0.00
0.06

0.326
0. 319
0.355
0.328
0.324
0.322
0.335
0. 317
0.318)
0.363
0.362)
0. 319
0.317)
0.384
0.384)

31

8
8

10
9
8
8

L2
(6
L2
(6
L2
(6
L2
(6

31

22
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As in the case of group 74, the selection of data was

guided by the need to monitor quality (few energent arrivals)

and consistency of stations, bearing in mind the available

population of the group. Thus with the more sparsely populated

groups, the criteria for selecting data had to be sornewhat

relaxed. The consistency of the results obtained from group

24 with varying data sets and the use of weighting for quality

indicated that the relaxed criteria should be quite satisfactory'

From Table 5.1 it will be noted that (i) except for group ?3

the total error estimate 6 was fairly constant and that except

for 33 and ?5 the last increment values are very snall ' In

the case of group 25 it became apparent that P arrivals at

station coB had a very large standard deviation. when this

station was renoved (run B) the stability increased quite

appreciably. The extent of the influence of the cOB residuals

is further indicated by the drop in 6 between runs A and B'

To be able to combine the nodel error estimates from the

different groups to produce an improved model, it is necessaly

to ensure consistency of solution fron group to group. To check

this, BD appropriate event from group 74 was seeded into each

group (an event on the boundary between group 24 and the group

in question). The hypocentres of these could be compared with

their group Z4 positions: if the difference between the positions

is sma1l compared with the predicted erTors for the hypocentre'

the results of the two groups are rnutually consistent and the

model estimates can be pooled. Further, the seeded events can

beusedaSmastereventsintheirnewgroupsfixedattheir

gloup24hypocentres.TheSetofmodelerrorestinatesthus

produced can be cornpared with the set produced when the group

is free.
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Figures 5.9 to 5.12 summarise the results. The ellipses

shown are 90 percent confidence regions. The error bars on the

model error estimates represent one standard deviation' The +

symbols are the solutions with naster event, O being that event

confidence regions for all earthquakes in a group are similar

and an event central in the group was chosen for which to

calculate the confidence region-

Except for grouP 33,

rvithin the region and the

one standard deviation.

the naster event solution fel1 well

model error estimates agreed within

A detailed summary of results fron all the groups will not

be given at this stage because these results are superseded by

the results discussed in the next chapter. At this stage a few

irnnediate points can be noted. First, the average hypocentre

displacement relative to the Observatol.y Bulletin solutions is

much the same for all groups as for group 24. The shallower

dip of the Benioff zone is seen in all groups, and the overall

reduction in depth of about 40 km results in a vanishing of the

apparent sparseness of the North Island seismicity between the

base of the crust and about 80 krn. Adams and ware (1977) also

note this point. The universality of this upward displacement

also suggests that the bottom of the Benioff Zone is at a

shallower depth than previous estimates based on seisrnicity

profiles using standard Bulletin Hypocentres. This point,

which has the obvious consequence of indicating a shorter

descending slab, will be further explored in the next chapter'
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INTERPRETATION OF THE MODEL ERROR ESTIMATES FROM THE GROUPS

This heading is the subject of the next chapter. It became

apparent that a simple interpretation of the model error

estimates would be unsatisfactory for the following reasons.

First, the non-estirnable mean rnodel error for each group must

be estirnated or eliminated before intergroup comparison of nodel

errorS is possible. Second, the naive velocity contraSt estimate

is so large that if it were correct, the linearisation approxirn-

ation on which JHD hangs would not be valid. (Chapters I and

III). Third, the results of Haines (1977) show a large variation

in the tlavel tirnes in the clust locally to N.Z. seisnograph

stations. Ideally, one should improve the mantle model to the

point where the new model error estimates are snal1 enough to

validate the linear approxination, and then interpret these

estinates in terms of an average group term,afl average station

tern (allowing for a crustal effect local to each station) and

a nantle velocity contrast, with an assuned conmon contlast for

stations with sirnilar ray paths to any group'

CONCLUSION: THE ACHIEVEMENTS OF JHD

Briefly, the relocation of hypocentres of subcrustal earth-

quakes under the North Island, New zealand using JHD has

produced: better absolute locations, good relative locations,

more information about the model than standard methods ' The

absolute location inprovement is the hardest to judge in view

of the absence of an absolutely deterrnined event' The circurn-

stantial evidence conprises the filling of the apparent gap in

seismicity in the range 33-80 km and the generally better

agreement in depth with teleseisnic estimates. The gain in
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absolute location inprovement is due to the avoidance of a

master event. Although in many ways the distribution of stations

used about the hypocentres is far frorn ideal (a1t looking down,

with a large najority looking down through the slab), a master

event was not required for stability. 0n the other hand, the

appearance of large model error estimates and correlation

between uncertainties in these estimates and location errors

indicates that a substantial average location error nay still

be present.

The relative location question has been 1itt1e mentioned so

far - the evidence for this is the reproduction in all groups

of the thinness of the Benioff zone deduced in chapter IV. 0n

the who1e, litt1e enphasis was placed on this feature of JHD'

the major effort being directed towards model inprovement'

However, 3s an illustration of the capabilities of JHD in this

direction we have the following example. Figure 5.13 shows a

northern section of the east coast of the North Island, part of

the region from which group 22/32 was drawn. shown are all the

epicentres of earthquakes assigned subcrustal (> 33 kn) depths

by the seismological observatory between 1964 and 1975' The

arrow-heads show the JHD epicentres of all those which were

selected for relocation (in group 2Z/37) - The fact that only a

very few are so treated makes the linear grouping of the central

five and possibly the easternmost one more remarkable' The

central five lie within 2 kn of the line drawn. The strike of

this lineation is 53.W of N (with appreciable uncertainty) and

so is approxirnately perpendicular to the strike of the Benioff

zone. The relocated depths are in the range 33-57 km (compared
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with original depths 66-90 km) which places these events in the

underlying p1ate. One rnight tentatively interpret these events

as lying on a fault in the top of the underlying plate which

strikes roughly para11e1 to the down-dip of the plate- Unfortun-

ately the most recent study of mechanisms of North Island

subcrustal events (Harris (1975)) lists only two earthquakes

in this region and classifies thern as uncertain - in neither case

is there enough data to determine a focal mechanism, nor do they

fit Harris's Categories A and B.

Against this interpretation is the failure to detect any

similar lineations anywhere else among the relocated hypocentres'

on the other hand, the faulting may not persist with descent of

s1ab, or rnyriad cracking may make identification of faults

impossible. There were not ve1.y many hypocentres relocated in

the depth range 33-60 kn, largely because of the comparative

poorness of the data from the shallower events - there tend to

be nany nore energent arrivals and many InoTe missing stations

for such events. A search explicitly for this phenomenon rnight

thus reveal other examPles of it '

The final clairn made for JHD is the obtaining of better

inforrnation about model errors. One can see the improvenent if

one compares the model error estinates for stations with the

average residual at the station over a group using the

Observatory solutions, and conpares both with what one would

expect on the basis of a model with high t'elocities in the

down-going slab and 1ow or normal velocities in the surrounding

asthenosphere. The rnodel error estinate for KRP is large and
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p,ositive for group 24, For these events the ra/ p'aths nust lie

almost wholly in the assu,med Low velocity asthenosptrere and

no.frral. velo,city l,ithosphere sf the rnd-ian P1ate. A p'ositive

tern rel,ative to the stations looking down the slab is expected.

The average S residual for KRP before JHD relocation is -1-5 sec'

whie6 is i.n compLete disagreenent with the nodel and would suggest

in fact a tot.altry different mode1. The lesson of chapter II is

of coutse that the neara residual depends too nush oh the Station

set tg b,e useful as a source of rnodel ixnprovenent. In the n'ext

chapter we show that with JHD we have lo'os€ned the bond of

station set dependence some'what.
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CHAPTER VI

INTERPRETATION OF Tl1E I"IODEL ERROR ESTIIVIATES FROIvl JHD

In this chapter, a travel-time model for part of the North

Island, New Zealand is constructed which gives the best fit for

the arrival tine data from 256 earthquakes in nine groups '

subject to certain constraints described be1ow. The positions

of the groups are given in Figure 6.1. Group ?367 is a good

quality sample from the events placed by the Observatory below

250 km (excluding 600 kn events which are to the south west of

the area considered (Adams, 1963 and Adams and Ferris, 1976)'

The group s 23/22 and 22/32 are coilposites formed to provide

adequate data for JHD. Other data on the groups is given in

Tables 6.1 (a) and (b) .

From these groups, 6 picture of the Benioff Zone in this

area is constructed (Figures 6,2 - 6.4) which is somewhat differ-

ent frorn that of Adams and Ware (1977) and Hamilton and Gale

(1968). A1so, mantle and crustal travel-tine models for part

of the North Island are constructed'

METHOD OF INTERPRETATION

up until this point, the number of assumptions about the

physical situation that we have made has been a rninimum: we

have assumed that the travel-time model used (Jeffreys-Bu11en)

was accurate to within about ten percent (Chapter III), which

irnplicitly denies discontinuities or very rapid changes in

velocity of more than this amount'
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rABLE 0.1(a)

* l-5 earthquakes in cormon. Group 23 was too sparse and poorly
condltioned to process without the addttional shocks.

TABLE 6.r(b)

* This row is the difference between the solutions of the event eormon

to 42 and 33.

I

I

I

I

I

I

Group
No. of
Events

No. of
Statlons

Master
Used

o
(Total P

error
estimate)

No of
Iterations

22/32
23122

42
33
24
34
25
35

2367

31*
36't
23
2L
65
28
31
23
19

15
16
L7
L7
2L
20
L9
20
16

No
Yes
No
Yes
Yes
Yes
Yes
Yes
Yes

0.371
o.422
o.426
0. 3r-0
0.326
0. 344
0.313
0.311
0.389

10
10
l0
10

7

l_1

11
10
10

Group
Group (s)

contributing to
Master Event

t'tesrrn EVENT (FREE

SE-d.-Gn&---TTa.
Dev. (kn) Dev.

FIXED)
Uepttr- Sta.
(kn) Dev.

Lat.
(krn)

22132

22123

24

25

2367

33

34

35

42

22132

22123

24

25

34,42

24

25

NA

4

-5

-2

-4

2

3

3

3

NA

4

0

5

4

2

3

2

2

NA

3

L4

r-9

5

4

5

5

6*
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The preliminary indication from Chapter V is that the

velocity contrast between ray paths entirely within the down-

going slab and entireLy outside (as the paths to KRP must be

for most groups) is greater than ten percent. In order to

validate the assunption deemed, in Chapter III, necessary for

application of JHD, a simple rnodification of the travel-time

model was made, whereby the mantle J-B travel-tine would be

increased or decreased according to the hypothesized percentage

of the path in the s1ab. With the limitations of computer

speed and instability of the linear system resulting if the

average velocity to each station were nade a deterrninable

parameter, the decision was made that the velocity contrast,

relative to J-B, for each station wouLd be chosen subjectively

and arbitrarily except that certain assumptions and constraints

should be satisfied. It will be shown that within the linitations

of these assunptions and constraints 1itt1e latitude is allor"ed

in the velocity contrasts for the majority of the stations.

Horn'ever, ?Lternative assumptions are certainly possible and

an atternpt was nade to exanine the effect of one of the nore

fundamental assumptions: that the Jeffreys-Bu1len Travel Time

model provides satisfactory ray shapes for the region of interest,

in particular, that rays lying entirely inside or entirely

outside a slab in which velocities are higher than in the

surrounding mantle are approxinately the same shape as J-B rays.

In the absence of a fast ray tracing algorithn (and processing

group 24 with 1125 equations, iterating six times, would require

6750 ray calculations) there is no present alternative except

the assunption of some standard ray structure. The Jeffreys-

Bu11en Model may not have been the most appropriate in this case

but it is used by the Seismological Observatory for its routine
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locations and has been used in subcrustal seismicity studies

in the past (Hami lton and Gale ( 1968) , lulooney (1970a, b) ' Adams

and Ware (1977) who apply a scale factor of 0.91 for mantle

travel times for rays adjudged to 1ie entirely within the slab).

An attempt to test the importance of the ray structure was made

by substituting a homogeneous (constant velocity) mantle for the

J-B upper nantle and the results of this are discussed in a

later section.

l{ith the assumption of the appropriateness of the Jeffreys-

Bu1len structure, the next step was to decide upon a scaling

factor for the sub-crustal part of the travel time for each

station and each group. To linit the rnultitude of possibilities

and to keep the consequent model as sinple as possible, the

following constraints were adopted. First, stations rvith

similar paths to the same group should have the same scale

factor and a station having similar paths to different groups

should have the same scale factor for those groups. The decision

as to what constituted sinilar paths was arbitrary and subjective,

but basically all stations with paths entirely in the slab had

a common scale factor assigned. P and S were treated independ-

ently however, and the f inal scale factors for P and ,9 paths

in the slab were not the same.

Table 6.2 shows the final scale factors for all stations

and groups expressed as a percentage contTast to the Jeffreys-

Bu1len mode1. To apply a scale factor 0 one subtracts fron

the J-B travel time f the crustal portion, fe. This was

carefully done by calculating the incidence angle at the base
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ECZ P

GNZ P

TIIA P

T.R.Z P

TdNG P

[,IEL P

T{TZ P

GNZ P

EOB P

r"NZ P

KRPP

GBZ F

,ECz I
GNZ 8

TUA S

TRZ S

MNG S

IIEL S

!ilrs g

cNu s

eoB s

11SZ S

-9
-9

-p;
:t
-9

-9
-9

-9
-9
-9

-9
-9
-9
-9

-9
-9

rt
-9

-t+

-,4

-4

TABLE 6.2

-9 -9 -9 -9 -9
*9 -$ -9 -9 -9
-.9 -9 -g -9 -9
-9 -9 -9 -9 -9
-9 -9 -'9 4 -9
-9 -9 -9 '9 -9

=9 -9 -9 -9 -9

-9 -9 -9 -9 -9

-8 -8 -8

-4 -4 -,4 -4 -t+

0-4-4

0

-6 -6
-6 -6 -6 -6 -6
-6 -6 -5 -6 -6
-6 -6 -6) -6 -6
-,6 -5 -6 -6 -6
-6 -6 -6 -6 -6

-$ -.6 -6
-6 -6 -6

-4 -4 -4 -4

-4

-9
-9
-9

-9
-9

-9

-9

-9
-t

-9

-4

-4

-5
-6,

-6
-6

-6

-6
-6

-,6

-6

-6

-6

-6

-6
-rfi

-6-6

-6

GROUP

22,132 I+2 2,2t21; 33 2!+ 3t+ 25 35 2367

KRP S
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( 6.1)af r sin rl
aA=1,

and assurning a one-I.ayer crust of P velocity 6.1 km/sec.,

5 velocity 3.5 kn/sec., thickness 33 kn. The resulting travel

time is thus:

r" + (1+a/!00)(I-?) ... (6.2)

The station COB and possibly TNZ had mixed paths - paths

being partly inside and partly outside the slab. The scale

factors for these stations were determined by trial for each

group with some attempt to keep as much uniformity as possible'

and also to satisfy the other constraints.

The second constraint was that the scale factors should be

chosen so that the internal consistency of the hypocentre

estirnates was as great as posSible, This was easily tested

for by conparing the positions of the seeded event which a

pair of groups had in conmon. If the hypocentre estimates for

these events from each group were close enough together, the

model could be judged to be giving internally consistent results

for the pair of groups. In fact, with the finally adopted

node1, differences of only 2 to 3 kn in the hypocentre estinates

of common events were nornal. (See Table 6.lb) The third

constraint was that the model error estinates obtained frorn JHD

for this new model should be sufficiently sma11 that the linear-

isation approxination could be made. In fact the aim was to

reduce these times to values which could be accounted for by

assuming crustal model variation.
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Fourth was the underlying principle that a77 changes should

be as snal1 as possible, that is, that consistent with constraints

two and three, the scale factors should be as srnall as possible.

Within the limited set of satisfactory models 1eft, the

programming required to find the best solution, although feasible

in principle, would surely be irnpractical, first because of the

linitations of computer speed available, and second because the

resulting (linear) system would be very 1ikely to be too poorly

conditioned to be meaningfully solved; at best one would expect

to have to start the systen from an approximate solution quite

close to the final solution.

A discussion of some of the recent attempts to extend the

model improving powers of JHD by different methods is included

in the next chapter. To mention one such method, Aki and Lee

(1976) construct a least squares system in which the rnodel

error estimates as well as the residuals are rninimised in the

least squares sense. In view of the third constraint of

requiring sma11 nodel correction, such a scheme could be applied

to our problen provided good prior crustal nodels could be used

to calculate initial station terms. Haines (I977) provides a

set. of station terms for stations of the New Zealand Seismograph

Network. From arrival tine data, Haines calculates regional

P, and S, velocities and crustal delay times for Pn and s,

relative to a standard crustal model (5.5, 3.3 krn/sec. for P, 5

above L?. kn; 6.5, 3.7 km/sec. between LZ and 33 kn). An attempt

r\ras nade to incorporate Hainesr station terms in the model and

minimise the resulting error estinates by inspection, but the

existence of one or two small disclepancies between Haines'
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terns and our telns led to the abandonment of this idea. It

was decided not to apply prior station terns. The final set of

station terrns (approximately crustal rnodel corrections) reduced

to critically incident ray delay times for the same standard

crustal rnodel (to rnake them directly comparable with Haines I

results) are shown in Table 6.3 and will be discussed hereunder.

The method of processing the data was thus reduced to a

two-step process with considerable subjective interaction in

each step. A subjective decision based on the constraints was

made for each group on the quality of the fit of the data fron

the group using a travel time nodel selected by trial. Having

decided on the best model for each group (Tab1e 6.2 shows that

there was minimal variation in the nodel between groups) the

model error estimates fron the gloups, together with other

pertinent information (average model travel tine, incident

angle, etc.) were pooLed and a linear model. constructed in which

the station terms, average model error for each group, and

velocity adjustments for similar ray paths were parameters to

be deternined. The problern here was in deciding how nany

different velocity adjustments should be rnade and what stations

could be assumed to have a sinilar ray path to a given group'

However, one can make a quantitative comparison between the

sun of squares of residuals for each variation of velocity

paraneters and decide which combinations give significantly

smaller values for the sum of squares.
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the tine to be added to the model travel time

true average travel tine in the crust for rays

critically incident at the base of the crust.

calculated nodel error estimate for station i

Let Hi be the average nodel error estinate for

the true model error estimate is:

Let C: be
.l

To to give the

from station i
Let e. . be the

1,J

from group i.
group i, z thus

11
u

L
+ C.,LJ

( 6.3)

Let ,r:i be the average model travel tine fron the events of

group i to station 7 and 1et the part of TOi that i-s the

crustal tlavel time be fUrfo. (?o is the critically refracted

nodel crustal travel time.) Let the rnantle part of the travel

oij percent. Thus the true mantle traveltime be in error bY

tine is:

4

(7+a,r/t00) (I nj-f ijr o)

The true crustal travel time is given approxirnately by:

f-.r(To + cr)'t2.J .l

Thus the true travel time is:

( rt<l.ij/Loil (rij-f ijro) + f Or(ro+c 
.)

which we assume differs from the calculated travel time:

T.. +a1
+ C..

'r.JT.. + C..44 4av.J u.J

... (6.4)
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which is nornally distributed with zeroby a random amount ,ti
nean and variance p2.

Thus we have the linear nodel:

 T.. + E. + C.. =LJ 1, 7,J
(ttarrlroil(rii-f Uiro, + f.i,.i(?o+ci) * Eii

... (6.5)

That is:

With /Y groups
N

furnish E M;
L=L

s tati on,/group

adjustment.

combinati ons

If there are

"ij -Hi * f4ti * oijTii-fii?o) /too * rij

... (6.6)

and aU stations being used f or group i, this r'^Jould
N

equations in N + M + E M; unknowns if each
i=L

conbination were allowed a separate velocity

Instead (by inspection) we group the station/group

into classes with a common velocity adjustment.

K classes then we replace (6.6J with:

-Hi * f Uci * odj(H (rij-f ijro) /no * Eil

.,. (6.6a)

and solve the equation by least squares for the N terns Hi, the

M terms C; and the X terms o.,,(k).
;I LJ

DISCUSSION OF THE RESULTS: FINDING A PRELIMINARY MODEL

The process of reducing the data in the groups in accord-

ance with the constraints can be summarised as follows: find

the sinplest nodification of the J-B mantle model (by scaling

mantle travel tirnes) which reduces the nodel error estimates to

nV..
7.J
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a satisfactory sma1l level and produces consistent locations

for earthquake (s) cornrnon to pairs of gloups. It would be

wrong to pretend that the solution arrived at in this way is

not the result of subjective decisions and that other models

rnight not satisfy the cons traints to the same extent. lt'e

hereunder present sone of the justification in terms of hypo-

centre consistency for adopting the model summarised in Tables

6.2, 6.3.

A further justifi.cation is presented in the next section 
I

where the nodel error estinates (now interpreted as crustal

model error estimates) are compared with Haines' values.

The starting point was the model in which P and S nantle

travel times for stations with rays entirely in the slab were

decreased by ten percent as suggested by the results of Chapter

V, and the scale factors for other stations (in particular KRP'

TNZ, GBZ) were determined by trial. From the results from a

few groups it becarne apparent that ten percent was too high

and that the scale factor for S should be sornewhat less than

that for P. It was intended that once a satisfactory rnodel

had been determined, one group would be a master gloup and

processed without a master event, and that the other gloups

would use as a master event: the event in common with the

master group restricted to its rnaster group position (or, if

the group were not adjacent to the master group, a master

event from an already processed group) . The origi-nal intent

was to use group 24 as the master group. However, it was

finally decided to use one of the groups rvith the most shallow

events, group 22/32, the decision being made because the travel



L4Z.

times for the shallow events will be less affected by possible

deficiencies in the structure of the travel time nodel and also

because the results appeared more consistent that way. Table

6.1 (b) shows the source of the master event seeded into each

group, and the difference between the hypocentre estimates for

this event when the group was run without a fixed event and

when the master event was fixed at the position obtained in the

seeding gloup. Not all groups l{ele run free for comparison in

this way. The groups omitted from the comparison tended to

converge more s1ow1y, usually because of SparSeness of data.

iVhere the conparison is made it is apparent that the consistency

is quite good - in no case is the latitude or longitude more

than 5 km different. The variation in depth is greater, the

free depths tending to be greater than the mastel event

controlled depths. However, for group 24, the rnost stable of

the groups, the difference is only 3 km. Moreover' the standard

deviations given in the table are the standard deviations for

relative error (being obtained from the fixed event solution).

Typical absolute error standard deviation estimates for depth

for groups 25 and 34 are L2 km and 8 kn. Thus 90 percent

absolute error confidence regions for the pair of solutions j-n

the cases of gloups 25 and 34 would substantially overlap.

However, because of this greater discrepancy in the case of

group 34, a different test was made in the case of group 42.

No master event was seeded into gloup 42. Instead, group 4?

contributed an event to group 33 and the difference between

the hypocentre estimates for this event is given in the table

(group 33 being processed with a master event fron group 34).

The hypocentre estimates are within 7 krn which we consider to

be quite satisfactorY.
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At this point one should note that the differences between

the origin tine estimates, hitherto unmentioned, are not easily

interpreted because of the unknown average model error for

each group. When using a rnaster event, only the latitude,

longitude, and depth and not the origin time were fixed. It

was hoped that this would allow the average model errols for

each group to be estimated later. As it turned out, the linear

system (6.6a), although not singular, is too badly conditioned

to be sensibly solved without one constraint.

The conclusion fron Table 6.1 (b) is that the chosen model

produces hypocentre estimates with a sufficiently high degree

of internal consistency that one can confidently combine the

model error estirnates from the groups for further analysis.

At this stage, there was one reservation about the results

so far obtained. The stations CNZ and WTZ 1ie on a line trending

roughly south-west north-east, that is, paIallel to the strike

of the Benioff zone, and rather to the north-west of a simple

projection of the steeper part of the zone to the surface. (Figure 6.3)

One rnight thus expect that, first, the two stations would

have similar ray paths to groups below about 100 kn and second,

that the velocity contrast might be somewhat less than that for

stations to the south-east. Table 6.2 shows that the stations

received identical treatment for all groups. lJowever' a

comparison of the (crustal) model error estimates for a sanple

of stations from the group 24 analysis and Haines' results for

those stations shows a particularly large disagreement in the

case of ll'TZ.
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Statlon Group 24
es timate
std. dev.

Halnes Haines
estimate std. dev.

KRP P

s
TUA P

s
GNZ P

s
wtz P

s
CNZ P

-o.L2
0.00
o.47
1.84
0. 20
o.25

-0. 59
1. 06
1. 89

0. 28
0. 56
0. 11
0. 35
0. 17
0.29
0.18
0.37
0.10

-0.4
0.5
0.9
2.3
0.5
r.2
0.5
2.2
1.1

0.3
0.6
0.25
0.4
o.25
0.3
0.25
0.5
0.3

(The group 24 results were calculated, as are Hainest, relative

to MNG P. Variation in angle of incidence at the crust/nantle

boundary has been allowed for.) The group 24 estinates for TUA'

GNZ and hrTZ are all smaller than I'lainesr estimates; in the cases

of TUA and GNZ about half a second snaller but one second for

both P and S for WTZ.

At the same time, the CNZ P estinate is greater than Haines'

figure. This suggests that the mantle travel time to TUA, GNZ

and WTZ, in particular, should be decreased to force an increase

in the crustal terrn. However, to depart fron the otherwise very

uniforn scaling of mantle travel times without more substantial

justification was questionable. Thus no change in the rnodel was

rnade. Sorne attenpts to explain this phenonenon in terms of

model deficiencies other than the scale factor are discussed

below. It should be pointed out that the disagreement is

somewhat worse when Hainest figures and the results obtained

fron group ?4 without a fixed event are compared. This might

be explained in terms of a systematic error in the hypocentre

estimates arising from nodel errors which is reduced but not

removed by the fixing of the rnaster event. In the balance, the
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total of evidence would seen to indicate that this error is not

very large and results will be presented to show that the effect

might be attributed to the inappropriateness of using a J-B

mantle nodel. At the sane time, that as good a fit as is here

obtained using scale factors substantially less in magnitude

than -9 percent for P and -6 percent for S must be regarded as

being highly un1ikelY.

DISCUSSION OF THE RESULTS: LINEAR MODELLING OF THE MODEL ERRORS

As explained above, the model error estinates from all the

,agroupt G+i of (6.3)) were used to estimate average crustal and

mantle model errors. Altogether 160 estirnates to, from 9 groups
LJ

and ZZ stations were combined. The only problem in the analysis

was to decide which stat ion/ group combinations should have a

common travel-time scale factor 0. In accordance with the

assumptions, the number of different classes should be as sma11

as possible. An absolute mininum number would be two: one each

for the p and S travel-tirnes for the bulk of the groups to those

stations for which hypothesized ray paths would be entirely in

the s1ab. These estimates and their standard deviation estinates

would be one test of the internal consistency of the process

used to derive this final nodel.

By trial it was found that if scale factors for three other

classes were deternined, the fit of the whole model was dramat-

ically improved. These three classes were: P and 5 from the

shallowest groups to the stations WTZ, TUA, GNZ and S from the

deepest groups to KRP. This latter was the only exception to a

self-irnposed rule to avoid dealing with station/group combinations



146.

where only a single station was involved. The exception was

made in this case because of the obvious and highly significant

irnprovement obtained.

Itlhen the number of scale factor classes was increased frorn

two to five in this manner, the standard deviation estimate of

the residuals of the t* was reduced from 0.31 sec. (128 d.f.)
u.l

to 0.21 sec. (125 d.f.). This value is the estimate of the

average uncertainty of a P travel-tine calculated from the

proposed nodel. In so far as this agrees well with the value

predicted in Chapter V for this quantity, and the standard

deviation estimates of ?r, for P's from the JHD processing are
val

typically about A.2 Sec., one can algue that one has reached

a practical limit in extracting information from the data by

the process described above. The distribution of stations in

the classes is given in Table 6.5.

We now give a ferv more details about the calculation of the

final nodel and sumrnarize the results. The first problem

concerned the statistical aspects of (6.6a). It is not the

case that the errort ,ij are independent with conmon variance.

Indeed, the output data from each group provides, from standard

linear theoryr Btr estimate of the variance matrix of the station

term estimates e -. ,. (The variance matrix f or group 24 can be
LJ

deternined imrnediately from correlation matrix for the station

terms given in fu11 in Appendix VI and the standard deviation

estinates.) However, it would be implausible to assume that

there is no correlation in the errors betrr'een groups for the

same station. The correlations within group 24 are seldom
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large; the principal systematic features are a smal1 positive

correlation between the stations, both P and S, with all slab

paths and a rather larger negative correlation betrreen these

stations and KRP. These relationships are far fron surprising.

They suggest sinrilar correlations between the station term

estimates for adjacent groups. In the absence of such complete

variance information and since there were few large correlations

within groups and the standard deviation estimates for the 4..,LJ

were, within a factor of about two, 0.2 sec. for P terns and

0.4 sec. for S, the approximation was made that the ?r, wereLJ

uncorrelated and that the standard deviation of the,5 terns was

twice that of the P, implying half -in'eighting of the 5 equations.

As a test, in one model the reciprocals of the estimated standard

deviations of the e -., were used as weights and the solution in
uJ

this case was very little different frorn that obtained by the

simpler mode1.

The second problen was one of conditioning. In practice,

it was found to be impossible to separate the group rneans from

the station terns without fixing the value of one of the station

terms. This is in fact of conparatively sna11 significance but

illustrates once again the known difficulty of deternining the

average error of any model fron arrival-time data a1one.

Here, without the constraint of a fixed station, the lack

of sufficient variation in the fraction f. . meant that the'7,J

columns associated with Hi and ti of the design matrix for (6.6a)

were close to being linearly dependent in the usual numerical

sense. The lack of conditioning reflected itself in very large
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TABLE 6.3

STATION TERMS NORUATIZED AS CNITIGAL REFRACTION

DELAY TIIES;* MNG P = 0

KRP F

KRP S

WTZ P

ltrz s

EIIZ P

ct'lz s

TUA, P

TU.A S

EHZ P.

G.NZ 8

EgZ: P

EO,Z S-

TRZ P

TRzS

EOB F

c0'B s

MNG S

I-ilE'L P

I,IEL S

lit{z P

GBZ ?

o.2
0.1

-0.1
L,.7

2.L

6.4

10.6

2.9

0.3
!..0

0.9

3.6
l. /+

3.9

-o.5
-0.3
r0.5

-0.1
0,8

1,.3

-L.7

0.1

0,2

9.2

0.s
0. r.

0.5

0.1
0.3
0,2
0.3

o.2

0.9

0.1

0.4

0.3

o.2
0.3
0.3

o.4
0.1

0.2

-0.4
0.5

0.5
212

1.1

2,11

0.9
2.3

0.5
L,2

0.4

1.6

1.0

3,0

-0.4
0.9
0:.O

0.0

-0.5
0.9

-1.3

-0.,q

-0.4
-0.6
-0.5

1.0

4.0

-0.,3

0.0

-0.2
-o.2
0.5
2.0

0.{t

0.9

-0,1
-0,4
o.5

-o.1
1.7

0.4

-0. /r

* to obtain ve.3tical p,a:th statlou terms5 take ,,66 x (ltsted value).

s,ratlon t'"|j]!llt"*. srd, Dev. ,Hlffi {:*t' snith-Haxnes
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TABLE 6.4

GROI]P MEANS

errorGroup

24

34

22132

22/23

25

42

33

3s

2367

Mean travel- tlure
(sec. )

0.4

0.6

0.7

0.5

o.7

1.1

0.5

0.5

0.5

Standard Devlatlon

0.03

0.04

0. 05

0. 05

0.04

0. 06

0.04

0.04

0. 04
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TABLE 6,5

cr4.ssss on! sTATroxlsnouts lrrut coMMoN scA,L,E FAcroR

KRP P
KRP S

WTE P
TflIZ S

CNZ P
6NZ S

rUA P
TIIA S

ENZ P
GNZ Si

ECZ Plffi;
TRZ P
TRZ .S

co3 P
eoB $

I'[-{G S

IIEL P
WEL $

TNZ P

GBZ P

0
0

I
2

1
0

1
z

1
2

l_

?

L
2

1
0

2

I
z

0

0

0
0

L
2
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TABLE 5.6

MODEL RESIDUALS (STD. DEVS. IN PARENTHESES)

KRP P

KRP S

WTZ P

WTZ S

CNZ P

CNZ S

TUA P

TUA S

GNZ P

GNZ S

ECZ P

ECZ S

TRZ P

TRZ S

MNG P

MNG S

WEL P

h'EL S

COB P

coB s

TNZ P

0. 12
(0. s3)
0.22

(1. 12)
-0. 16
(0. s2)
0. 68

(1. 12)
0.00

(0.33)

-0. 13
(0.44)
0. 12

(r_.00)
-0.04
(0. 84)
-0.08
(0.84)

0.27
(o.22)
0.76

(0.46)
-0.39
(0. 28)
-0.02
(0.66)
o.26

(0. 21)

0.00
(0.33)
-0.42
(0.54)
-0.04
(0.2e)

-0.13
(o.22)
-0.96
(0.39)

0.16
(0. Ie)
0.04

(0.38)
o.24

(0. 13)
0. 12

(0.26)
-0.03
(0.07 )

0. 40
(0.23)
o.22

(0.41)
o.26

(0. le)
-0. 30
(0.3r)
-0.27
(0. 10)
-0.16
(0. 38)
0.00

(0. 1s)
0.08

(0.31)
-0. 12
(0. 1e)
0.52

(0. 28)
-0.09
(o.27)

0.07
(0. 12)
o.22

(0. 31)
-o.27
(0. 14)
0. 30

(0.30)
0.09

(0.19)
-0.22
(0.30)
0.03

(0. 2s)
0.30
0. 33

-o.27
0. 20

-0.41
(0.24)
-o.24
(0.41)
0. l4

(0. r8)

0.09
(0. 11)
0.14

(0. 37)
0.11

(0. 12)
0.50

(0.33)
-0.02
(0.17)
0. 12

(0.2e)
-0.06
(0. 26)
-o.o2
(0.33)
0.05

(0. 1_2)

0.36
(0. 36)
0. 10

(0.17)
0.08

(o.27)
-0. 09
(0. 23)
-0. 38
(0. 26)

-0.76
0. 31
0. r-4
o_rt

-o.32
(0.24)
o.42

(0.3e)
-0.05
(0.22)
-0. 64
(0. 42)
-0. 16
(0. 1o)
0. 12

(0. 41)
-0.05
10. rs)
0. 14

(0. 33)
-0.24
(0. 20)
0.02

(0. 30)
-0.09
(o.27)

0.06
(0. 14)
-0.06
(0. 40)
-0.24
(0. r.s)
-0.02
(0.34)
0. 2l_

(0. 21)
0.52

(0. 31)
0.36

(0. 32)
o.7z
0. 36
o.22
o.22

-0.26
(0.30)
-0. 20
(0.54)

-0.06
(0. 17)
-0. 50
(0.41)
-0. 18
(o.27)
-1.04
(0.47)
0. 10

(0.40)

-0.05
(o.2e)

o.37
(o.27)

o-.26
(o. so)

-0.02
(0. 15)
-0 .42
(0.43)
0.08

(0. 21)
-0. 04
(o .42)
-0.04
(0.32)

0.24
(0. L8)

0. 15
(0. 1s)
-0.52
(0.38)
-0. 2r
(0. 20)
0.02

(0. 3s)

-0. 20
0.42
0.05

(0.22)

o. tt
10. tr)
0.26

(0.32)
0. 17

(0. 16)
-0.72
(0. 27)
o.32

(0. 21)

-0.07
(0. 08)
0.02

(0. 26)
-0.07
(0. 13)
0. 18

(0.23)
-0. l-5
(0.20)
0.02

(0.27)
-0.08
(0 .09)
-0.22
(0. 28)
0. 01

(0. r2)
-0.06
(0.26)
-0. 12
(o.24)
-0. 16
(0.09)
-0. 21
(0.19)
0.26
o.24

-0.06
(0.1s)
0.22

(0. 3s)

0. r-0
(0. r_4)

-0. 10
(o. 46)
0.10

(0.le)
-0.14
(0.48)
-0.08
(0. 2s)
-0. 34
(0.44)
-0.01
(0. 33)

0. 11
(o,l-e)
0. 20

(0.42)
-0.08
(0. 2s)
-o .46
(0. 3e)
-0. 02
(0.34)
o.o2
a.42
0.4r
o.26

0.09 -0.19
(0.13) (0.15)

-0.10
(o. s2)
-0. 20
(o. es)
0.04

(0, 76)
-0. 12
(1. 2s)
-0.22
(0. 81)
0.40

(1. 32)

-0. 13
(0. 13)
-0.06
(0. 33)
-0. r_4

(0. 12)
0. 10

(0. 28)
0.32

(0. 15)
0.02

(0.27)
-0. 13
(0.1e)
-0. 28

0. 3r
-0. 21
(0. 20)

-0.19 0.00
(0. so) (0.24)

-0. 19
(0. 3s)

Group

42 32122 23/22 33 24 34 2s 3s 2367Station

GBZ P



152.

standard deviation estimates for all pararneters. Thus the

station term for II{NG P was arbitrarily set to zero. (Haines

required that the terrns for both l'lNG P and l'{NG S be zero in

his analysis. Thus his results and those presented here are

directly comparable.) Last, the additional classes of scale

factors (described above) were determined by an inspection of

the residuals of the simple nodel with only two scale factors.

In the case of KRP Sr large residuals, many times standard

deviation came f ron the deepest groups 25, 35, ?.367. Sirnilarly,

consistent residuals were obtained from l{TZ, GNZ, TUA P and 5

for the shallow groups 32/22, 4?. The improvernent in the fit

at the expense of three additional paraneters is very highly

significant. A complete set of results is given in Tables 6.3

- 6.5. We shal1 discuss each set of estimates.

The group means are of litt1e interest in themselves since

the overall mean is not estimated. However, the assumption of

internal consistency would require that there be no very large

difference between means for different groups - too large a

variation would imply too large an average difference between

the models for the groups. l{ith the exception of group 42

(which was not tied by a master event to the rest), the consist-

ency of the means is satisfactory compared to the overall

standard deviation of 0.2I sec.

The travel time factor estimates show that on the whole the

original model for the slab paths was correct to about one

percent. The most inportant values are the -0.4 percent

(standard deviation 7.2) for P tines in the slab - an insignific-

ant adjustment - and -I.2 percent (standard deviation 0.4) for

5 in the s1ab. This value is just significant and indicates



that the S contrast estimate

percent. Nonetheless, these

that we may adjudge that our

satisfied our requirernents of

r53.

is -7 percent rather than -6

two val.ues are sufficiently small

nodelling process has entirelY

internal consistencY.

The additional factors: +4.9 percent (2.2) for KRP S for

deep groups indicates a significantly slower travel tirne than

that assuned. It can be compared to the original factor of +6

percent for groups 24 and 34 (Table 6.2). Hollever, the absolute

isolation of the KRP ray paths from all others, making conparison

with other stations inpossible, means that any KRP results must

be interpreted with caution.

The values +5.0 percent (7.4) for P and +3.5 percent (7.6)

for 5 for shallower paths to WTZ, TUA, GNZ seem to indicate

travel times slower than those assumed wi.th the difficulty that

the standard deviations of the calculated values are too large

to give these values signi f icant worth. lt'ere it not f or the

large improvement in the overall fit obtained by including

these classes, one would be tempted to say that the factors are

not significantly different from zero. However, because of the

uncertainty in choosing the right elements for these classes

- it nay be that some station is inappropriately placed in the

wrong class - it is probably correct to deduce that the travel

times for this class might be a few percent slower than the

nodel but that the data cannot resolve this difference. This

would be in agreement with Haines' velocities for this region

which are a few percent slower than in the region south of TRZ.
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In order to test the stability of this final rnodel and

also to see whether the overall standard deviation could be

reduced below 0.2 sec., the conbined group data was reprocessed

with two additional velocity classes: P and S for stations lt'TZ'

GNZ, TUA, ECZ to the groups 24, ?5, 2367. These stations and

groups were chosen because the ray paths from these groups to

the stations would be practically straight up the slab with

1itt1e lateral displacement acloss the s1ab. Significant

travel tine factors might be evidence for lateral velocity

variations within the slab; the problem with such an inter-

pretation being the unknown dependence on the assumed lay

s truc ture .

However, the result of the experiment was negative in the

sense that neither factor was significant, the values being -0'?

percent (1.5) for P and -0.8 percent (1.2) for S, while the

total fit was not significantly altered. At the same time the

other parameter estimates hardly varied. It can be concluded

that with a station tern fixed, the linear system is stable

to sma1l perturbations in the station/group classes.

Table 6.3 lists the station terms and Haines I estinates

for the same. The agreement between the two sets is good.

The most striking difference is in the values for CNZ P and '9

which may in part be attributable to a highly anonalous

structure at CNZ (located on an active volcano). As an

example of the difficulties of interpretation of the station

terms here, the cNz '5 f igure r +6 ' 4 sec' (0'5) was based on

data from only four gloups. Since both the travel time factor



155.

and the station term had to be determined from these four data,

the station term is far from reliable since the minirnum classes

policy required grouping CNZ with other stations. An attenpt

to independently estimate both a station tern and a factor

would have given ambiguous results. One can conclude, however,

that because of the significant difference between the CNZ S

term estimate and Hainest value, the average mantle travel tirne

for S to CNZ is apPleciably slower than that of our assumed

node1.

Haines has shown that his values correlate well with the

isostatic gravity anomalies and that negative anomaly and

positive station term can be explained in terms of a thicker or

lighter (slower) crust or both. Figure 6.6 compares the isostatic

gravity anomaly (Rei1ly (1965)) with some of my East Coast

station terms. Because of an unavoidable interaction between

mantle model and crustal nodel in this study and the imposition

of uniformity on the forner, the station terms of this study are

not to be preferred aS estirnates of crustal nodel error to

Haines' results (which also may suffer sornewhat from this latter

problem, but probably not as much). That such sirnilar results

should have been produced by two such dissirnilar studies gives

a measure of confidence in both studies and to the station term

estimates.

INTERPRETATION OF THE RESULTS

No further comment will be made about the station terms

except to note that they are snall enor.lgh to satisfy the

requirernent of the third constra int . l{e now turn our attention
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to the mantle rnodel. The results of the linear analysis

indicate that the nodel presented in Table 6.2 should be modif-

ied by altering the -6 percent S values to 7 percent and that

the new average values, 9 percent fast for P and 7 percent

fast f or ,5, are corTect to within one percent. In the case

of any particular station holever (for exalnple GNZ S) the factor

may be quite different. h'e propose only an average mantle nodel

for the stations with paths entirely in the slab. This model

is quite close to Adams and l{are's empirically determined model

for the hypothesized slab path rays, and it gives rise to a

picture of the Benioff Zone (Figure 6.7) which is quite similar

to theirs. There is a problem horvever in interpreting these

travel time results in terns of velocities. If the Jeffreys-

Bul1en ray structure (a1so used by Adams and ltrare) is quite

inappropriate for the interior of a downgoing lithospheric slab

then it may be dangerous to even make the interpretation that

the average velocity is I/ (L + d/ 100) times the average J-B

velocity. It does not fo11ow that a model which satisfactorily

girres travel times can be satisfactorily and unambiguously

inverted to give velocities. In particular, the nearly linear

increase with depth of the J-B veloci,ties (Figure 6.8) means

that J-B rays will be flattest near the source and steepest

at the station. The velocity stlucture within subducting

lithosphere is difficult enough to theorise about in the absence

of enough information about rock properties, temperatures '

pressure, etc. However, it might well be that there is less

velocity variation with depth than in the J-B rnodel. The Herrin

(1968) p velocity mode1, a global model, has this lesser rate

of change with depth feature. In such a case , rdYs would be

straighter and the same average velocity would give a faster
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time, or conversely, the Same time ru'ou1d inply a slotver average

velocity. In an attempt to test the effect of such a velocity

mode1, group 24 was reprocessed using constant mantle P and ,9

velocities for the paths to hrTZ, GNZ' TUA (straight line mantle

rays) , the actual values f or r'rhich were adjusted to produce '

uithout a fixed event, a solution for the master event of the

previous solution as close to its adopted position as possible'

There were seveIal interesting features of these experiments'

Solutions obtained with gleater or lesser velocities than the

one arrived at were less stable and yielded a higher overall

total error estimate. The final solution adopted with this

modification was the best one, in the least squares sense'

implying an uncertainty in the l,elocities adopted of less than

one percent. The hypocentre estimates in this solution were

within about 3 krn of the J-B estirnates. The velocities, 8'51

kn/sec. for P and 4 ,7 4 km/sec. f or .5 comPale with 8 .69 km/sec '

for P and 4.72 krn/sec. for 5 from the J-B tables scaled by

factors of 0.91 and 0.93, CAlculated for vertical rays from

145 km - the average depth of group 24. This result does not

resolve the problem of inverting the travel times to produce a

velocity rnodel, but reinforces one's confidence in the robustness

of the method insofar as the results now seem to be somet+hat

independent of the assuned tay structure' 0f course' the

homogeneous mantle model was applied to only six out of zL

stations but if there had been severe dependence on structure'

it might uel1 have been revealed in such an experiment.

Itle conclude, tentativelY,

solutions obtained using the J

that the average velocities wi

from the ProximitY of the

-B model and a homogeneous mantle

thin the slab are 8.6 (t0 ' 1) km/sec '
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f or p and 4.73 (10.05) kn/sec. f or ,9. These results are in good

general agreement rvith other determinations: Robinson (1976)

finds an eLeven percent avelage P velocity increase over the

J-B average velocity from teleseismic P residual differences.

Essentially, Robinsonrs result depends only on correctly

estimating the length of the ray paths in the slab - a longer

fast path tr,ould irnply a snall.er velocity contrast. The upward

displacement of hypocentres, shortening the apparent length o.f

s1ab, tends to oppose a longer s1ab. Haines defines two regions

for the East coast of the North Island. For the northeln one'

including within it stations GNZ, ECZ, TUA, WTZ, he finds Pn

and 5r, velocities 8.1 km/sec. (0. 1) and 4.65 (0 ' 05) ' For the

southern region, including stations CNZ, TRZ, I{NG, ltEL he finds

8.5 krn/sec. (0.05) and 4.75 (0.02). These velocities were

inferred frorn arrival time diffelences of en and S, for pairs

of stations approximately alligned with shallow earthquake epi-

centres. The southern region figures agree well with our result'

The northern region values are not inconsistent if they pertain

to a layer which is thicker in the northern region than in the

southern. This would not be inconsistent with the gravity

anonalies. In the southern region, Pn and S, waves would

refract through the thinner layer and it would not be seen'

Earlier deterninations include Mooney (1970b) who exanined

the change in residuals with distance from subcrustal events

but ruas unable to produce a quantitative rnodel and Smith, 1{'D'

(1973) who produced a 1atera11y homogeneous nodel for the North

Island mantle a few percent faster than the J-B model above

160 km.
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As far as the mantle vel0cities outside the slab are

concerned, 1itt1e can be concltrded from this study. The problein

is twofold. stations not looking down the slab may tend to have

ray paths which are a mixture of fast and normal or slow segments'

For example, the ray paths to coB for a gloup such as 24 must

consist of a segment in the slab and a segment outside the slab'

l{ithout a ray-tracing capability and a good model of strttcture

rvithin a nantle, the exact path cannot be determined.

The second problem is that these stations are relatiyely

isolated. KRP must have ray paths which are entirely outside

the slab except for the shallowest events. Hoilever, its physical

isolation from another station means that inferences about the

mantle beneath KRP nust be tentative because they cannot be

checked. If there were a systernatic erlor in the location

estirnates all travel times could be substantially in error, but

presumably all the pure slab paths would be in error in a

similar way or else the observed consistency would not be found'

The relative weight of these stations to the rest would indicate

that more of the errol in such a case would be distributed

anongst the non-s1ab stations. l{ith this reservation, the

information from KRP in Table 6.2 is that the average mantle P

velocity is approximately four percent faster than the J-B

average P velocity and that the S velocity is approximately the

J-B average,S velocity down to about 100-150 km, deeper than

which the S velocity may be about five percent slouer' A1so,

for the two groups 24, 34 (average depth about 140 kn) the P

velocity is about four pelcent slower than elsert'here (that is 
'

it is equal to average J-B). The position from the shallowest

group s 22/32 and 42 is complicated because the path will be

partly in the fast region and partly under the volcanic region
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where l-laines has shol,'n velocities to be quite 1ow. The data

from KRP is then quite consistent with the nodel in t*'hich low

Q, low velocity material is located above the down-going slab'

Mooney (1970a) has shown that the material through rihich pass

rays to xRP certainly has a 1ow 4 value. Drawing more inferences

about velocities from this study is ulth'sITdIlted. There is,

however, Some extra information from an unelpected soulce which

contributes to the picture of the rnantle.

VARIATION OF TRAVEL-TIME RESIDUALS BY STATION/GROUPS

In Chapter v while discussing appropriate weighting, the

temporaTy assumption was made that there was no variation in

model error between stations uhich would call for ueighting by

stations. ltre can now conf irm this to a remarkable extent by

considering the distribution of residuals at each station for

all the groups. Table 6.7 gives the standard deviation of

travel-time residuals at each station by groups. Figure 6.9

shows the avelfage P and 5 values for each station' With regard

to the latter, the values (estinating the total error standard

deviation = model error plus reading error) are remarkably

constant in the region South-east of the drawn boundary.

One can imnediately conclude that there is no significant

variation in model error from station to station within this

region. Beyond this boundary, in a region roughly corresponding

to Mooney's 1ow A region, the values are 1ower, but not

significantly lower for TNZ or cNz. The KRP values are very

significantly 1o,,,,er which would suggest the interpretation that

the mantle under KRP is much more uniform than in the slab'

The problem with this interpretation is the result for WTZ'

From all other jndications, l{Tz should show variation of model

error like TUA and GNZ. These two stations do have the l0west
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p values of any of the above slab stations, and when one

considers the variation between gIouPs, the difference between

VTZ and GNZ or TUA is barely significant. However, it is a

possibility that this lack of variation for l{TZ and KRP is

due to some artifact of the least squares method r'+hereby the

variation at these two relatively isolated and inportant

stations is mininised. 0n the whole this seems unlikely in

view of the overall consistency of the slab station values for

a fairly wide geographical spread of groups '

The alternative physical explanation of these 1ow values

for WTZ, which would also account for the slightly faster

travel times, indicated by lower station terms than Hainesr,

to these three stations (WTZ, GNZ, TUA) is that there is sone

very sma1l degree of anisotropy in the slab velocity structure'

If the slab consists of comparatively narrow fingers noving

somewhat independently, one might expect rnore unifornity of

path within a single finger than for paths which cross boundaries'

and these latter might have different average velocity if the

fingers, because of different rates of subduction, had slightly

different velocity structures. This is highly speculative

and the only ni1dly corroborating evidence is the possible

existence of faults which strike paralle1 to the down dip of

the zone. one such is suggested by the hypocentres in chapter

v (Figure 5.13). A micro-earthquake survey of the East coast

region of the North Island sornewhat south of TRZ, conducted by

M. Reyners, revealed a sinilar fault, almost vertical with

similar strike at subcrustal depth. I have endeavoured to find

evidence of other faults by looking for south-east/north-west

trending seismicity, but since the Seisnological Observatory do
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not attempt depth determinations for shallow earthquakes, and

since the error in epicentre estimates appears to be not

negligible cornpared to the dirnensions of these faults, while

sone such Sequences of events have been found (cornpared with

the "norma1" south-west/north-east trend of seismicity in this

region), the evidence for other faults is not particularly

convincing. Also, no evidence for any such faulting at depths

belorv 70 km has been found (i+here the relative hypocentre

determination is known to produce superior estimates) ' It rnay

be that at greater depth the plate becones more broken up and

the faulting so pervasive that no one fault can be isolated.

Returning to Table 6.7, which shows the betneen-Sroups variation,

we note that the majority of the largest values occur amongst

the shallowest groups. This may indicate greater homogeneity

with depth, oT may be a consequence of the greater geographical

extent of the two shallowest groups (see Figure 6'1)'

One would expect that the wider the aperture of incoming

rays to a station, the larger the variation in residuals' This

is illustrated by the GNZ values for the shallow groups 22/32

and 42 rvhich are the largest for GNZ of all the grouPs. On

the other hand, l{EL P has a nuch higher value for the shallow

groups than the deep ones and the apertures of all the groups

at WEL must be somewhat simi 1ar. The other f actor rrrhich enters

this discussion is simply the number of data at each station in

a group. No station has its largest value in group ?4, the

most populous group, whereas sone have largest values in group

34 at a similar average depth. The variation from group to

group may be entirely random, although the range of the values

rvould deem the variations to be significant on the basis of
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assuning a nornal distribution of residuals. ltre conclude this

section by summarizing the findings: there is uniformity in

the model error variation for all above slab stations with

rnild indication that there is nore variation for shallow ray

paths. The mantle outside this region seems nuch nore

homogeneous.

A PROFILE OF THE BENIOFF ZONE

The enphasis of this chapter has been on travel-time

nodelling, but the mosaic of h1'pocentre estimates from the nine

groups gives a compact picture of the Benioff Zone (Figures

6.2 - 6.4). The lateral extent of the groups included in this

section is shown in Figure 6.1. A11 earthquakes located are

plotted except that earthquakes further north than 37.9"S are

omitted except below 200 km uhere they are shown as open circles.

Serreral representative 90 percent relative location confidence

ellipses are given. The top-most ellipse is an absolute error

confidence region. The features of this section, which is

similar to that of Adams and l{are in many ways (Figure 6.7),

are that the earthquakes below about 70 km are confined to a

thin plane sheet dipping at about 60 degrees. The hypocentre

estimates here are entirely consistent with the Chapter IV

estimate of 10 to 18 km for the zone's thickness below 70 kn.

'fhe shallower events apparently occupy a thicker zone, although

the top-most confidence ellipse indicates the large uncertainty

for these events. However, dor,rn to 70 kn the botton of the

zone, dipping at about 25 degrees seems to be well defined.

I,t. Reyners (personal communication) has found that nicro-

earthquake hypocentres somelhat south of this section also
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indicate the bottom of the zone dipping at about 30 degrees'

The seismicity betueen 33 and 70 km disposes of the

apparent gap in the seisnicity between these depths as indicated

by the standard Observatory locat ions . Adans and lt'are note

this also and point out that the apparent gap was almost

certainly an artifact of the nodel used routinely by the

Observatory. A number of relocations uere assigned depths of

33 km by default. Because of problems of stability, crustal

(.33 kn) depths could not be assigned and these events were

onitted frorn the section. It should be pointed out also that

this section is not a fair sample of the subcrustal seismicity

in the region covered by the groups because the areas of greatest

seisnicity are under-represented.

One point of disagreement between this section and the

corresponding one of Adams and Ware is that they find the dip

of the zone to be 50 degrees. Their hypocentre estimates are

much more scattered than the solutions given here, but nost of

this difference appears to be due to differences in the model'

The value of the dip for group 24 obtained in chapter V was 50"

a1so. For the unmodified J-B hypocentres of Chapter IV, the

value was 67", It would seem that the relative vertical error

of the hypocentres increases r,sith depth in such a way as to

make the apparent dip of the zone quite model dependent' lthile

preferring the result obtained here to that of Adams and hrare,

that there is some appreciable uncertainty in the esti'mate must

be allowed.
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The results of Chapter iV a11ow us to extrapol ate the

picture of the Benioff Zone over the North Island. One of the

most difficult problems raised by this picture is the sharp

transition between moderate dip (25 degrees) and steep dip

(50 or 60 degrees) which takes place over about 50 km. It is

not feasible to suggest that some 80 km thick oceanic litho-

sphere (Leeds et al. (1975)) can be elastically deforned around

such tight curve. If the plate rnotion is continuous then plastic

deforrnation must be invoked to account for such a transition.

An episodic subduction process in which substantial sections of

plate partially crack through and hinge dounward could explain

the observed linearity of the hypocentres.

CONCLUS I ON

It has been shown that the additional model infornation

provided by Joint Hypocentre deterninations can be nade to yield

a new travel time model which is much superior in terms of

goodness of fit. The problem remains of not having some absolute

standard by which to judge the results.

First, there is the question of how good the final hypo-

centre estinates are. Figure 6.10 gives a comparison of

solutions for a well observed event from gloup 24. The

differences are due to differences in data and model: the

Seisnological Observatory solution used P and S data from

New Zea\and only and a uniform Jeffreys-Bu1len modeL. The

Irrternational Sei smological Centre solution used 22 New Zealand

and i Teleseismic P observations and a uniform J-B rnodel. Adams
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and h'are used P and S liew Zealand data and an asymmetric J-B

model. The following conclusions can be drawn. First, the

hypocentre estimate is highly nodel dependent - the Adams and

Ware epicentre is Inore than Z0 km from the Seismological

Observatory Solution. Second, the effect of adding teleseismic

data has an effect on the solution, particularly the depth,

out of proportion to the number of observations added' This

is because the number of Nerv Zealand lays leaving the source

at a steep angle and thus strongly contributing to the depth

control is not 1arge, whereas the teleseisnic rays aIl leave

the source comParatively steeply.

We tentatively draw the following inferences. The Adams

and h'are and JHD epicentres are to be preferred to the others

because of the more realistic nodel employed. 0f these two,

the JHD solution gives a very much better fit than Adarns and

l{are, whose solutions, in terms of standard deviation of

travel time residuals, fit no better than the Seismological

Observatory soluti ons .

The question arises though as to the effect of adding

teleseisnic data when a better model is ernployed. For tele-

seisnic ray paths to the Northwest, where most teleseismic P

observations of Nernr Zealand earthquakes are made, a signif icant

poF tion of the ray must travel through the slab where the

velocities are presumed to be higher than in the stlaight J-B

rnodel. 'Ihe ef fect on depth of adding teleseisrnic observations

to the data is thus difficult to estimate, The average differ-

ence between Adams and l{are and JHD depths for group 24 was

alrnost 20 km. one should be wary of judging that because the
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Adams and lfare depth and the ISC depth are sirni 7ar, they should

be preferred to the JHD depth. 0n the other h.cnd, the depth

uncertainty of the JHD solution (standard deviation 6 km*) is

increased by the possibility of systenatic errors. It will be

remembered from Chapter V that a large range of depths for a

master event gave a nearly identical fit'

This problem is not

present avai lable. VerY

could be used as masters

using JHD might Provide

resolvable with the information at

rnel1 located shallou events r+hich

to bootstrap dorvn the Benioff Zone

a solution.

ttre conclude with a brief discussion of the consequences of

the velocities deduced for the slab - 8'6 km/sec' for P and

4.73 krn/sec. f or S. First, it j s ph)'sica1ly possible to obtain

such velocities. Ringwood and Green (1966) show that the basalt

to eclogite transition provides material where velocities can be

this high. Marsh and Carrnichael (1974) show the transition

being gradual and starting at very shallow depths soon after

subduction. As subduction proceeds, the transition continues

towards eclogite producing increasing velocities' Following

such a model implies that it is the old oceanic crust, converted

to eclogite, which provides the fast paths. This would explain

why 1\rTZ, essentia1Ty above the projection of the Benioff zone,

was found to have fast paths. The existence of fast paths to

GNZ suggests that the transition must be highly advanced in the

shallow dipping part of the zone if this model is correct'

Qualitative
pattern of energy

support for this model is provided by the

transnission from mantle earthquakes' Mooney

See Appendix VI, Table 5.
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(1970aJ:shows that stations tooki.ng down the slab receirie signals

at higher' frequency than the sut-of'slab stations and th'at

there is d correLation between the high 4 reglon antl the patte;Tn

of intensities felt from nantl.e earthquakes - these are f,elt

strongly by observers up and down the eest Coast a'nd very weakly

by observer5 to the northwest. [f the down-going plate consists

of nornal oceAnic lithosphere c'apped With a higher velocity

l,ayern the strab Wi 1act as a h''ave guiden while the fast lay'er

will Eransnit high frequene ies t-o above slab st'ations'

Very little irrlslr1ation wgs provided fron this study about

the aboVe plate region. If n 3.s was tentatively 'concluded, the

avetr,age velo,e it). is a few percent higher than given o-y the

Jeffrey,s-BulXen mode1, then the contrast betwecn the in-sl'ab

and out,of-slab vrelocities is reduced to a- figure which iLs nore

consistent with the contrasts. calcu-lated at o,ther Benioff, zon'es.
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CHAPTER VI I

FURTHER EXTENSIONS AND OTHER APPLICATIONS OF JHD

In this chapter ue do not attempt a complete surve)' of all

possible applications of the joint h1'pocentre nethods, but we

will discuss some ideas which seem plomising and review some

extensions which have been recently nrade to JHD.

JHD AND MODELLING

Crosson (1976 a and b) discusses an extension of JHD in

which, f or an assurned plane 1a1'ered geometry, velocity irnprove-

ments for each layer as well as hypocentres are obtained' The

rnork bears Sgme resenblance to the work of Chapter VI in that

subjective decisions about the number and thickness of layers,

based on trial solutions, are Iequired. In Crossman (1976 b),

quite notable success is achieved in modelling the upper crustal

structure of Puget Sound.

This rnethod is inherently that of determining velocities

for a given geometry, but can be easily extended to more

complicated geometries plovided a fast method of calculating

travel times (essentially ray tracing) is available. In the

case of group 24, ILZS tratrel time calculatiOns aTe required at

each iteration. The importance of rapid ra)' tracing is obvious'

An entirely different extension can be found in the work of

Fitch G l"tuirhead (1974), Fitch (1975), Fitch 6 R)Tn (19i6) in which the

velocity (or velocities) and ray incident angle at the source
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of a group Of eafthqrrrakes, assurned constant oyef a volr'lme

containing the earthquakes, aTe estinated together with the rel'atiVe

positions of the erents to a fliastei ,EV€.Tlt. Fitch and I'tnrirhead (1974)

and Fitch and Rynn (1976) use this nethod on crustal earthquakes

and Fitch (19?5) use,s it on deep t600 kn) events. We will'

briefly develop the required equations here since there are sQme

difficulti.es with the nethod r*"hich seeil to h,ave escaped notice.

Let r, be the Position
-.!

the master e'v.ent, Xn Polar

tet ? be the (unit) vector tang:ent to

at the naster. The assirrnption is made

of the groups are parall'el. Let t b'e

of the ith slat'e with respeat to

,coordinates nre }tave:

cos0rn atn0, sfnOr' eosg;J . .. (7.1)

the ray to A given Station

that rays to all the gvents

giv'en by:

r!. = r.(sln0'-.J J J

L : {slnO cosQn stnO el,o4, coe 6l .,.(7.2)

where O is the, inci,ndent angle and O the trongi,tud"e of the tay

at the s:ourc€.

If u is the veloe'ity o;f the P'hase being sonsidered' the

extra travel tirne to ttre slave is given by:

6r = tq,b/,t . . . (7.8)

whieh is equated to the difference in

.and master and the station rninus the

origin tines.

arrival times for slave

estinated difference in
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,hell,f n1t, O;or 0yor oot go, 0o aTre initial estimates of

unkn6$n pArar6eters, by a Talnlorrs expansion of |ff We have:

6r = ,|x,o' 
Lo)/uo* $ eroo", * Sqort'o't,

* 
flr,oo, 

* $Sort * {Pooo * Srno,

* higher order teflro .. ''('7r4)

Exparnding the scalar product of (7-6) gives:

f4r

. -. (7.8)

.,.. (7.7)

r,.
S? = Sf ,ru1, stn0 eos (0j-S) * ccsO; cos0) ' ' ' (7 ' 5)

whence, b)r insp'ectioll;r 0y and 0 are nrot independentllz ob'tainable,

as Fitch and RYnn assert.

wri.ting down the terms 'Sero "na $oro w€ have:

+ cos0yo cos0o)

rto
o = j;t"roO.,q cos€:tr e,os(S;o-00)

- cos0To sln0o)

Nor+ consiiler what happen,s if the hypoeentres ha-ppen to be

distribtrted in a ptane. Without loss of gerlerality, take this

plane tO be the equatorial plane of the cgordinate system' so

that O-. = II/2 for eaeh g. Then:
eJ

?:0
o : -+sin0qcoe(S;o-s) "'(V'6s')

D-s
#r
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. .. (7.7a)cosOe cos(0yo - 0)

whence the columns associated with 6u, 60 of the design matrix

in the linear model are linearly dependent and so the s)rstem

will be singular. lrloreover, if the eventS are not coplanar,

but are closely distributed about a p1ane, 3s the earthquakes

studied in this thesis l\tere found to be, one can expect that

the systern of equations will be poorly conditioned and that

errors in 6u and 60 will be highly collelated.

In view of this difficulty, some care must be used in the

application of the method. Fitch (1975) tests a simpLer method

in which only the velocity and not the ray geometry are deter-

mined jointly with the hypocentres. In his study, Fitch

concluded that inclusion of the ray angles were necessary to

obtain a satisfactory soltttion, but the vaLues obtained for

thePvelocity:10.7(0.1)km/sec.forthevelocityonly
solution and IL.2.(0.4) for velocity plus angles (for Fi j i earth-

quakes in the depth range 600-660 km) are not significantly

different, in view of the standard deviations.

Experiments were therefore conducted in rvhich the P and s

source velocities were computed for group 24. The model adopted

l,JaS that the true travel time di f f erence between slave and

master is proportional to the rnodel travel tine difference' the

constant of proportionality being the fractional error in the

velocity Nhich is jointly solved for with the hypocentres and

station terms. Briefly, the equations of condition becorne:

frr'
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,,i E 6HO+fiDqdyl*nol + ),(T"q-Iol * uii

.., ff.8)

for the ath resi ual of, the dt'h

being solved f,or by nini,mising

squares 5en5e.

event; 6fri, 6qd,

tlie elrors 
" di in

*or

the

'and t
1ea s t-

Tw sets of ,so,lutions were obtained, First, i.t rt'as

eonsidere,d unwise to assune that a uniforn veloeity applied over

the source region in vierry of the proximi.ty of the source region

to the edge of the slab,. Thus two Sets of vetrocities T'fele

solved fo:rn One for the abov,e slab stations, andl one fol KRP

a1o1e. In the second s,olutipn" wTz, TUA and GNZ r,lere separ:ated

fr:om t[e.r above:s1ab sthtionsriatid so three seLs o-f velociti,e,s

uere obtalned. The tesults a1le giv-en in Table 7'.L.,

The first th.ing to note tS that in borth sets the te-n percent

stand,ard deviation values for KRP nake th'ese estimates iusignlf-

icautly different fron zetro. More t},ran 60 observations each of

p and S contributed to this solutiOn. One can concl.ude that in

suCh circurnstances the ve1ocity tO a single station cannot be

deternined by this method.

The sther stan'datd d,eviation estimates were of tmle order

of two tg three FreT:C,Etilt, In 'no cAsre brAS the deterinined ssUrce

vel-ocity signif,icantly differertt fron the lnitial1y assumed

va1uE. Neither solutlon signif icantLy reduced t'he residual

sum of squares.
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TABLE 7.7

VELOCITY CONTMSTS

Z CONTRAST

+3.7

+4.4

-0.2

+2.L

-2.3

+3,7

+0.4

+3.4

+3.8

+1.3

STANDARD
DEVlATION

11.4

10.6

2.3

2.3

12.2

11.6

2.4

2.5

REST

II
KRP

V]TZ

TUA
GNZ t

P

s

P

S

P

s

2.9

4.3
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l\Iithin the limitation again imposed by assuming a J-B

ray structure, w€ concltrde that the velocities initially assuned

at the source for the path in the slab are correct to r'ithin

about two percent. The values are' for 145 km (average for

group 24) 8.9(!.2) kn/sec. for P and 4.86(1.1) km/sec. for.9.

OTHER USES OF JHD

It'hen this study was begun, the possibil ity that seismic

velocities could vary with time rr'as not considered- There is

an implicit assumption throughout this uork of invariance of the

model with tine. hrith the numerous reports of apparent P

velocity decrease in a region prior to an earthquake (a Ner^r

Zealand example being Sutton (L974) discussed below), the

possibility arises that, having established a good regional

mode1., one might use JHD to monitor velocity changes by looking

for changes in the Stat |on terms with tirne. There are many

obvious difficulties in establishing such a scheme, not the

least of which is deternining the "normal" model sufficiently

accurately.

The fortuitous station placement of GNZ with respect to

the 1966 Gisborne earthquake (Hamilton, 1969) gave the

opportunity for testing the ability of JHD to detect velocity

changes. sutton (:lg7 4) reported that for a period of some 400

days prior to the Gisborne earthquake, teleseismic P arrivals

v,rere about 0.5 seconds later than an average value established

during the time before and after the quake. The angles of

incidence at GNZ of the rays were in the range 15"-30o and most

of the arrivals were from earthqtrakes in the NIrI quadrant from
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GNZ. The rays nould thus pass through almost the same crustal

region as rays from group 24 to GNZ. A group of 20 events

which occurred in 1965 and Nere located by the Seisnological

observatory in approximately the same geographical position as

group 24 were relocated using JHD and the mantle model developed

for group 24. Figure 7 .L shows the aperture of these events

and the position of group 24. Amongst the 65 events of group

24 uas one 1965 event. (The reason for the low numbers of

events from the years 1964-1968 is the introduction of TRZ in

1969 and hITZ in Lg72 which provided relatively nore data for

events from later Years.)

This event ldas used aS a mastel event for the 1965 group'

The object of the experiment u'as to compare GNZ P station terms

for group ?,4 and the 1965 group, which under the hypothesis,

should be more positive than the "nolmal" va1ue, €stablished by

group 24.

A comparison of station terms for the stations common to

the two solutions is given in Table 7.2. There is no significant

increase in GNZ P station tern - the difference between GNZ P

and GNZ ,9 f or the two groups is almost identical. In order to

verify that the method is capable of detecting an average change

of 0.5 sec, 0.5 second was added to the GNZ P arrivals for the

1965 events. In theory, the GNZ P term should be increased by

0.5 - (0.5)/w, rvhere N is the number of stations, since the sun

of the station terms is cotlstrained to be zero. At the sane

tirne, the other station terms ui11 increase by -(0.5)/w' In

this case /\l = 16, so:
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TABLE 7 ,2

STATION TERT4S X965 AND CROUP 24

Statlon 1965

0.95

Group 24 L965 - ltT4

CNZ P

EOA P

s

GNZ P

s

Kxp p

s

.!{NG P

s

IUZ F

i,}EL P

6

coB s

TUA P

S

-'0,.07

1.73

-0.36

-0.30
-0.58
-0.74

-0.80

-:O,77

-0.64
-0.76
-1. 06

-0.68
-o.17

0. r0

0.99

0.20

1.95

-o.2\
-0.20
-0. rs3

-o.35
-0.42
-0..56

0.70

-0.76
-A,32

-0.91
-0.03

0.97

-0,04

-0.27

-0.22

-o. r.2

-0.10

-0.15
-0,39

-0.3r8
,-0.21

-0.06
.00

-o.74
0.23

-o.1.4

-0.87
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0. 5 (0.5) /n a ,47

and the observed change in the GNZ P station term was exa'ctlY

A,47 sec.

'This demonstrates that the average difference in travel

times between 1965 andl th€ no'rmal vaLue established by group 24

(containing only one 19,65 evertt) is est.inable by JHD wit'h.in a

fa:ctor o.f (N.u/N. It is pos,sible of course that because o'f

the randon erro.Ts in the station term estimates, the diff,erenee

will be trndetected. Assuming' that tlie parameter estimates are

norrnall.y distributed, one can deduce from their standard

deviatio-n esti,nat€s the probgbnlity of obtaining the actudl

result assurning a true alrerage change o,f Io. The resutrtS of

this anal;'sis are !

(The dretaits of this, anelysis are contained in Appendix VII ')

This strongly sug,gestdd that no travel time change aS

l,arge as 0,5 sec. CIceurred in arrivals from intermediate de-pth

earthquakes to 6'NZ in the sane app,eftUrer as the teleseisnic

arrivals which showe,d a +0.5 sec. change. ttlork O.': the cause

o,f this discrepancy ls c-ontinuing, While the noR-confirrnat'iOn

of the resutrt. is disappoint,ingn the experiment certainly suggests

th,at .I}{D nay have a rol-e in this f,ield'

X (sec)
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Finally ue mention the use of JllD in locating shallow

earthquakes at a regional 1eve1 uhere crustal phases are present'

The Bulletins of the Seismological Observatory record numerous

crustal phases, the identifications being based on arrivals

with times close to the model arrival time for the same crustal

phase. The crustal model- used (layers 12 km and 2I km thick

with p, 5 velocities 5.5 , 3.3 and 6.5, 3.7) rnay be very poor

in some areas, in which case identifications based on an

erroneous model are less certain. llerein lies the difficulty

of applying JHD. In our tcrms, a set of arrival times of a

given crustal phase from a gloup of crustal earthquakes at a

seismograph station would represent a I'station". The presence

of wrongly identified arrivals in the set nould enormously

add to the errors. In brief experirnents, the aftershocks of

the r968 Inangahua earthquake (Adams and Lor^'ry 1971) and the

aftershocks of a nagnitude 7.0 eal'thquake which occurred close

to seismograph station MSZ (Milford Sound) in 1976 were relocated

using JHD without any phase reidentification. It l{as extremely

difficult to obtain satisfactory solutions in either case (and

quite inpossible without a rnaster event). In the case of the

Inangahua earthquakes, the problem seened to be due to the very

large residuals of star phases (rays penetrating the second

layer but not the mantle) at almost all seisrnograph stations.

In the case of the Milford Sound earthquake, such solutions as

could be obtained suggested a nodel vely different from the

standard one by which the phase identifications were made' It

would appear that this problem rr'i 11 require considerable work

before joint locations of crustal earthquakes using crustal

phases can be attempted in New Zealand.
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[;]

we

(tt

t,;

l.:'

oIr
-l

a
a

'21v,

a-u

(3.r3),

;:l:l

-r'"i

l(
Ir(
I

l1
I["'

*-here there are nd S 
^t 

observations for event tl, {,npAt is an

fi-;,X 4 coefficient. rnatrlx of the condition equation of, event d,

and nrtt. is A deLeted identity mat,rix: the kth to* sf an /tr x tV

identitli. natrix is deleted if the kth station does Dot pro:viile an

observat i on .

The least squares solr.ltion of th.is systen may be obtair'red

using: gousehsld.er's QR nethod (llouseholder (1955)) which is space

,coRserving and numenical1y effi:cient.

The object is to find an orthogonal matrix 0 *hich redluces

the e oefficient matrix of (41.I,f t:o upper triangular form' If

n .8i is such that:
1"

U. is,L

ALGORITHI4 FOR SOLVIN6 
.THE 

JOINT E0UATIONS 0F CO.NDITION

BY LEAST SOUARES

In plaee of the equations have the system:

, ,AO(nz)
a,

rn*lAm

tnu)e+Aa=m

..,(A1..1)

whe,re a 4 x 4 upper triang'ular matrix, then:

.. . (a7.2)



( *" )Q'

I &8.

de of

...(ar.E)

...(A1 .4)

I

I

Q, )

' ,*;e)

hand siis an orthogonal

(A1 . 1/ to:

CI,4

matrix which re,duces the left

,rm (n1f rr I

(nrlQzri
a
a

:
n ,l

(nr)uM'M

(nr)f\1)\e/
ta

By rou int,errchaDg,€i this natrix laced by:

TI0rA
4t{xIf

'9,

whieh ls reduced hY the orthogo trix

,)I \
I

%/8,

rrihere

If trt iS the rtatrix of row

desired tow interchanges '

. . . ( A,7, 5,)Qz.=m
permentation

ttren:

nlml

required to produc-e the



0r0,

i.s the required orthogonal rnatri*.

The algorithn then consists of s'equet':1tia1X'y reducing

individual condition natri ces AO to upper triangular forn

separating the first four rows of the matrix Qd fron the

renalninl, ol 4, the first heing stored in .f of (al.4) |

l,atte? being stored in Z. Ttte metrix'2, w'hictr: is (-.8 
"1,=l 

u

x fl, is then r,educed to .E by Qz (A1-5).

CI
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...(A1.6)

the

- 4M)

the

and

The conditioning of the. Ai is presumed to- be su:ff,iciently

geod that th:e rank of the 8U (A1 .gJ is 4. The rank of Z;' and

hence UZ, is theoretieatrty If * 1 because the originaL equatigrls

have one undetermine.d parameter (see Chapter III). fn

practice, it is wise to aLlow for the possibility that i1l-

conditioning of Z makes the effective rank of Z less than IV - 1

a e ireurnstance which in fact lltas IIeveT encountered in this

wo,rk.

The parameter estimates are then obtained by back substit-

utio,n agalnst the transformed right hand side of (A1'1) ' By the

nature of 8, this transfsrmed vector can be obtained by

s,€e'uentiall1r' catr culating Q,i.ll-.t, and separately storing the f irst

f,gur and re,maining (o{4) components and then applying Q. to the

Y (n;-4) yector that results, Ca11 this vector g'. If the rrar'rk
vtr: L

of f, is N - tr, then:

,[x) ffil
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is an f nt- 1J vectof .where U, is

It is oas1y

If
so Luti d,tt

The theorf is exactlY-

weighting n'atrix W is

(w-

tos
1, x 1g-I)

olve:
\
4\/ \
,lF,l = u'*(N-r)

so that q* satisfies an anbitrarln linear constraint ' (See

Appendix xI.)

fl
required con tr:aint i's E e'.

i=L Pi

...(AX.7)

= 0, then the required

{u,-Ld) Lr}u r.- 
t)g-'

tJu

rTu,-L )u 
,..(A1'.

...(A7.9)

are applied. If a

the

is:

ta
o--us

({6r -
(n-L)

(1)
(

8)

il-r
where S = E (U,-td) t - l'. 'Ts irnpose the co'nstraint that one

i=l 
Ir -J

of tfle e,\rentg i. be fixed, cortrlesponding tE the use of a flarster

event, one merely deletesr the eolurnnS of, the mat^riX ''44 corTes-

ponding to the parameters fixed. If the first eolunn (origin

time af i.) is setained, the system sti11 has a rank deficiency

of, e,ne, If the origirn time is fixedt (A1,8)' is replaced by:

a
-u

u r-L (y')
- .N-

the s,Brte if weights

used 
"

....(A1,70)
H

(*, )
W1

(nz )
Wz



l9l

...(nl.11)

u'he r e is diagonal, then

WtAt

ll242

(41.1) is replaced b)':w.

';;,)H ffl
(
I

\, wt/u 
I

and the procedure is identical.
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CALCUI.ATION OF LEAST SOUARES PARAIIIETER ESTIIVIATE

VARIANCE/COVARIA}ICE IIIATRI CES h|ITII STRUCTURED DESIGN

MTRIOES AND USING HOUSE|i{OLDTR DECI0IIPOSITIOI'I

The equations we are solving by least squales can be

Nri tten:

H

I ri
| +lI t2
t:
l_;
I'i
lt'
l-' H

(with 4I[ t lfl parametels to estimate. The da,shes on the natriees

I. deno-te ,deleted fdentities: if the ath statiOn dg'gs no-t rec6rd
'1.

the ith evefit, the J'.th row o.,f J, is absent.) We meke the standard

assumption that the LHS is the exp,ected value of the RHS' The

least squares paxaneter estimates are a linear funetion Of the

RH.S:

... HA.8),- EY-

= tN$. = B; i.e- lr is a left inv'erse sf

of' 9, so:

... (Ae.n)

4,.,L
a

a
AnM

sueh thatt utf,) = EE(Y-)

the LHS matrix,

an)t su'bsetL,et flr be

,. . (A2.3),
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(taking the appropriate

o*r rBr,

The last two, ter?tlls cane e1 s,o i

rords of .[,). Then;

= E{rg - Btrfgt - gttrt

= m{rrr{ - f t?rv -, gtltl

- nrzry{tntf, - ,Bt tutxglr ' ltrcEr + BrB'?

= &rtvar (t)'+ xg{f]r,tr - BtBt?

= a'E'LnT * n'x*ffnrr - gr6rf

= "ztrtrt?
.., (a2.4)

a{r6r-gr)@-g'ttl

E{.(n1v -'9' )tnzY - Pll}

var rErJ

"oo 
f,!r,QolAlso:

1,e.

to

Af tet
(A2. n I

'.'k
4 ai

_A
I e ' lu

'l iu' 
-

uM I i"',
N 

{l '"if
lmfl

= z'{o2r * xg{{tn'T - g'(nzxvr

- n,x_s * E^tr

= uz;tpa:ll + g,gtr - gttP - F.'g'r + gt.ftr

""., f.B't,ff ), = uzStSzt

applying HousehoLder transfor-rnations

ilo ohtain:

0rf.r Io
:

Ar*lU .:t t I ttr.-q | -

:
a

€px;a I o

eg_

.,, (a?t,4a)

A sequentiallY

ul .
..,(A8.6)



where the [1rs are upper tnianguJar

formed fron the re'mainders sf the

matrices and

^cto.rs At\.
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L i,s the vector

.,. (42.6)

.. , (A3.7 )

Hence

L,

which is an

ltlri te
(N-t )
(1)

So ue solve: Upa+r;! = U-

And nre inpose the constraint:

o-1

.E-nni*o" : s
J:L

where 5 is arbitrar)'. This necessary introduction of

wi1.1 require a reworking of the variance cormptltstion"

result wi 11 br€ slnil'ar - llle f irst f ind the opelator I'

6A ts estirnated bY solving;
$-l 1

*'('I 1\t = erltn-t =il | ol-\ lt
undetermined SYstem-

6F as 
["")

a constraint

but the

of (A2.3).

Fron ttre constraint:

N'l rt {rf.'{y'
i=I

lt-l r
E (tJ-r.'y') ;j=L v

- n;l)\i * *u

,v-1 i
_ 

"u, ,r:rr\,e i

:5

_L)

il-r
I LL')ii=l= ' 't

itl-l r
E

j:L

(u1La'), - S

ta-rre, - t
oe ... f A2.8)
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(AL.s! and let 1, be a colurnn of oneslet D be the

so that ,*i
denoninato,r in

lft

= !'g, whence:

Lo L'to' -
tTul.Lur - s4cLo )I:

q'u -!;rrq',ry,

rr - ,!#truirr,

rt"Ld)fr

rqLU% " 'M2'e)

Rewriting (A2,8)z

aLLous us tO write:

1. ts.

Therefore: var fdp

ul's.'

66 IrL' + 7t

,5

D

,n
1'4
I

? =;eu

6q = ("'\ =

\"r /
* (1;-

..r;ta,t'\

{./

a-i\y' +

u{(,6! - dgJfdq - 64r}

m

El(nyr - t'6gUJ &L' - fdg-k)1")

l^ltl
L{o2 r + (u,!al ogogtru r.lEt}r"-i

ll

- fds - k)(L(ujolu"l - r'ta,l,46s(6s - UYIri- "l
ll

* fds ' (J ros - UY " ' Uz'u)

.', (A2,70)

.., (A8,70a)

show thatl
I

n@.1il 6s Fu-
I
I

It rernains t's
(6e- ry

... (A8.,1"2)



l aA

Iixpand i ng t he l.llS ' ue get :

(,?:+{)
rl

u-'(u.ldl6s
lJ bt -

I

I

/\I

(r'encmber-ing that I 6s, = S) :

j=I u

I

u .'c(s - 6s 
"JlJ- lV

,r;ta,!

-r -1 -T-1 --
+ ur'dss, - uL'q!:i!6

_I
L

(U

-1
L

U

tT

I

u

_1.

;

.,- tu, I

q
1*

n

I

I

I
I

I

tT

l-
a; u;

)

6s

n
"\

),5 - 6s,

Ilence:

var (6s/

* !,u;'4, u" 
,,

- (D+t) 
1

| _ 

--l
-l)

/
/ o9r,-t

t__-
\
\6s

+

T

l/'-

L-

-16s n,U ,.' , tIlnu
-t-*'l
D*'Dt

+

\
- P;'e\
----)

/,/;
IJ

+

m ... (A2.13)

with L as girren in (A2.10).



lu

*r|'aul 
uu re

797. '

...f?2.r4)

,., (A2.77)

coF,tpUTATro-N oF VAR toio)t

From ( A2.5), 64. is obtained fron:

aa6--" + 0; lu69 - QtYtl 
u

' qel 
u(&L' + Ul

. ulLe4l ,ay' + L'

-ri'atl 
"t) 

(+\ . k' .. - (a2-15)

\s'/

::r
trt,,(AB.to)

ll

T,,nt

-l -Va = uf,'{Oorol

-l=' a;- (eil 
q)

. -l i: (u1-Q7l 
u

ttt
LL'E

4

I

vax (\) = o' taf,reTl u i 
-o;'ou

, oi ra|\u|r! + riuLQTl

where .6 is the operator of ( A2. 10 ) o ( e8 ' 7 Aa)

eOV (6Si, 66) s

Fron (A2.76) and (AE,1A) and (A2.74) |

Hence:

Therefore;

'nl

tl

l.-
T

?
e

,l
I

'1 I

v
ll

v;
-u=

1,

nlu

OOV (6firi" dfi;):

Fro-m (A2.15) and (A'2,4) z

l.l-
cov fds;,df;;) = o'(g i4'e+1 ,lr-u|'aul"r)tl

ilTeov (dfi;, dG) = ,'(Url-llol,

. _r lt= o" ('UO*Qil 
uLI

lo

t'l

U.-,(a

(

(-

;i

.a

f\
r''r/
u,2|x8)

'qi
0

j'n

= a, ruu raul 
onnrerl urwlLr 

t
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APPENDIX I I I

RESIDUALS FROlvI HO|\IOGENEOUS STATION I'IETHOD LOCATIONS

Gnoup

Itfean
Standard
Deviation

Gnoup 2z

I'{ean
Standard
Deviation

GNZ KRP

-0.l_
0.4

-0.3
0.l-

-0.2
0.1
o.4

-0.3
0.1
0.02

o.29

TNZ

L.4
1.0
1. l-
0.9
r_.3
0.4
0.5
1.0
0.9
0.94

0. 33

-0. I
-0. 8
-0.4
-0.7
-o.7
-0.4
-0. 6

-0. 6
-0.7
-0.63

0.15

STD.
ERROR

STD.
ERROR

1.4
1.1
1.0
1.0
1.3
0.5
0.7
1_.5
t_.0

TNZCNZ

-0.2
0.3
0.0
0. 03

0. 25

0. 1 0.2 -0.8
o.2 0. 1 *1. l-

0.0 0.5 -0.9
0. l-0 0.27 -0.93
0. r0 0.2L 0. 15

0.1 -1.1
0.1 -o.7
o.4 -0. B

0.0 -o.7
0.3 -1.0
0.0 -0.3

-o.2 -O .4
-0.5 -L.2
0.0 -0. 7

0.02 -0.77
0.26 0.30

r.2 -0.8 L.2
1.5 -0.9 1.5
r.3 -0.5 1.3
1.33 -0.73
0.15 0.2r

0.0
-0. 1

-0. 3

-0.13
0. 15

CNZ

0. l- 0.4
-0. r. o.2
0.0 0.0
0.0 0.3
0.0 0 .2
0.0 0.1
0.0 0.3
0.9 0.8
0.1 0.3
0.11 a .29

0.30 0.23

KRP

Gnoup 3t

Mean
Standard
Deviation

0.3 0.5
0.3 0. 5
0.1 0.5

-0.1 0.2
-0.1 0.5
-0.4 -0 .2
-0.3 -0.1
0.0 0.2
0.00 0 .26

o.27 0.29

-0.1 -1.1
-o.4 -0 .7
-0.1 -0.9
0.1 -0. 7

0.0 -1. 0
o.4 -0.3
0.4 -0.6
0.3 -1.0
0.08 -o.79
o.28 0,26

STD.TNZ hEL 
ERROR

L.2 -0 .7 1. 3
0.7 -0.6 1.0
r.2 -0.9 1.3
l.l- -0.8 1..2
r-.3 -0.9 I.4
0.7 -0.6 0.8
1. 1 -0.8 1.1
1.4 -O .7 L.4
1.09 -0.75
o .26 0. 12

ECZ GNZ RRP MNG

-0.2
0.2
0.1
0.2
0.0
0.3
0.2

-0.3
0.06

0.21
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Gnoup 4:

llean
Standard
Deviation

Gnoup 5:

Mean
Standard
Deviation

Gnoup 6:

Mean
Standard
Deviation

0.1 0.0
0.1 0.0
0. 0 0.3

-0.3 0.3
0. t- 0.1
0.0 0.0
0.3 -0 .3
0.0 0.0

-0.2 0.1
0.0 -0.1
0.3 -0.3
0.04 0.01

0. 18 0. 20

-0.3 -0.3
-o.2 0.0
-0.4 -0.2
o.2 0.2

-o .2 0.0
0.1 0.6
-o.2 0.1
0.0 0.0
0.2 0.3
o.2 0.1

-o .2 0.0
-0.07 0.07

cNz TNZ
STD.
ERROR

0.5 0.7 -0. 3

-o.2 0.0 0.2
0.4 0.7 -0. 5

-0. 1 0.2 0.1
0.1 0.3 0. I

-0.1 0.2 0.3
-0.3 0.0 0.3
-0.3 0.L 0.3
-0.1 -0.1 0.3
0.3 0.3 0.0
0.0 0.4 -0.1
0.02 0.22 0. 06

0.28 0.27 0.27

ECZ GNZ KRP

-L.2
-0.4
-0.8
-0.6
-0.8
-0. 7

-0. 3

-0. 5

-0.3
-0.8
-0.8
-0. 65

o.?7

-o.2
0.1

-0. t
o.2

-o.2
0.0
0.1
0.1

-0. 3

-0.3
0.1

-0.05
0.18

1.1 -0.6 1.4
0.6 -0. 3 0. 6
0.6 -0.4 1.0
0.8 -0.6 0.9
0.9 -0.4 0.9
1.0 -0.6 1.0
0.5 -0.3 0.6
0.8 -0.5 0.8
0.s -0.0 0.5
0.8 -0.3 0.9
0.9 -0.5 1.0
0.77 -0.42
0.20 0.19

0.0 0.4
-0. 1 0.2
-0.1 0.4
-0.1 0.3
-0.1 0.3
-0.4 0. 6
-0.L 0.4
-0.1 0.l-
o.2 0.4
0.0 0.2
0. 0 0.3

-0. 11

STD.TNZ I'.YEL i*"o*

0.1
0.0

-o.2
-0. 3

-0. 1

-0. 4
o.2

-0.1
-0. 3

0.0
0.2

-0.08
0. 20

0.2
o.2
0.5
0.0
0.3
0.1
0.r
0.1
0.0

-0.2
0.0
0.r2

o .22 0 .24 0.18 0. 11

ECZ

0.r- 0.3
-0.1 -0.3
0.0 0. 2

-0.2 -0.7
-0.05 -0.13
0.13 0.46

-0.4
0.0

-0.2
0.5

-0.03
0. 39

0.4
0.5
o.2
0.7

KRP MNG

0.0 0 .2 -0. 1

0.4 0. 3 -0.4
0.0 a.z 0.0
0.5 0. 1 -0.2
0 .23 0. 20 -0. 18

0 .26 0.08 0. 17

WEL

-0. 1
0.0

-0. 1
0.1

-0.03
0. 10

STD.
ERROR



200.

Gnoup

Gnoup 8:

Vt

cNz GNg KRP lsre rNz ''IEL ,|ffi-

Mean
Stendatd
Devlation

0.3 -0,1
-r0.3 CI.o

-o.1 0.2
-0.03 0.03

0,31 0.15

0.r.
a.z

-CI. L
0,07

0.0 -0. 3

-0.r 0.1
4.2 0, r
-0.10 -,0.03

-0,1 0,2 0,4
0.3, -0'.1 0'3
0,2 -0.1 0.3
0.13 0.00

0.2i 0,170.15 0. t0 0.23

m/- ECZ MNG TNZ wEL iffi;.

-0.3 0.1
-0.3 0.2
-0.3 -0,1
-0.3 0.1
-0. e 0.4
-0.28 q.18

0.04 0.26

0. ? -0.6
0.1 -0.7
0.3 -0.4
O"2 -0.5
0.o -L.2
0.16 -0.70
0,11 o,30

0.4 0.9
0.3 1.0
0.4 0.8
0.6 0.9
0.3 1.5
o.40 L.oz

-o.8 1.0
-0,6 L.0
-0,7 0.9
-0.9 L. I
-0.9 1.5
-0.78

_l-{ean
S,tandard
Devnatioa

0.12 0,28 0.13
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I'IEAN RESIDUALS (STANDARD DEVIATIONS IN PARENTHESES) BY GROUPS

GROUP CNZ

0.03
(0. 25)

0. 11
(0. 30)

0.00
(o.27)

0.02
(0. 28)

-0.08
(0. 20)

-0.05
(0.13)

-0.03
(0. 31)

-0. 28
(0.04)

0. 10
(0. 10)

o.29
(0. 23)

o.26
(0. 2e)

o.22
(o.27)

0.04
(0. 18)

-0. 13
(0. 46)

0. 03
(0.ls)

0.1,8
(0. 26)

0.27
(0. 21)

0.02
(0. 26)

0.08
(0. 28)

0.06
(0. 27)

0.01.
(0. 20)

-0.03
(0. 3e)

0. 07
(0. 15)

0. 16
(0. 11)

-0.93
(0.15)

-o.77
(0. 30)

-0.79
(0. 26)

-0. 65
(o.27)

-0.07
(0.22)

-0. 13
(0. 1s)

0.02
(0. 2e)

0.06
(0. 21)

0. 05
(0. 18)

0.07
(o.24)

1 .33
(0. 15)

0.94
(0.33)

1. 09
(0. 26)

0.77
(0. 20)

0. 12
(0. 18)

-0. 18
(0. 17)

0. 13
(0. 21)

1.02
(0. 28)

-0.73
(0.21)

-0. 63
(0. r_s)

-0. 75
(0. 12)

-o.42
(0. 19)

-0. 11
(0. 11)

-0.03
10. ro)

0. 00
(0. 17)

-0. 78
(0. 13)

0.23 0. 20

10. z6) (0. 08)

-0.10 -0.03
(0.10) (0.23)

-0.70 0.40
(0.30) (0.12)

C0I{PARISON 0F RESIDUALS FOR GR(]UP 3t HOIV'IO(]TNEOUS IVIETI.IOD

AND SEISI4OLOGICAL BULLETIN SOLUTION

0.3
0.3
0.1

-0.r
0.l_

-0.4
-0.3
0.0

0.6
0.4
0. l_

0.7
-1,0
-0.3
-0.1
-o .7

0.5
0.5
0.5
0.2
0.5

-0. 2

-0.1
o.2

0.0
-0.5
0.4

-0.5
0.7

-0.4
-1.1
0.8

-0.1
-0.4
-0.1
0.1
0.0
0.4
0.4
0.3

-0.l_
-1.5
-0. 1

-0.3
-0.1

0.1
-0. 9

0.5

-1.1
-o .7
-0.9
-o .7
-1.0
-0.3
-0.6
-r.0

-0 .2
o.2
0.1
0.2
0.0
0.3
0.2

-0.3

r.2
o.7
1.2
1.1
L.3
0.7
L.1
1.4

-o .7
-0.6
-0.9
-0.8
-0.9
-0.6
-0.8
-o .7

Bulletin Solution
-1.4
-0.4
-l_.3
0.0

-2.7
0.1

-0.3
-1. 8

0.1
0.4
0.5
0.0
1.0
0.4

L.7
L.7
1.0
1.0
l-.0
0.9
0.3
0.7

-0.4
-0.1
-0.6
-L .2

0.8
-0. 5

2.3
0.3

-0.4
o.2

Homoqeneous I'te thod

CNZ ECZ GNZ KRP I'ING TNZ WEL
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APPEIIDIX IV

P'nXII{UIVI LIKELIHOoD ESTIIEATE 0F A PI-ANE (I0P,THOGONAL LEAST SOUARES)

set of ttt points (*iL, oiz, ni.g) which lie in a

d rs;z] = o ... u4.x)

estimate t t-t of the Points 9d, the

&0. s6 is arbitrary to the extent

will serve as a reference Point o-T

is the (unit) vector perpendicular

Given a

pl ane :

and a set of

estimate q,

in th,e plane

l'dtr dg.r CIlJ

rE. =:rl,

problern is to

that any point

origin, gT =

to the Plane.

Define E.
''1,

by:

Li = Lt*eO

where

Let elJL

E. is a
-7.

= E'
-?'

no'rma1 randon variable with varianee Il and meaR

u .. Flence:elt

,= E+y+%,

(.no-il ):

=0 . . . (A4.2)

u.

and

gd

{ rso-st = { rl - .d4

Thus the dif,fe,rence betw,een ro arld U rathet than ss wil1

haVe to be estimated, as is intuitively obvioust since the mean

Locatiorr erTor U cannot be estiflated frO,rn the fi;.
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l{,e have red,uced the problern ta a oil€-dirnensional problern'

T t ' - -aa1 -an,l ^m 1t a - 3TO mean and vafianCg
t 1 is a norlnal- rall-don variable with z'

t.uu = s2, lt,e eortstruat the liketrihood function:

iL = lr*f "* v{r\-tl}' 1 oz7 -.(A4,a)

rnhere qi = go u. It'e note that ur tLu-gll' can be uritten':

f'r\-zit (L{glts"

LetE=1ogt,

Define xI ts be the 3xJV matrix, the zlth 
"olornn 

of r+hich is
+Ia

flu-gil. Define x, to be the i"" colurnn of x'

Toestimatea,*i,ol$ewishtosolvetheequationobtained
e 0 Ir. : 0.by setting 5=, W' En '

Rewriting I

fi = -rrr trog ffi + j., - q' r r\-zit (>'-l.ltrs / o2

=Irr los ffi -.ltt los n - ffifux -,,(A4'4)

sirrce g is a unit veetor, ttre solutio,n obtain:€d IRt'st satisfy

the constraint sfq = 1' By the m'ethod of Lagrange rnultipliers'

we replace t by the tagrangian function::

| = n+\r{g-u
a

a_ aL
ao.a = fr+ra,a;t



i04.

= - ,!zt{'Y* {fxr} + )ry'

1tv

' - t^{l'xa} + trcr-' "'(A4'5)Oz--J _ J

(since each term in the brackets is a scalar and hence equal to

its transpose).

A. tr = 0 for i : 1,2,3 irnplies:
,ll ;d

1U

-L^f.xo+tra. = o j:1,2,3 "'(A'!'6)
a!-J - J

that i s:

!,fxo+xo = o
o-

OI:

f ,g- : o'la

ry

shouing that o is an eigenvector of X'X'

B, # = - *r{cr;(-t)x?o}ve A 1

So, by itispection, #fu = 0 i:7,2,3 if:

N

x'^; : (t *,t)/n
;-l u.J

1'*n' 
- ";'''l

'o'"n, 
- -h'l

l'"n'- 
-;"-l

'|

(12 1vc

...(A1.7)

j=I,2,3 ..(A4.8)

... (A4.e)



c, _q.s
Do

=-r[+u
L^oT xr xr.or- 3t=o irnpl l es 

"
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... (a4.10)

1Tthrough by il '

s2l
Il

o
0,t o=1 ,,

roeo-f

..,. (44,11,)

.,. (44.18)

Since toz = I,,es i,s an eig-envalue a{, |t:I)t, and o shouLd be a

rninirnutn for L to be a rnaxirnurn, o, must be the eigenvecto'r assoc-

iated with the minimum eigenvalue'

Thus the pT,obl.en is reduced to the rnechanical one of finding

the eigenvalues and eigenveetors of ttre 3x3 matrix XTX' Tlae plane

i,S describe'd by the eigenvector cQrresponding to the mininun

eigenva.lue. Note that the s1m of squares of distanceS from the
Nqt

plane is given bY -! g' (gr-rllz
i.=l

= t{os
= trlaz

oz - ht/ry

r"hichi rnuLtiplyin$ (A4, 7')

give s:

o2

of;l=ff, I*.* is rrox given b)":

L
EIax

Hence this plane has the property that the

deviations perpendicular to the plane is a

an,d noting that

sum of squares of

ninimum.



APPEIlD IX V

PREL I l/l IIIARY RESULTS : GR0UP 2t1

(Uniforrn Jeffreys-Bul1en Mantle Model)

TABLE 1

Hypocentre Estimates (and standard devlations)

SEI SIIOLOGI CAL OBSERVATORY

33.8 -38 .57 r75.44

38.4 -38.5r l-75.72

34.2 -38.60 175.75

44.1 -38 .52 r75.84

36.9 -38.40 175.33 r37
0.5 0.04 0.06 6

41.4 -38.31 175.50 128
0.5 0.04 0.06 6

37.6 -38.33 t75.49 154

0.4 0.05 0.07 6

45.9 -38.33 175.60 r47
0.5 0.05 0.07 6

2.7 -37.85 1.75.81 r70
0.6 0.05 0.06 7

8.0 -38.r3 L75.74 139

0.5 0.05 0.06 6

9 .6 -38.03 u6.01 L47
0.5 0.05

27.4 -37.9L
0.5 0.04

28.2 -38.40
0.4 0.04

12.8 -38.15
0. 6 0.05

33.9 -38.22
0.5 0.06

47.5 -37 .83
0.5 0.05

59.6 -38.37
0.6 0.05

27 .L -38.40
0. 6 0.05

0.07 6

176.18 138
0.07 6

175.40 r45
0.06 6

175.81 156
0.06 6

L75.48 L43
0.08 7

176.05 161
0.07 6

l-75.57 153
0.06 6

r75.49 r47
0.06 6

t06.

("E) (kn)

0.07 6

r-7s.35 157
0.07 6

175.88 141
0.07 6

17s.61 L45
0.07 6

SOLUTION
Origin Tirue Lat . Long.

l'1 s ("s) ("E)

18

56

1_9

4

39

43

T7

18

39

40

51

36

28

9

40

r0

3

44

4L

33

4

.1

7.5

24.6

2s.5

9.8

3r.2

46.L

56.7

23.9

57 .2

32.3

9. l-

s9.4

19.0

0.8

6.4

Deptfr
(krn)

l-76

163

199

169

198

L57

175

L76

181

193

190

183

187

182

190

159

r67

187

191

L74

188

18

55

19

4

39

43

T7

18

39

40

51

36

2B

9

4L

10

3

45

4L

33

4

JHD SOLUTION

oiiein time Lat.
M S (.S)

33/ L97 4

34/ r97 4

40/L97 4

188/1974

r9o I t97 4

28L1r974

48s I L97 4

4981 r97 4

499 | L97 4

7431L974

LBlr973

r04 | r973

2O2l 1973

456 | r97 3

529 I L973

534/ r973

537 1t973

5481 r973

602l L973

60s / L973

680/ 1973

I

7

-38.10 176.08

-38 . 35 L7 5 .96

-38.16 L76.35

-38.12 L76.46

-38.66 175.64

-38.38 176.01

-38.51 l.75.7r

-38.07 L76.23

-38.64 175.85

-38.65 175.69

-38.66 r75.72

-38.62 175.79

-38.49 175.90

-38.58 L75.79

-38.s7 17s.63

-38.24 176.09

-38.54 Ll5.79

0. 5 0.05
21.1 -38.34

0. 5 0.05
3.4 -38.04
0. 5 0.05

10.2 -38 . 3l-
o.4 0.05

0.4 -38.40 175.40 148

0.5 0.04 0.06 6

34.9 -38.42 L75.54 134
0.5 0.04 0.06 6

10.5 -38,30 175.67 145
0.5 o. 05 0.06 6

2.7 -38.31 175. 58 1st

(For * see Page 208)

(Table L is conti'nued

SERIAL NO. *

on the neut Page)
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'TABI.E llypocen tre E'st jmates (and standard deviatlons) (ec'r'tinued)

-l--
Noi i_-

EIS}.1OI,OGT CAL OBSERVATORY JHD SOLUTION
SOLUTION

SERIAL

I tr^t*;
I

'.7061L973
t talrgtz

' ttoltg7z
' 2L5/t972

236 | L97 2

24r/ L972

37 I I 1972

sgo I 1972

' 5821L972

', sglltgtz
;

6121 r972

' otl /r,gl z

, 615/L972

67 Ll r97 2

62/L97L

LLg I L97r

r24/r97r

r99 /r97r

2O3/L97L

208/L97L

459 / r97r

46L/r97L

47L/ L97r

600 / L97L

i Origin
i l,t

Tirne
S

28.9 -38.56

1.1 -38.43

6.1 -38.31

20.5 -38.20

17.8 -38.50

Long.
("E)

175.81

r75.82

176. 13

17 5 .77

l-76.?3

Time
s

Lat.
( "s)

31. 6 -38. 3r
0.5 0. 05
3.1 -38.20
0. 6 0.05
8.0 -38.10
0.6 0.0s

22.2 -37.92
0.5 0 .05

2r.5 -38.29
0.4 0.04

44.1 -38.11
0.6 0.05

2r.8 -37.78
0.5 0.05
a.7 -38.22
0.4 0.04

47.9 -38.4L
0.5 0.04

sl.4 -38.12

Let.
( 's)

Depth
(kn)

Origin
!1

Long.
("8)

Dept
(kn)

1B

45

53

L7

2

r82

186

172

198

r54

191

168

196

l52

153

161

183

l-76

168

r67

193

L76

178

182

L79

167

r52

L79

180

L75

18

45

53

T7

2

T2

43

4I

19

52

28

28

53

34

s6

3

I

36

L7

14

2L

55

33

2L

40

175.58
0.07

175.60
0.07

1 75 .87
0.06

175. 63
0.06

175.96
0.06

L75.72
0. 06

17 6.55
0.07

175. 88
0.07

175.81
0. 05

175. 80

150
6

r60
6i

143 
;6:

t2

43

49.5 -38 .54 L75.79

4.8 -37 .97 116.47

48.5 -38.39 176.04

18.1 -38.28 176.L3

36.2 -38.25 176.Lr

4 .9 -38. l-1 176.38

6. 0 -38 .27 17 5 .7L

38.0 -38.L7 L76.44

54.2 -38.69 L75.59

r75.68

t76.3r

L75.82

17 6.20

t76.O2

175.91

L76.72

52.1 -38.31 L75.53
0.6 0.05 0.07
6.1 -37 .82 L76.L7
0.5 0.05 0.07

L7Z
6

110
6

159
6

L47
6

t-53
6

r39
6

128
6

103
6

r43
6

140
6

143
6

t44
6

160
6

139
6

t29

4L 40.7 -38.34 175.89

19 zL.O -37.99 176.78

5L 58.8 -38 .39 L16 .20

28 43.0 -38.61 176.09

28

53

34

56

3

t_

36

L7 46.6 -38.36

L4 55.5 -38.21

21 35.3 -38. 35

55 38.1 -38.43

33 46.2 -38.3L

2L 10.5 -38.42

40 7 .2 -38.03

0.4 0.05 0.08
21.1 -38.06 Us.96
0.6 0.05 0.06

37.8 -38.09 r75.88
0.5 0.05 0.07
7.0 -37.92 176.22
0.5 0.05 0.07
8.2 -38.03 175.61
0.6 0.05 0.07

4l.o -37.97 t76.26
0.5 0.04 0.07

58.0 -38.43 175.38
0.6 0.04 0.06

48.1 -38.L2 L75.5L
0.6 0.05 0.07

58.6 -38.02 u6.06
0.4 0.05 0.09

36 .5 -38 .L5 17 5 .57
0.6 0.05 0'06

41. 5 -38 .24 17 5 .97
0.5 0.04 0.06

49 . 3 -38 .L0 L7 5 .79
0.5 0.05 0.06

L2.7 -38.18 175.68
0.5 0.05 0.06

10.6 -37.82 L76.49
0.5 0.05 0.07

I
I
I

6
151

6
L44

6
140

6
114

6

r40
6

148
6

134
7

(rable 1 i,s continued on the nert Page)
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TABLE Hypocentre Estlmates (and standard devjations) (eonLirLued)

SERIAL NO.*

6L2lL97L

63Ll 797L

64Ll r97r

47 11969

48/L969

2O2/L969

28811969

364 | L969

5L9 I t969

sso/ L969

6s5 I L969

7 20 I 1969

7 78 / L969

156 I 1968

L7L/ L968

s48lr-968

62s/L968

4s4 I 1967

6OL/1965

-38. 45

-38. 58

-38. 48

-38. 20

-38.67

-38. 30

-38.54

-38.47

-38.28

-38. 16

-38.22

-37.96

-38.56

-38. 57

-38. 48

-38.01

-38. 60

-38. 56

-38. 38

L7 5 .89

r75.74

176.36

L76.34

175.76

176.05

r75 .89

L7 5 .62

176.13

L7 6 .27

L76.40

17 6 .36

L7 6 .3r

L7 5 .69

176.O2

176.53

175.70

1_7 6 .OZ

us.89

-38.22
0.05

-38.35
0.05

-38.2t1
0. 04

-37 .98
0.05

-38.46
0.04

-38.06
0. 05

-38.31
0.05

-38. 17
0.05

-38. 02
0.05

-37 .94
0.05

-38.05
0.05

-31 .73
0.05

-38.30
0. 04

-38. 36
0.04

-38.24
0. 04

-37.60
0. 05

-38. 36
0.04

-38.28
0. 04

-38.08
0. 05

175.74
0.06

175. 56
0. 07

175. 10
0.06

L76.L3
0. 08

175.51
0. 06

175.88
0. 08

175.68
0.06

l-75.45
0. 07

175.89
0.07

175.05
0.07

175.16
0. 06

175.11
0. 08

176.09
0.06

L7 5 .44
0.06

r-75.83
0. 07

L7 6.22
0. 07

L7 5 .42
0.06

175.72
0.06

175.58
0. 07

JHD

Origin Tiue
MS

SOLUTION

La t.
( "s)

Long.
("E)

Dept
(kn)

53

20

29

55

45

52

75

57

4

l_3

41

0

57

32

35

25

45

34

t9

3.3

3.8

29.O

58.0

41. 1

11. 8

16.8

29.8

13.9

47 .5

6.0

19 .4

37.3

57 .5

32.O

33. 8

46.3

6.9

24.r

180

168

159

L73

L74

r90

185

199

180

r74

L54

169

158

r8z

L79

193

167.

L76

196

53

20

29

56

45

52

25

57

4

13

4T

0

57

33

35

25

45

34

19

6.4
0.5
6.2
0.5

31.3
0.5
0.1
0.4

43.5
0.5

14.7
0.4

19.5
0.5

33.0
0.5

15.9
0.5

48.8
0.6
7.5
0.6

20.5
0.5

40. 3
0.5
0.6
0.5

34.5
0.5

34.s
0.7

47 .8
0.6
9.9
0.6

26.6
0.7

139
6

r35
6

r32
6

145
6

140
6

155
6

148
6

r52
6

148
6

149
6

l32
6

L47
7

L22
6

t45
6

l-44
6

163
7

132
6

L37
6

155
6

Serial- Numbers are not always exactly the same

Bulletin numbers due to a different sequeneing
within +3.

as Seismological ObservatorY
process, but are alwaYs
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TABLE 2

STATION TERM/}ITPOCENTRE COT.RELATI.ONS FOR' L9OI \9711

CNZ P

ne?, P

ECA S

GNg P

GNZ $

RRP P

KBP S

I{TZ P

wrz s
MNG P

I'{NC I
TNA P

WEt P

WEI, S

TRZ P

TRZ S

GBU P

TU.A F

TT]A S

COB P

coB s

-0.01
-0.33
0.01

-o,. 13

0.34

-0.29
0.01.

+0.23

0.19

-0,09
0.34

-0.28
-0.20
0.19

0. 14

0.53

-0.55
0.06

o.59

-O.38

-0.07

-0.69
0.40

o.6s.

0.70

CI. 89

-0.56
-0.53

0.16

0.37

-0. 17

0.Of+

-0.89
-0,29
-0,11

0,58
0.67

-0.54
0.80

0.86

-0,66
-0. 56

-a 32
0. 61

o.4,2

0,24

-0,0g
a.74

0.55

0.78

0.47

-o.6'2

-0.87
0.05

-0.51
-a.79
-0.65
-0.82

0.91

0.09

-0.33
-o.18
-0.46

-0,n0
0.08.

-0.11
0.25

-0.0r
-0.53
-0.70
-0.31

-o.51
0.59

0.31

-0.03
0.59

0.39

0.61

0" 1.4

-o.27
0.18

-CI.15
0.40

0.26

i
i

:
I
I

tATrruDE l toNcrflus l DEPrnOB.IGIN TNM
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TABLE 3

FINAL ITERATTON: ITERATION NO' 6

STATIONS

No. Readings
Last Increment
Station Term
Standard Deviation
Average Travel Time
Sum of Squared
I.leighted Residuals

Standard Deviation of
: l{eighted Residuals

6s 44
-0.01 0.04
1.10 -1.63
0.23 0.53

25 .08 37 .9r
5 .46 3 .66

37 63
0.03 0.02
-t.74 -2.L5
0.85 0.37

66. s3 33.25

62
0.01

-4.27
o.67

s8.66

65
0.00
2.77
0. 56

20.42

64

-0.02
5.00
0. 95

36. 10

4 .24 4 .34 s .01 2.49 2 -60

o.2g o.2g 0. 34 0 -26 0 -?9 0 '2a 0 ' 20

STATIONS

No. Readings
Last fncrement
Station Term
Standard Deviation
Average Travel Time
Sum of Squared
I{eighted Residuals

Standard Deviation of
Weighted Residuals

No. Readings
Last Increment
Statlon Term
Standard Deviation
Average Travel Time
Sum of Squared
Weighted Residuals

Standard Deviation of
Weighted Residuals

1.51 2.40

0.20 0.3r

38
0.02

-1.01
0.40

24.44

26
0.01

-1.04
0.70

43.29

62
-0,00
-2.L5

0. 39
41.r2

61

-0.04
-3.83

0.73
72.52

45

-0.0L
2.76
0.50

28.70

63

-0.00
-3.05

0.46
50.73

65

-0. 04

-4.05
0. 80

89.57

8.66 5.38

0.38 0.30

4.O4 4.51 4.73

0.30 0.27 0.27

P TUAS COBP COBS

53

-0.00
-0.97
a.22

30.77

2.70

0.23

51

-0.02
-1. 19

0.57
54.31

5.86

0. 34

35
0.04
2.08
0. 88

34.7L

r.26

0. 19

57
0.01

-t_.33
o.22

27.O2

4.93

0.30

58

-0. 0L

-2.2L
0.55

47 .78

5.23

0.30

52

-0.00
-2. 38
0.55

57 .L9

59

-0.03
-L.72
0.89

10L. 70

6.L7 3.49

0.35 0.25

STATIONS

TOTAL ERROR STANDARD DEVIATION ESTIMATE = 0'326 sec'
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APPENDIX VI

FINAL RESULTS! GR0UP 24

TAELE 1

srATxoN mnuluvrocil{rnE co:RRErlATroNs FoR gzltgt 4"

eNz P

ECZ, P

ECZ $

gNZ P

ci{z s

Knp p

KKP S

mzF
!ilf,z s

IING ?

MNG S

TNZ P

WEL P

l{EL S

TRZ P

TR.Z g

GBZ P

TUA P

TUA S

C0'B P

coB s

0.06

-0. tr5
o.2,L

-0.11
0,44

-,0,33
0.23

-O.4t+

-0.10

-0,ztr
0.36

-0.19
-0.31
o.21

-0,Q3

0.4f+

-,0.43

-0.4i1

-0.01
-0.32
0.?L

*0.36

-0.4?
-0. 15

,0,35

0,.54

0.20

0.58

-0.03
0,28

-0,20
0.18

-0.60
-0. 31

0.03

a.26

0.1t7

-0, /+4

-0.53
-0.38
-0. O6

a.2v

-CI.07

0,53

0.29

-0.05

-0.33
0.10

-0.24
0.34

0.17

-0.27

-0.55
0.22

-0.15
-0.51

'0.39
-o.51

o,57

0.11.

-0" 20

0.51

0.14

-0.16

-0,0'7

-0,38
Q,22

-0.31
0.42

-0.07
9,44

o.28

0.28

-Q.23
0.02

0.34

-0.10
0.20

-0.28
o.26

0.3,5

-0.08
0,22

-0.23

* (C,pnpaf€ prelininarf 'r'esults, Appendix \rn Table ?)'

STATIONS ORIcIN TII'{E LATITUDE LO'NCITUEE DEFTII
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TABI-E 28

CORR.ELATION }I,ATRIX FOR STATION TERI"IS

GNZ P GNZ S

[*

KRP S

-0.57
-0. 56

-o.27
0. 54
0.67
0. 38
1.00
0.07
0. 45

-0. 28
0. 15

-0.83
-0.41
-0.05

0. 36
0.55

-0.53
-0.58
-0. 58
-0. 00

0, 31

1. 00
o.26
o.27

-0.56
-0.29
-0.61-
-0.57
-0.51
-0. 68

0.29
0. 29
0. 63
0. 30
0.38

-0. 18

-0.09
0. 00
0. 40
0.64

-0.39
-0. 36

0.26
1.00
o.7 4

-o.42
-0. 46
-0.32
-0. 56

0. 09

-0. 10

-0.44
-0. 60

0.57
-0. 28

-0. s6
-0.77
-0. 66

0.76
0. 15

-0.03
0. 48
0. 17

o.77
o,74
1.00

-0.49
0,03

-0.63
-o.27
-0. 38

-0. 18

-o.67
-o.22
0.31

-0.63
-0.34
-o.76
-0. 17

0.26
-0. 31

-0.08
0. 16
0. 40

-0.56
-0 .42
-0.49

1.00
o.24
0. 70
0. 54
0. s0
0. 50

-0.00
-0. 16

-0.60
-0.04
-0.20

0.43
0. 13

-o.r2
-0.25
-0.52
0. 26
0.05

-0. 29

-0.46
0.03
o.24
1.00

-0.06
0.67

-0.36
0. l-7

-0. 36
0.39

-o.67
-0. 53

0. 1-4

0. 19
0. 7l

-0. 71
-o.77
-0.37
-o.27
0.36

-0. 51

-o.32
-0.63

0. 70
-0.06

1.00
0.38
0. 80
0. s8
0. 13

-0. 39

-0. 46
0. 16

-0. 34
0.43

-0. 16
0. 18
0.02

-0. 50
0. 46

-0.05

ECZ S

GNZ P
GNZ S

KRP P

KRP S

WTZ P

wTz s
I'ING P
}NG S

TNZ P

WEL P

WEL S
TRZ P

TRZ S

GBZ P
TUA P
TUA S

COB P

I H;;
l-_

WTZ P WTZ S I-TNG P I'0iG s TNZ P WEL P WEL S

CNZ P

ECZ P
ECZ S

GNZ P
GNZ S

KRP P

KRP S

WTZ P
WTZ S

I'{NG P
},ING S

TNZ P

WEL P
WEL S

TRZ P

TRZ S

GBZ P

TUA P
TUA S

coB ?
COB S

-0. 5l
0. 09

-0.38
0.50

-0. 36
0.80
0.07
1.00
0.56
0. 01

-0. 68
-0. 17

0.13
-0. 58

0. 10

-0.53
0. 58
0.20

-0. 46
0.68

-0. 03

-0.68
-0. 10

-0. 18
0.50
o.L7
0. 58
0. 45
0.56
1.00

-0. 38

-0.45
-0. 56
-0. 36

-0.54
0.04

-0. 08
0. 14

-0.39
-0.70

0.49
o.29

0.29
-o.44
-0.67
-0.00
-0.36

0.13
-0. 28

0.01
-0. 38

1.00
0.46
0.27
0. 87
0.57
0. 54

-0. 02
-0. 14

0. 68
0. 59

-o.42
-0.70

0.29
-0.60
-0.22
-0. 16
0.39

-0.39
0.15

-0.68
-0.45

0.36
l-.00

-0. 11
0. 20
0.77
0. 38
0.66

-0.80
-0.09

0.43
-0.79
-o.24

0. 63
0. 57
0. 31

-0. 60
-o.67
-0. 46

-0.83
-0. 17

-0.56
o.27

-0. 1l-
1.00
0.39
0. 08

-0. 39

-0.54
0.49
o.67
0.60

-0.06
-0. 38

0, 30

-0.28
-0. 53

-0. 04

-0.53
0.16

-0,41
0.13

-0. 36
0. 87
0. 20
0.39
1.00
0.45
o.44

-0.21
0.06
0.81
0. 60

-0.28
-o.72

0.38
-0.56
-0. 34

-0. 20
0. 14

-0.34
-0. 05

-0.58
-0. 54

0. 57
0.77
0.08
0. 4s
1. 00
o.42
o.49

-0.65
0. 19
0. 59

-0.79
-0. 43

(Tab|.e 4 is corttinued on the nett page)
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TABTE 28: C,ORREI,ATIoN MATRXX FOR STATIoN TERI'iS (Contittwed")

CNZ P
ECZ P

ECz s
GNZ ,P

cNu s
KRP F
KRF S

I{TZ B'

hrrz s
MNG P

MNG g

TNZ F
lr,EL P

IiIEIL S

TRZ
TRA S
GBZ P
TUA P
TLIA S
COB P

coB ,s

-0,18
-0.77
-0,.76
0.43
0, 19'
0.45
0.36
0.10
0.04
q,54
0.3,8

.0.59
9,44
o.42
1.00
0. 38

-0,49
0. 08
0,05

-0. 51
-0.55

-0.09
,-0.66
-.0,17
0.1.5
0.71

-Q. l6
0.s5

-0.53
-0.08
-0.02
0.66

-0.54
-Q. 21
0.49
0.38
I ,00

-0. 87

-0.5,r1
-0.0r[
-o.56
0.10

0. 00
CI.76
0.26

.-0. 1z
-0. ?1

0. xB

-0.55
0.58
0.14

=0.14
-0. 80
0.49
o.06

-0.6s
-0.49'
-0.87

-l .0r0
o.44

-0, l0
0.58

-0. 03

0.40
0.1s

-0,31
-0. ?5
-0,7'7
0" 02

-0.68
0. 20

-'0. 39
r0.68

-0.09
0.67
0. 8x
0. 19
0.08

-0.54
0.44
r.00
0.60

-r0.06
--0.64 .

0.64
--0.05
-0.08
-0.52
=0.57
-0. s0
-0.58
-0.46
-0.70

0. s9
0.43,
0.50
0.60-
0. s9
0,0'.5

- 0,. 0'4

-0.10
0.60
1.00

-0.56
-0.55

-0.39
0.4,8
0.16
0.2,6

-4,27
o.46

-0.00
0.68
0.49

-a.42'
-0.79
-0.06
-0.28
-0.79
-0.31
-0.56
0.68

-0.06
-0.56
r.00
a.26

-0.36
0.17
0.40
0.,05
,0.36

-0. 05
0, 31

=0.03
0:.29

-0.70
-0. ?4

'0.38
-a,.72
-0.43
-,0. 35
0. r0

-0. 03
-0.64
-0.,55
0.26
r .00

TRZ P TRZ 6I GBZ P TUA P TUA S COB P EOBI S
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TABI.E 3

FINAT ITEBATIONT ITERATION No. V

STATXONS

Hantle 0orrtrast (70)

No. Readings
tast. lncremenE
'S ta t l qn Tenn
$tandard Devlatlon
Average Travel Tine

-9
65

-0.00
0.99
o.;07

: 2,2.'67

0
55

0,.00
-t0.43
0r19

.2r.09

,6

64
-0.00
-0,,35
0.38

38.93

-9
'57

-0. 00
-0.03

0.08-
23. L9

-6,
5'8

-0.00
0.'97
'a.26

42. Q4

-9
63

CI,00
-0.24

0. r.3
28.79;.

-6,
6,2

0.00
-'0.20
,0.23

52.0'6

I
I

I
!
I
I

Mantle Contrset (7e)

No. Readlnge
Last Inc:ement
S EaLLon 'Tern
Scandard Devfation i

Average Travel Tiure

Mantle ConErast (%)

No. Readings,
Laet Increnent
S,tatlon Terro
Standard Dev{atlon
Aveacage Travel Time

-9
44

0,oo
0.20
0.20
3,50

-6
37

0.00
1.05
0.27

60.2V

-9
62

-0.00
-0.42

0. L2
36,,87

-6
61

-0. 00
-0. 56
0.25

66. 76

-4
lts

-0.00,
0.70
0.15

28.26

;tj

53
-0.00
o.76
0,15

45.9A

t,6
65

-0.00
-0.32

o.24
83.35

-9
53

0.00
0.59
o.09

2,6.69

-6
51

-0.00
2.37
0.28

48.26

0
35

0.00
-2.L:B
0.35

36.39

-8
:52

-0"oo
-1. OX-

0. 19
5?..32

-4
59

-0.0-0
-0.91
0,24

98.40

-9
38

CI.0-0

-0.78
0. 13

2't".'69

-6
?6

0.00
'0.39
0. e6

39.34

TOTAL ERROR STA}IDARD DEVTATTON ESTIMATE = 0.326 (sec.)

CNZ P KRP P KRP S' TUA F TIIA S GI'IZ F GNN 'S

STATIONS INCZ, P ECZS }fiIGP MNGS TNZP WELP h'ELS
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Hypocentre Estimates

TABI,E 4

(and standard deviations)

t-
SEISI.TOLOGICAL

SOI.UTION

OBSERVATORY I
I
I

JHD SOLUTION

't
'-!

SERIAL NO, Origln Time Lat.
M S ('S)

Origin Time Lat- Long'
lr s ('s) ('E)Long. Depth

('E) (kltr)

Depth I

(k ),

331 L97 4

34/r974

40/L974

r88 | L97 4

r90 I L97 4

28r/ r974

485 / L97 4

4981 r97 4

499 / L97 4

743/1974

18lL973

ro4/L973

202/ 1973

456 / L97 3

529 1L973

534 / L97 3

537 /L973

548 I r973

6021r973

605/r973

680 / L973

6941r973

7 06 | L973

18 33.8 -38.57 175.t14

56 38.4 -38 .51 r75.72

19 34.2 -38.6A L15.75

4 44.1 -38 .52 r75.84

39 1,1 -38.10 176.08

43 7.r -38.35 r75.96

r7 7 .5 -38.16 176.35

18 24.6 -38.r2 176.46

39 25.5 -38 .66 r75.64

40 9.S -38.38 176.01

51 31.2 -38.5L L75.7t

36 46.1 -38.07 L76.23

28 56.7 -38.64 175.85

9 23.9 -38.65 175.69

40 57.2 -38.66 L75.72

10 32.3 -38.62 175.79

3 9.1 -38 .49 r7s.90

44 59.4 -38.58 r75-79

4L 19.0 -38.57 L75.63

33 0.8 -38 .24 L76.09

4 6.4 -38 .54 l-75.79

I 8 28. 9 -38. 56 17 5 .81

45 1.1 -38.43 175.82

18 39,4 -38 .s3 r75-52
0.4 0.02 0.03

56 43.7 -38.43 175.79
0.4 0.02 0.03

19 40.1 -38.46 175.69
0. 3 0.02 0.03

4 48.4 -38.46 r7s.80
0.4 0.02 0.03

39 5.4 -37.96 L76-04
0.4 0.03 0.03

43 10.5 -38 .25 175.95
0.4 0.02 0.03

L7 r2.2 -38.r5 ]-76.23
0.4 0.02 0.03

l-8 30.0 -38 ,02 l-76-40
0.4 0.02 0.03

39 30.6 -38.s3 175.60
0.3 0.02 0.03

40 1s.3 -38 .27 L7 6 .O2
o.4 0.03 0.03

s1 36.5 -38.35 176-68
0.5 0.03 0.04

36 50.3 -37 .95 176.28
0.3 0.02 0.04

29 2.L -38.s0 r75.77
0.4 0.02 0.03

g 29.6 -38.53 175.69
0.4 0.02 0.03

41 3.0 -38.53 175.60
0.4 0.02 0.03

10 37 . 3 -38 .s5 L7 s .73
0.4 0.02 0.03

3 13.0 -38.42 L75.87
0.4 0.a2 0.03

45 5.3 -38.44 l-75-78

L76

163

199

r69

198

157

175

L76

181

193

190

183

187

r82

190

L69

L67

187

191

L74

188

r82

r86

139 :

4
128 1

4l
154

4
146 :

4
169 :

5:
137

4.
L44

4
r-33 ;

\t

L46 ,

4
155

4
143

5
158

4
151

5
147

5
148

l+

L32
4

r-43
4

151
4

159
4

140
4

145
4

L49
4

159
4

4L

33

4

l-8

45

0.3 0.02 0.03
23.7 -38.47 r7s.s4
o.4 0. 02 0.03
6. 0 -38. 15 176. r0
0.4 0.02 0-03

L2.7 -38.44 175.8L
0.4 0.02 0.03

34.2 -38.43 175-78
0.4 0,02 0.03
5.9 -38.32 175.81
0.5 0.03 0.04

(Table 4 i.s continued on the nert Page)
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TABLE 4: Hypocentre Estimates (and standard deviations) (eontinu'ed)

SEl SI'IOLOG1 CAL OBS ERVATORY SOLUTION

SERIAL NO.

16lL972

rt 6l L972

2l'91-L972

?36 /L972

24L/L972

378/L972

sB1lL972

s82/L972

5931L972

6L2lr97?

6L3l L972

6L5/L972

67Ll L972

62/r97L

LLg / L97r

r24lr97L

r99 /L97L

203/L97L

2O8lL97L

4s9 /r97L

46LlL97L

47LlL97L

600/L97L

6L2/L971

Ori gin
M

L7

2

T2

43

4L

r9

51

28

S

SOI,UTlON

Time Lat. Long.
( "E)('s)

6.1 -38.31 176.13

20. 5 -38 .20 L7 5 ,77

17.8 -38.50 L76.23

49.5 -38 .s4 r7s.79

4.8 -37 .97 L76.47

40.7 -38.34 L75.89

21.0 -37 .99 l^76.78

58.8 -38.39 176.20

43.0 -38.61 175.09

48.5 -38.39 L76.O4

r8.1 -38.28 176.13

36.2 -38.25 L76.rL

4.9 -38. 11 176 . 38

6.0 -38.27 L75.7L

38. O -38 .L7 L7 6 .44

54.2 -38.69 L75.s9

46.6 -38.36 r75.68

55.5 -38.2L 176.3L

35.3 -38 .35 L75.82

38.1 -38 .43 L76-20

46.2 -38.3L 176.O2

-38.42 175.91

-38.03 176.72

-38.4s 175.89

10. 6 -38 .22 t7 6.09
0.4 0.03 0.03

25.0 -38.04
0.4 0.02

24.O -38.42
0.1

54.7 -38 .44 L'15.74 1s8
0.4 0.02 0.03 5

8.7 -37.93 176.40 r43 r

0.4 0.02 0.04 4

46.7 -38.23 t75.93 153

0.4 0.03 0.03 h

24.4 -37.88 176.77 131

0.4 0.02 0.04 4'
3.2 -38.34 176.09 l26
0.4 0.02 0.03

50. 1 -38 .54 L7 6 .O!

17s.8s r73 i
0.03 4 :

t76.L7 103 |

Depth
(kn)

JHD

Time
S

Lat.
('s)

Long.
("E)

Dept
(k,) 

I

Or igin
1,1

53

17

2

L2

43

41

19

52

28

28

53

34

56

3

1

37

L7

15

2L

55

33

2t

40

53

I

L72

198

L54

191

168

196

r52

153

161

183

L76

168

r67

193

t76

178

r82

L79

L67

L52

l-79

180

]-75

180

i
141 i

5f

4
97

28

53

34

56

3

1

36

L7

L4

2L

55

33

2L

40

53

ENT

conti

0.4
43.9
0.4

51.9
0.3

15.3
0.4

13.3
0.4
8.8
0.4

0. 03
-38.37

o. 02
-38.22

0. 02

-38. 30
0.02

-37 .92
0. 03

-38. 35
0. 02

0.4 0.02 0.03 5

54.0 -38.24 L76.O2 L42
0.4 0.02 0.03 4

23.7 -38.18 176.L8 136

0.4 0.02 0.03 4

40.4 -38.21 176.09 14L
0.4 o.o2 0.03 4

9.6 -38.O3 L76.45 139

o .4 0.02 0. 03 4

10.9 -38.15 175'82 161

0.4 0.03 0.04 5

43.6 -38.08 176.49 L32
0.4 0.02 0.03 4

0.4 -38 .s6 r75.57 L29

0.5 0.02 0.03 5

50.7 -38 .24 L75.72 r52
0.4 0. 02 0.04 4

1.2 -38.L4 L76.29 139

I

0.4 0.02 0.04 5

39. I -38 .27 r7s.78 141
0.03 4

L76.L7 r09
0.03 4

175.01 139
0.03 4

175.89 r47
0.03 4

176.71 L26
0.03 5

L75.94 r37

I

i
L

i
i
t

I

I
EV

is

r0. 5

7.2

3.3

* I',IASTER

(Table 4 nued on the nert page)

0. 03 4
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TABLE 4: Hypocentre Estlmat es (and standard deviations) (c:orttirnted)

OBSERVATORY

SERIAI NO.
Origin Time

MS

I

I SEISMOLOGICAL
I solurroN

JHD SOLUTION

Tirne
S

8.6 -38.48
0.4 0.02

33.7 -38.36
0.4 0.02
2,7 -38.10
0.4 0.02

45.9 -38.59
0.4 0. 02

Lat. Long.
('s ) ( "E)

Lat. Long. DePth
(os) ('E) (kn)

63Llr97r

64r/ 197r

47 / L969

481't 969

2O21l-969

28811969

364/ L969

sLg /1969

ss}l L969

655 | L969

7201L969

77Bl 1969

Ls6 / L968

L] Ll 1968

548/ L968

62s / L968

4s4 /l.967

60r/ 1965

-38. s8

-38.48

-38. 20

-38. 67

-38. 30

-38. 54

-38.47

-38.28

-38. 16

-38.22

-37 .96

-38.56

-38. 57

-38.48

-38.01

-38.60

-38. s6

-38. 38

L75.74

176.36

176.34

t75.76

176.05

175.89

L7 5 .62

r76.13

l.76.27

176.40

176.36

176. 31

r7s.69

t76.02

176.53

L75.70

L76.O2

u5.89

!

168 20

159 , 29

r75.7s
0. 03

175.31
0.03

176.36
0.04

175.70
0.03

175.09
0.04

175.89
0.03

L75.65
0.03

r75.11
0. 03

176.27
0.04

176. 38
0.03

17 6 .34
0. 03

r75.29
0.03

l-75.64
0.03

176.05
0.03

L7 6 .46
0.05

L75.62

i

i

\

134
20

29

55

45

52

25

57

4

13

4L

0

s7

32

35

25

4s

34

19

r73 :

174

190

185

L99

180

L74

154

159

158

L82 
i

L79

193

162

L76

L96

4
r26

5
140

4

139
4

153
4

146
4

r54
4

L46
4

145
4

129
4

143
4

1r7
4

145
4

141
4

159
5

133
4

135
4

154

3.8

29.O

58.0

41. L

11.8

16. I

29.8

13.9

47 .5

5.0

l-9.4

37.3

57 .6

32,O

33. 8

46.3

6.9

24.L

56

45

52 L7 .3
0.4

25 22.O
0.4

57 35.7
0.4

4 r8.4
0.4

13 51.6
0.4

4L 10.0
0.4

o 23.2
0.4

57 42.5
0.4

33 3.1
0.4

35 37 .0
o.4

25 37.4

45

34

l9

-38. 18
0. 02

-38. t44

0.02
-38.29

0.02
-38. 13

0.02
-38.06

0. 03

-38.17
0.02

-37 .84
0.03

-38.4r
0.02

-38.49
0.02

-38. 37
0.02

-37.70
0. 03

-38.48
0.5

50.2
0.4 0.02 0.03

12.4 -38.40 L75.92
0.4 0.02 0.03

29 .4 -38.20 L75.79
0. s 0.03 0.04 5
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TABLE 5

Comparison of Solutions

JltD and Adarns and hlEre (i97'7)

for a Sarnple froln GrouP 24

Lat.

ssltev{

A&I{
54/Lsl4

Aqtf
4 ,/ I97t1*

A6W
ISC

1E8/r974

AE}$
r90/ r974

a6Ic
z,g]-/t974

Aelf
4Ss/1s74

A6t[
49:8;1L974

AA}ll
499/1974

AGIt,
v43/1974

Aql|f

39.4
(0.4)+
3+,4

43.7
( .4)
40. 0

clO" I
(,0. 3)
59 .4
36.0

48.4
(0,. a)
47.5

5.4
(0.4)
4.8

r0. s
(0.4)
9.4

12.2
(0.4)
10.4

30.0
(0.4)
2,9 -l
3:0.6
(0.3)
?9. g

15.3
(,0,4)
13. !

-58.53
(0.02.I"

-58. 33

-58.45
(o. o,z)

-38..2V

-38.46
(0.02)

.3.8 . 58
-5i8.58
,-38.46,

(0 ' oar)

-38. 33

-37,916
(0.03)

-37 .77

-38.25
(CI.02)

-,58.09

-38. t5
(0.02)

-3V.96

=38r.02
(0, oz)

-37,84

-38,55
(0.02)

-3E.44
*38,2,7

[0. 05)
-38,07

r75.22
(0.05.)t

175.27

t7s.v9
(0.03)

x75.58

175,69:
(0.03)

I75.64
175.66

175 .8CI
(0.03)

w5.72

176 .04
(0.05)

176,0L

I75 .9s
(0.03)

175 .85

176.ZS
(0.03)

176,18

776.4A
t0.03)

176.38

175.60
(0. 03)

175,52

176.0e
(0.03)

175.94

I39
(4)t

18,0

r28
(4)

15,9

r54
(4)

LV'l
17,9

'146

(4)
r59

r59
(s)

175

t37
(+t

r52

144
(4)

165

133
(4)

l4s
r45
[4)

161

155
(4)

177'

tfi;i"t r'ronth Da)t

See Figure 6.10.

Relative €rr0r standard
standard deviatlons axe

t8

56

l9

l6

1316

L7

3,9

43

L7

181610

1l

u11

39

40,

deviations, Tlpical abs'olute errctr
0.5, 0,05, 0.06, 6,



AFPENDIX VI I

STATISTICAL SICNIFICANCE OF A CHANGE IN STATION TERI''I

ltle wish to conpare the estimated rnodeL error f,o'r GNZ P

fro.n the 1965 earthqu,akes with a predieted mode'I fo'r 6NZ P

rvhich is ? u seconds slower (more pos i tive) than normaL.

Let the nornaL model erfor be f,e. This is estlmated by

the 6NZ P vaLue from the, ye,ars 19'69' 1971, L972, \9V3, 1974:

the amount is fi. TO estimate f s we nnust add the average

error Fo fron all the statlons (since the sum of the statiort

terms is constrained to be zero).

219.

.., (l- ,7)

.. . (A .3)

So: Ts (eEt) = r[ + Ea

Yl = -0.24* 6ri = 0.13+ " ' (A '2)

In 1965, the GNZ F model errof estim'ate is:

ol *F,

f' = -0.36* Gn"'-a t
D̂

And we wish to consider the differ'ence:

df = t|+Eu-(ri+E1+r.J ..,'(a'5)

* $ee TahJ.e 7.2.

t Fron J@ anal-Ysis.



-)')n
LLV.

r^.hich lras expectation zcra unde,r the \u11 Ilypotlrcsis that the

nrodel travel time is To + Tn'

6? = -0.36 - (-0 -24) + (Er-Ei - T" " ' (A '6)

h'e estimate F 

" 
- iJ0 with the a'cl-age dif felence bettieen the

stat ion terns for stations co)nmon to the t\r'o analyses (except

GNZ P).

Since the li1'pothcsis is that the model for stations other

than GNZ is unchanged, the nean clifference haS an expected value

- Ho).equal to -tn"

l{e get:

H - Hs = 0'24
D

4"., : 0.08
on

So: 6? = -0'I2 + 0'24 - Tc

= 0.r2 - Tc

and 6urt = 
'r"'' 

* 6rJ' * 6ur'

SO: 6u, : o '24

Then trr€ rvant:
0 -r2-T

Prob (l- o:Tfl ' "*) = c

for c = 0.05, 0.1, 0.2.



'Ihe cot-t-esponding zo valtlcs are 1'65,

sitled test) and corresponding T" valtles are

sec. Thus the probability that T" cotrld be

sec . i s 0.05; that T 

" 
could be as great as

Tn could be as great as 0.32 is 0'Z'

?21

1 .28, 0.84 (one-

0.52, 0.43, 0.32

as g,reat as 0.52

0.43 is 0.1; that
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