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Abstract

A shallow aftershock sequence in the Hawkes Bay region of the North Island, New Zealand
(May 1990) was recorded with high quality on an L-shaped, 7-station array of 3-component,
short-period seismographs at Wellington, such that the seismic waves travelled almost along
strike of the subducted Pacific plate in this region. The arrival times at the stations of the P, wave
pulse from a number of aftershocks could be picked sufficiently accurately for a least-squares
inversion to be carried out for wavefront speed, c, and incident azimuth, 4. The results show a
high apparent velocity, 8.7 + 0.2 km/s, and an azimuth which is shifted by 6.0% 2.5 east of the
true epicentre - station azimuth.

The azimuthal anomaly, §¢, has been interpreted as due to lateral refraction of P, off the
subducted slab. The effect of different geometries of the slab on the P, wavefront characteristics
(c and &¢) at Wellington have been explored through both simple geometrical considerations (in
the case of a plane or cylindrical slab) as well as through 3-dimensional ray tracing (in the case of
irregular curvature of the slab). It has been shown that a plane or cylindrical slab would require
P-wave velocities of about 9.0 km/s to exist within it in order to fit both ¢ and 6¢, whereas a
model of the slab which departs from a regular cylinder and has a small updip component along
strike can fit the observations with P-wave velocities of 8.75 kmV/s in the high velocity medium.
This model has been proposed by Ansell and Bannister (1991) after detailed consideration of the
shallow seismicity that defines the slab surface in the lower North Island.

Information about the nature of the high velocity medium has been obtained by modelling
the waveforms through generation of synthetic seismograms by the reflectivity technique of
Kennett (1983). The large number of aftershocks within a small source region, and the sampling
of much the same wavepath, meant that a sufficient number of seismograms had very similar and
characteristic features that could be modelled. The typical seismogram of the data set had a
simple P, wavepulse, followed immediately by a complex, high frequency (up to 15 Hz) phase
(here referred to as Py) and a high amplitude, lower frequency phase that dominated the P-
wavetrain (here referred to as P). A velocity profile that contained a layer of 8.75 km/s material at
least 4 km thick, underlying "normal" mantle material of P-velocity 8.2 £ 0.2 km/s, and whose
surface lies approximately 18 km below the slab surface reproduced the observed seismogram
features well. The presence of velocity gradients above and below the layer is not excluded. A
gradual decrease in velocity below the layer in fact gives a better fit of the P, pulse shape. By
breaking down the synthetic seismogram into simpler versions, using Kennett's wavefield
approximation technique, it has been shown that the P, wave propagates through the high velocity
layer, the Py phase through the overlying layers as a sequence of reflections and refractions, and
the P group as a reverberatory phase in a crustal waveguide, with its energy mostly in the form of
free surface reflections and S to P conversion. These results have also been confirmed by ray
tracing.



Waveform modelling has also clearly shown that a low velocity layer (representing
subducted sediment) on the top of the subducted slab produces a highly characteristic imprint on
the synthetic seismogram, in the form of an energetic, reverberatory, lower frequency signal late
in the P-wavetrain. Wavefield approximations show that this is also a crustal waveguide effect,
with a strong component of mode conversion at the free surface, but P - S conversion appears to
be the dominant mechanism. Seismograms very similar to such synthetic ones have been
observed for the Weber aftershocks recorded at stations along the northern East Coast. The
presence of such a low velocity layer in the East Coast region is thus implied, consistently with
previous proposals.

The petrological implications of the high velocity layer in the subducted Pacific plate are
discussed. The most likely explanation is that it represents the maximum P velocity of an
anisotropic layer within the Pacific upper mantle. It is proposed that the conditions of stress
orientation, pressure and temperature at approximately 36 - S0 km depth in this region induces a
strong realignment of olivine crystals with their fast direction along strike of the slab, normal to
the maximum compressive stress axis. The upper mantle of the segment of the Pacific ocean just
east of the Tonga - Kermadec trench and the North Island has been shown in this study to possess
P-wave anisotropy, with the P-velocity reaching a maximum of 8.37 km/s in a direction N60°E.
This result was obtained by analysing a large set of ISC travel times from earthquakes along the
Tonga - Kermadec - New Zealand subduction zone recorded at stations Niue, Rarotonga and the
Chatham Islands. It is suggested that an enhancement of this anisotropy, accompanied by some
re-orientation, takes place as the upper mantle medium is subjected to the new stress conditions in
the initial stages of subduction.
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Chapter 1

Geological/Tectonic Setting
- Introduction

1.1 New Zealand and the South West Pacific

The southwest corner of the Pacific Ocean, together with the smaller seas and land masses
stretching to the east coast of Australia (Figure 1.1) is comprised of some interesting and
intriguing geological domains. It is an area of complex tectonic history and active processes. The
major tectonic process affecting the region at the present time is the interaction of the Pacific and
Indo-Australian plates, which includes the subduction of the Pacific plate along a major portion of
the length of the boundary zone. The plate boundary is characterised by the volcanism, shallow
and deep seismicity and orogeny typical of such tectonic regions and delineated by a trench
system composed of the Tonga, Kermadec and Hikurangi trenches. The North Island of New
Zealand is situated on this plate boundary and therefore provides a suitable platform from which
such processes may be closely observed.

The present ocean floors and continental masses making up the S.W. Pacific region are the
result of a complex history of plate creation and destruction, movement, reorganization and
deformation, which must be traced back to well before the break-up of Gondwana in the Jurassic.
The process of unravelling this history is a fascinating challenge and has occupied numerous
scientists for many decades. Using a diversity of geological and geophysical means, several
reconstructions of the tectonic situation from the Jurassic to the present have been made (e. g
Christoffel and Falconer, 1972; Falconer, 1972; Larson and Chase,1972; Molnar et al,1975; Hilde
et al,1977; Weissel et al,1977) yet many questions remain unresolved. Where clear magnetic
lineations are preserved in the oceanic crust, such as on both sides of the Pacific-Antarctic ridge,
the origin and movement of the oceanic plates can be traced back in time. Where such a
magnetic signature is lacking, as in the case of oceanic crust formed during the Cretaceous Quiet
Period (112 - 82 My b.p.), the task becomes harder, and other clues must be sought. The Pacific
crust immediately east of the Tonga-Kermadec trench is one example of such crust (Larson and
Chase, 1972). Another problem in reconstructions is that, with the commencement of subduction,
a large volume of oceanic crust is consumed into the earth’s interior, and with it all geological
evidence of its past, such as ridges, transform faults and magnetic lineations. This is the case
with the subduction of the Pacific plate around the Pacific margin (Larson and Chase, 1972).
Further reference to the general tectonic history of the S.W. Pacific, and its relevance to this



150°E 180°E 170°W 160°W 150°W
10°S - -~ = = 10°S
4
9 L]
do<
. o ol
20 S 7 - i i 20 S
o ® - .6
30°S - 30°S
o ]
40°S - : - 40°S
&
0 e ©
South West
50°S - $ Pacific Ocean L 50°S
60°S - - 60°S
SeaL y
Antarchica” A .
Ql
70°S - ol = 70°S

150°E  160°E  170°E  180°E  170°'W  160°W - 150°W

Fig. 1.1 Geographical setting of New Zealand in the south west Pacific ocean.




Pacific, and its relevance to this thesis, is postponed to a later chapter.

Subduction zones themselves are regions of great geophysical and geological interest. The
bent and dipping lithosphere and the overlying crust are subjected to a complex regime of
stresses and to large changes in temperature and pressure, which manifest themselves in
seismicity, volcanism, mountain building and back-arc spreading processes, and in chemical,
physical and mechanical transformations to the lithosphere. The seismicity of subduction zones
is a powerful tool for investigating the nature of such features and the processes taking place
within them. Well located earthquake hypocentres help to delineate the broad geometry and
morphology of subducted slabs, while the state of stress within the subducted lithosphere can, to a
certain extent, be inferred from fault plane solutions of intraplate earthquakes. In recent years,
tomographic inversion of earthquake travel times has been increasingly applied to image the
velocity structure within regions of subduction throughout the world. One characteristic that has
been shown to be common to all such regions is the presence of a high velocity anomaly with
respect to the surrounding mantle, penetrating to hundreds of kilometres depth in correspondence
with the cold descending lithosphere (e. g. Zhou, 1990; van der Hilst, 1991). The behaviour of
materials under high pressures and temperatures can be duplicated in the laboratory to some
extent, however the exact behaviour of lithospheric material in the most deformed sections of the
descending slab are still not fully known.

1.2 The Tectonics and Seismicity of New Zealand

The convergent boundary between the Pacific and Indo-Australian plates extends to the
north of New Zealand as the Tonga-Kermadec trench and subduction zone, and the Hikurangi
trough off the eastern margin of the North Island represents the easternmost expression of the
Pacific plate subduction in this region (Figure 1.2). Subduction beneath the North Island appears
to come to an abrupt stop at approximately 42°S, where the oceanic crust of the Pacific plate
gives way to the continental-like crust of the Chatham Rise and Campbell Plateau (Adams, 1964;
Cowan, 1992). In the southernmost South Island, subduction is resumed, however, here it is the
Australian plate which descends below the Pacific plate underneath Fiordland and the Macquarie
Ridge (Christoffel, 1971). The two subduction zones are linked by a major shear zone, the Alpine
fault, which runs in a NE-SW direction through the South Island (Figure 1.2). The east-west
motion of the Pacific plate with respect to the Australian plate results in oblique convergence at
the rate of approximately 50 mm/yr (Walcott, 1978). This motion is mostly accomodated by plate
subduction, but due to the oblique character, the boundary zone in New Zealand is also
characterized by a component of right-lateral transform motion. The relative direction of motion
of the Pacific plate with respect to the Australian plate (Figure 1.2) is such that, on going further
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south, the convergence becomes increasingly oblique and parallel to the plate boundary, so that in
the South Island, the motion is largely strike-slip (Cole and Lewis, 1981).

The plate boundary has been described by Walcott (1978) as forming an "axial tectonic belt"
70-100 km wide characterized by seismicity and pervasive deformation. Strain measurements
throughout the country have confirmed the existence of an axis of compression along N110°E
within the axial tectonic belt (Walcott, 1978). This compression is taken up by crustal thickening

and uplift, resulting in the Quaternary orogeny of the axial mountain ranges in the North Island
and in the formation of the Southern Alps in the South Island.

The Havre trough west of the Tonga-Kermadec trench represents a young back-arc spreading
centre associated with the subduction of the Pacific plate (Cole and Lewis, 1981). It is believed
that this spreading ridge extends south to New Zealand, terminating at the Taupo rift zone, which
is likewise a region of recent volcanism (< 1My) and high heat flow. The Taupo rift zone also
contains an active chain of andesitic volcanoes, running approximately parallel to the axial
mountain ranges, and younger than 0.05 My old. The sedimentary sequences and coastal hills
along the North Island’s east coast have been interpreted to represent the imbricate-controlled
accretionary borderland (Cole and Lewis, 1981) formed by the interaction of the front edge of the
Indo-Australian plate with the subducting Pacific plate. There is a general trend of progressive
aging of the sedimentary sequence on going inland from the east coast.

Below the North Island, subduction gives rise to a band of seismicity within the plate,
striking N40’E and dipping to the north-west. There is a marked termination of this pattern of
seismic activity below the northernmost South Island, in correspondence with the change of
character of plate convergence, as discussed above. It is generally agreed that the upper limit of
the dipping band of intense seismicity coincides with the upper surface of the slab and therefore
the broad geometry of the descending plate is relatively well known. Its surface lies at shallow
depths (< 20 km) beneath the eastern coast of the North Island (Reyners, 1980) but below the
central North Island, the dips at about 50°, with the upper surface reaching depths of more than
300 km off the western coast (Adams & Ware, 1977). A map of deep seismicity is shown in
Figure 1.3. The deeper limit of seismicity increases progressively from about 200 km below the
northern South Island to about 350 km beneath the Bay of Plenty (Adams and Ware, 1977;
Reyners,1989). By accurate relative relocation of hypocentres, Ansell and Smith (1975)
demonstrate that the seismogenic thickness of the slab at depth may be as thin as 9 km.

~ Shallow seismicity throughout New Zealand, associated mainly with deformation in the
overlying plate, is more diffuse, and shows only a weak correlation with the major fault patterns.
A map of the shallow seismicity is shown in Figure 1.4.

The seismicity of New Zealand is generally monitored by the New Zealand Seismological
Observatory (NZSO), through the New Zealand National Seismic Network, for which the average
station spacing is approximately 150 km (Figure 1.5). This network now consists almost
completely of digital seismographs. Over the past 12 years or so, considerable improvement in
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the knowledge of earthquake source parameters and crustal structure has been made through the
use of temporary local networks of portable seismographs deployed for detailed microearthquake
studies of particular areas. Also important have been the local, telemetered subnetworks of the
national network, such as the ones in Wellington and Hawkes Bay. The Wellington network has
been particularly fruitful in enabling a more detailed understanding of the subducted plate below
the southern North Island (Robinson, 1986). The use of close-spaced networks is particularly
important in enabling much more accurate depth estimates of crustal earthquakes, this being far
less reliable with the large station spacing of the national network.

The microearthquake studies in the North Island have concentrated on the regions of Hawkes
Bay (Reyners, 1979; Chong, 1982; Bannister, 1986), the Taupo Volcanic Zone (Reyners, 1979)
and the Wairarapa region in the south east corner of the North Island (Kayal, 1983, 1986). There
appears to be consistency between the results of these microearthquake studies as regards the
position of the top surface of the subducted slab and its general geometry. The estimated depth of
the plate interface varies between 10 km (Wairarapa) and 18 km (Hawkes Bay) below sea level
along the east coast, increasing gently to about 25 km below the axial ranges, and then more
rapidly to about 70 km below the Taupo Volcanic zone. A change in the dip of the plate from
about 16° to about 22° is indicated below the axial ranges.

There is less agreement about the thickness of the subducted crust, which the above authors
have associated with the main band of seismic activity below the plate interface, as well as
inferred from the results of seismic velocity inversions. Kayal (1983) claims a thickness of 18-23
km for the "Benioff zone", increasing from south to north along the Wairarapa coast. Reyners
(1979) and Bannister (1986) found thicknesses of 15 km and 12 km respectively in Hawkes Bay,
while Chong (1982) arrives at 6 km of oceanic crust from his final velocity model obtained by
inversion of earthquake travel times. A common feature of the pattern of seismic activity within
the subducted lithosphere is the presence of a second band of far less intense activity below the
main crustal band. This lower band is especially evident in the Hawkes Bay region, where it
occurs between 40 and 70 km depth below sea level. Kayal (1983) reports this second band as
persisting down the Wairarapa coast between 50 and 70 km depth.

In his microearthquake study of the Wellington region, using the Wellington network,
Robinson (1986) also deduces the plate interface to lie at about 22 km depth below Wellington
city, dipping at approximately 15°. The hypocentres lie within a dipping band of 15 km
thickness. The hypocentre locations in this study are reliable enough to reveal a 7 km vertical
offset of the plate interface along a NW - SE line through Cook Strait, which the author attributes
to plate deformation as a result of the abrupt change in the subduction process that takes place
further south. Robinson also observes the double-banded seismic zone within the Pacific plate,
the two zones being separated by about 20 km, and the lower zone again being far less intense
than the upper one.

The determination of focal mechanisms of intraplate earthquakes has consistently revealed
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that the top 15 km, or so, of the shallow subducted slab below the North Island is affected mainly
by tensional effects due to slab pull and curvature of the lithosphere. This is evident in the
predominance of normal faulting with the T-axis parallel to the dip of the slab (Chong, 1982;
Kayal, 1983; Robinson, 1986; Bannister, 1988). Deeper down, there is some evidence that the
stress pattern within the subducted plate may reverse, with thrust faulting becoming the dominant
mechanism, and the P-axis aligned downdip. There are very few earthquakes which have been
analysed at this depth for focal mechanism. Bannister (1986) found one event, in Hawkes Bay, at
51 km depth that displayed this mechanism, while Chong (1982) reports two such events in the
Dannevirke region at depths between 50 and 64 km depth. Bannister (1986, 1988) interprets
these mechanisms in terms of a flexure model of the subducting oceanic lithosphere of
approximate elastic thickness 50 km. Following the analysis of bending plates by Chapple and
Forsyth (1979), the observed mechanism patterns would be consistent with a "neutral surface" at
45-50 km below sea level in the S. Hawkes Bay region, at which the bending stress pattern
changes over from extensional downdip in the upper (convex) part of the plate, to compressional
downdip in the concave curved lower part. This is somewhat in disagreement with findings by
Reyners (1984) who gathers information about focal mechanisms of 5 previous large earthquakes
occurring at or below 40 km depth along the east coast of the North Island. For these
earthquakes, the faulting mechanism is predominantly normal faulting. There is no indication,
however, as to the extent by which the depths of these events may be in error. In the same
publication, Reyners describes results of an aftershock study of a magnitude 5.6 subcrustal event,
occurring in S. Hawkes Bay. For the aftershocks, located between 40 and 60 km depth with the
use of a portable microearthquake network, a composite first motion plot does not yield a single
solution consistent with any one mechanism, suggesting that normal faulting is probably not the
only kind of deformation taking place. In the Wellington region, the events in the deeper seismic
band located by Robinson show no indication of thrust faulting. A composite first motion plot of
these events reveals a tension axis downdip and a compression axis along strike, resulting in right
lateral shear.

In the overlying Australian plate, the predominant focal mechanism is right-lateral strike slip
in the Wellington region (Robinson, 1986), with an east-west directed compression axis, parallel
to the direction of convergence. Further towards the east coast, however, the deformation appears
to be more dominated by thrust faulting, again with an east-west oriented axis of compression.
Figure 1.6, taken from Reyners (1979) is a schematic illustration of the types of deformation that
may be associated with the bending Pacific lithosphere.
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1.3 Velocity Models for New Zealand

The setting up of an adequate velocity model suitable for the whole of New Zealand is
unrealistic, in view of the complexity of structures and the large extent of lateral heterogeneity.
Nonetheless, un:il recently the location of earthquakes all over New Zealand by the National
Seismic Network made use of one, laterally homogeneous, horizontally-layered model (Table
1.1). This resulted in inconsistencies in hypocentre locations, especially in depth. One major
reason is the presence of the high velocity anomalies associated with the subducting Pacific
lithosphere (Ansell, 1978). Behind the Taupo Volcanic Zone, on the other hand, velocities are
lower than average, and the material is highly attenuating (Mooney, 1970), being the probable
continuation of the low-velocity anomaly beneath the Lau-Havre trough and South Fiji Basin
(Mitronovas and Isacks, 1971). Adams and Ware (1977) reduced the inconsistencies in
hypocentre locations by using a velocity model which took into account the higher average
velocities associated with the descending lithosphere. In their model the velocities of both P and
S waves in the Benioff zone are increased by 11% over the standard Jeffreys-Bullen model.
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Tablel. 1 The New Zealand standard velocity model

Depthtotop P-wave  S-wave
of layer velocity  velocity
(km) (km/s) (kmv/s)
0.0 5.5 33
12.0 6.5 3.7
33.0 8.1 4.6

With the deployment of microearthquake networks, considerably more detailed knowledge
has been gained of the seismic velocity variation in the crust and upper mantle below several
regions. Several such studies have been carried out in the lower half of the North Island. In his
Wellington study, using a joint velocity-hypocentre inversion for earthquakes located over a
6-year period by the Wellington network, Robinson (1986) arrived at a reliable 3-dimensional
working model for the velocity structure below the Wellington region (Figure 1.7a). His model is
now routinely used in the location of earthquakes in the Wellington region. The model also
shows in itself a variation of character from east to west, notably a decrease in average crustal P
velocity on going from the west to the east bounds of the model.

Simultaneous least squares inversions of arrival times for velocity structure were also carried
out by Chong (1982) and Bannister (1986) in their microearthquake surveys, and their final
results are shown in Figures 1.7b and 1.7c. From the models of Figure 1.7, it can be seen that,
whereas results about the geometry of the subducted plate are quite consistent among the various
studies, the velocity models deduced show a considerable variation, both in the average velocities
as well as in the distribution. An interesting feature of Bannister's model is the thin layer of low
velocity material forming the upper surface of the subducted plate, which he interprets as oceanic
sediment being drawn down together with the descending lithosphere. This feature has also been
inferred by Xun (1992) for the subducted crust off Cape Palliser at the southeast point of the
North Island. Such low velocity layers have also been modelled in subduction zones below Japan
(Hori, 1990) and the west coast of North America (Mundal et al,1990).

The New Zealand standard model of Table 1.1 is still used to an extent for hypocentre
locations throughout New Zealand, but in "special areas" where the velocity structure has been
inferred in more detail, the model for that area is used in the inversion.

A feature of the velocity distribution which appears to result from most attempts to calculate
oceanic upper mantle velocities is the presence of unusually high P-wave velocities at some depth
within the subducted lithosphere below the North Island. Velocities of 8.68 km/s and 8.61 kn/s
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result from the velocity inversions of Robinson (1986) and Chong (1982) (Figures 1.7a and 1.7c),
while in his inversions, Bannister also arrives at one possible model which has an upper mantle P-
wave velocity of 8.76 km/s. Most attempts to measure the upper mantle velocities, however, have
made use of arrival times of critically refracted P, waves at a set of stations, from shallow
earthquakes more than 100 km away. The most comprehensive work on upper mantle velocities
remains that of Haines (1976, 1979), who regionalised P, and S, velocities all over New Zealand,
using time-term analysis. His results are shown in Figure 1.8. The high average P, velocity of
8.5 km/s for the south eastern North Island is significant. Moreover, some individual path
velocities from which the average is calculated are as high as 8.7 km/s, after correction for station
terms have been carefully made. Such velocities are in line with other observation of high P,
velocities in this region. Dibble (1957) reports one of the earliest such observations - 8.7 km/s -
from earthquakes between New Zealand and the Kermadec trench recorded along a line through
Wellington, at distances greater than 4°. Kayal and Smith (1989), from travel-time differences,
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Fig. 1.8 Upper mantle P and S velocities, from Haines (1979)
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measured P, apparent velocities of up to 8.9 km/s downdip along the subducted slab in the
Wairarapa region. Bannister (1986) and Chong (1982), in their microearthquake surveys also

make use of P, waves from more distant earthquakes recorded across their seismic arrays, and
observe P, velocities of around 8.6 km/s in this way.

Fast P-velocities have been measured along strike of the subducted Pacific plate further
north, below the Tonga-Kermadec trench (Aggarwal et al,1972;Ansell and Gubbins, 1986:
Gubbins and Snieder, 1991) and are often attributed to the transformation of basalt, making up the
oceanic crust, to the high-density eclogite. However, whether there is any relation between this
feature and the locally higher velocities below the lower half of the North Island is to be
determined. In particular, it is desirable to seek a rheological/mineralogical explanation for these
higher seismic velocities, and how, if at all, they are related to processes occurring within the
subduction of the Pacific lithosphere.

A major step has recently been taken towards a better understanding of the nature of the
descending Pacific lithosphere below New Zealand. A large-scale seismic refraction experiment,
referred to as the Hikurangi Margin experiment, was undertaken jointly by the I.N.G.S. (Institute
of Geological and Nuclear Sciences, formerly D.S.L.R. Geology and Geophysics), the Geophysics
Institute of Victoria University of Wellington, the Geological Survey of Canada and the
University of Leeds (Chadwick and Reyners, 1992). The refraction line consisted of some 100
stations, spread along a 270 km stretch down the east coast of the North Island, parallel to the
strike of subduction. Processing and analysis of the data are now under way, and are expected to
yield important results.

1.4 Outline of this Study

In this study, several aspects of the subducted slab structure and velocity characteristics are
explored, using a variety of techniques and data. In Chapters 2 and 3, the data used are mainly
those from an earthquake and aftershock sequence in southern Hawkes Bay, recorded on a
temporary, close-spaced network of portable seismographs in Wellington. These data are used to
confirm the existence of unusually high P velocities in the mantle of the Pacific lithosphere, and
also provides a clear image of off-azimuth first arrivals due to lateral refraction off the dipping
slab. The combination of possible slab geometries and velocity structure are explored (Chapter 3)
through modelling of the observed wavefront speed and azimuth at Wellington.

Whereas the results of Chapter 3 rely on the arrival times of the first phases on the
seismograms, in Chapters 4 and 5, attention is turned to the whole waveforms, in particular the P-
wavetrain. The overall character of the waveforms is distinctive and consistent for the whole data
set. This has enabled the use of synthetic seismogram modelling, using a reflectivity method.
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Although seismograms of shallow earthquakes are notoriously difficult to model, the approach
here has been to explain the gross features, such as the main energy arrival groups and frequency
content. The first phases on the seismograms are sufficiently stable features as to enable
somewhat more detailed waveform modelling and hence more detailed information about the
velocity structure in the lowermost crust and upper mantle of the oceanic lithosphere, where ihese
features originate.

In Chapter 6 we look farther afield, using a completely different data set, from the Tonga-
Kermadec trench, to elicit information about upper mantle velocities in the stable Pacific ocean
lithosphere before it begins to subduct below the Tonga-Kermadec arc and New Zealand. The
emphasis is on searching for anisotropic P-wave behaviour.

Chapter 7 contains a discussion of the results and of the possible relationship between the
wave velocities in the subducted and the pre-subduction Pacific lithosphere.
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Chapter 2

ARRAY MEASUREMENT OF APPARENT VELOCITIES
ALONG STRIKE OF THE SUBDUCTED SLAB

2.1 Introduction

In this chapter, some data sets are presented which provide evidence of the presence of very
high seismic velocities at some level within the subducted Pacific lithosphere below the North
Island. The main data set, referred to as the Weber data set, was a fortuitious occurrence because
a large distant (175 km) earthquake and its aftershocks occurred during a period when a closely-
spaced, 3-component digital seismograph network happened to be deployed in the Wellington
region. This network will be referred to as the L-network. This data, apart from being numerous,
yielded high quality seismograms on the small network, which enabled good estimates to be
made of wavefront velocity, and later, modelling of the waveforms, for some conclusions to be
drawn about the velocity structure (Chapter 5). Use was also made of other data collected on the
L-network during the whole period of its operation.

Most of the data that has been used are associated with wave paths that are sub-parallel to
the strike of the subducted slab.

2.2 The L-Network

From 2 March, 1990, a temporary L-shaped network of seven portable, digital
seismographs had been set up in the Wellington region for a separate, local study (Gledhill,
1991). Figure 2.1 shows the location of the stations making up the L-network, as well as some of
the stations of the Wellington network operated by the NZSO, while Table 2.1 lists their site
properties. The L-network stations had a mean spacing of 1.1 km, and were all sited on outcrops
of Mesozoic greywacke. The stations consisted of 1Hz, 3-component Mark Products L4C
seismometers, recording on portable versions of EARSS (Equipment for the Automatic
Recording of Seismic Signals) instruments (Gledhill, Randall and Chadwick, 1989). The EARSS
instruments have high dynamic range (> 120dB), being equipped with gain-ranging amplifiers.
Timing is kept by an internal clock, and corrected hourly against time signals from local radio
stations. In this survey, the sampling frequency was set to 100Hz. EARSS instruments are now
used in almost all the permanent seismograph stations of the National Network of New Zealand.
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Figure 2.2 shows the displacement response of a typical seismometer/EARSS instrument
combination (Chadwick, 1991)

Table2.1 Location and component data for the L-network and for the 3 stations of the
Wellington network used in this study (taken from Gledhill, 1991)

Station Latitude Longitude Elevation Components  Lithology
Code S E (m)
PDD 41.2832 174.7263 190 ZNE Greywacke
SAL 41.2977 174.7190 220 ZNE Greywacke
RKK 41.3049 1747110 100 ZNE Greywacke
KSE 41.3107 174.7043 950 ZNE Greywacke
SEF 41.3058 174.6874 75 ZNE Greywacke
EGB 41.3035 174.7190 350 ZNE Greywacke
NDE 41.2996 174.6496 375 ZNE Greywacke
WEL 41.2861 174.7683 122 ZNE Greywacke
CAW 41.1088 175.0678 330 Z Greywacke

MRW  41.2325 174.7050 235 ZNE Greywacke

Data recorded by the EARSS instruments is stored in the field on 20Mbyte magnetic
cartridge tapes, which are later read into a PC-based event sorting and filing system
(Gledhill,1991). From there, the data may be converted into an ah format for use in the seismic
processing and analysis packages available on the SUN workstations of the Institute of
Geophysics.

The Wellington seismograph network, established in 1976 by the Geophysics Division of the
D.S.LLR. (now I.N.G.S.) consists of 11 seismograph stations, mostly 1-component, spread over
the Wellington/Wairarapa/Marlborough regions, which relay data to a central site in Wellington
via radio telemetry or telephone line (Robinson, 1975). The seismic signals are recorded on a
SNARE network recording system (Gledhill and Randall, 1986), similar in principle to EARSS.
The Wellington network records at SOHz sampling, as do the EARSS stations of the National
Network.
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Fig.2.1 Location of the L-network and some of the Wellington
network stations. Inset shows the L-network configuration. Also shown are
the locations of aftershocks of the 13 May 1990 Weber earthquake

2.3 The Data Sets used

2.3.1 The Weber Earthquake Sequence

The area of Southern Hawkes Bay was particularly active during 1990, being affected by
two earthquakes of magnitude greater than 6 in a 3-month span. The aftershock sequences of
these two events lasted for several months. Further activity occurred later in the year, including a
magnitude 5.7 event on 15 August 1990 and a magnitude 4.5 event on 24 September 1990, all in
the same region.

The first large earthquake (M = 6.1) occurred on 19 February 1990, and the second (M = 6.3)
on the 13 May 1990, both close to the small town of Weber in the S. Hawkes Bay region. The
epicentres of these two earthquakes as given by the National Network locations were 44.40°S,
176.33°E and 40.34°S, 176.27°E respectively. They were also reported to have occurred at
different depths, the first at 35 km, within the subducted Pacific plate, and the second at 19 km
depth, within the overlying Australian plate. For the second, shallower earthquake, the
hypocentre solution is expected to be less reliable, since the nearest station used in the location,
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Fig. 2.2 Displacement response of a typical EARSS seismograph

PGZ, was about 40 km away.

At the time of the May earthquake, the activity from the February event was still ongoing, so
that after the May event, two groups of aftershocks were occurring at the same time, at two
different levels within the crust. During its period of operation, the L-network recorded the
aftershock activity of the February event, the mainshock occurring on the 13 May, and numerous
aftershocks of this second event occurring on the same and few ensuing days. After that, most of
the instruments had to be pulled out for use in the aftershock survey in the epicentral region. In
all, more than 110 aftershocks following the 13 May event were large enough to trigger the L-
network before it was completely dismantled. The minimum magnitude of such events was 2.6,
but the large majority of events had magnitude larger than 3.0. During the period of operation of
the network prior to the May event (66 days), only 16 events of the 19 February aftershock
sequence triggered the network. There is evidence (Robinson, 1994) that the deeper level of
activity increased after the May event, however, during the first and second days of the May
sequence (which yielded most of the data used in this study), events in the shallow group well
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outnumbered those in the deeper group.

The L-network began to be dismantled at about 10:00 UT of the 13 May 1990. Thus
recordings of the 13 May aftershocks on the full network are available for about 5 hours after the
mainshock, during which time there were approximately 40 events that triggered the network.
During the following 48 hours, about 65 further aftershocks were recorded on the partial network
consisting of PDD, SAL, KSE, NDE and a further 11 events were recorded on the remaining
tripartite network PDD, KSE, NDE. Unfortunately, station EGB was inoperative at the time of
the mainshock and ensuing days, so no data are available from it for this data set.

In this section attention will be focussed on the set of earthquakes immediately following the
13 May event, and the data set will be referred to as the Weber data set. The epicentres of these
earthquakes were, on average, 175 km away from Wellington, and the wave travel path was close
to the strike of the subducted slab in the North Island. The direct line between the L-network and
the epicentres made an angle of approximately 11° downdip with the strike of the subducted slab.

The deployment of a microearthquake network consisting of 12 closely-spaced portable
seismographs in the epicentral region shortly after the 13 May mainshock occurrence, ensured
that accurate hypocentre locations could be made of the aftershocks. Thus a much more reliable
image could be made of the extent and nature of the source region than would have been possible
with the National Network alone. Of course it is unfortunate that for the mainshock and earlier
aftershocks (whicn were recorded on the L-network and used for analysis in this study) the
locations were far less reliable, being done with the use of the National network stations alone.
This is especially a problem for the shallower events. Thus for the data set used, it is not possible
to identify the aftershocks occurring in the deeper group (and associated with the February event)
on the basis ot reported hypocentre depths alone. More accurate locations, using the portable
network stations, are available from about 16 hours after the mainshock, at approximately 00:00
UT of the 14 May 1990. Before this time, more than 350 aftershocks had been located routinely
by the National Network.

Although the locations of the mainshock and earlier aftershocks are probably in error, it is
possible to get an estimate of the extent of their mislocation. Figure 2.3 shows two separate sets
of aftershocks. The filled circles represent the largest aftershocks ( > 2.6) occurring in a 24 hour
period after the portable network had been installed, beginning at 00:00 UT of the 14 May 1990.
The locations were made by the NZSO. The open circles, on the other hand, represent the
reported locations of the mainshock and largest aftershocks up to 00:00 UT, 14 May 1990, a
period of around 19 hours, determined using the National Network stations alone. The latter set
of aftershocks appear to be consistently located between S and 15 km too far southeast. This was
confirmed by choosing some of the later, better-located aftershocks, and relocating them, using
HYPO-71 (Lee and Lahr, 1975) excluding the picks from the portable network stations. This
procedure also showed the depths to be in error, the events being located generally between 2 and
12 km too deep.
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Fig.2.3 Epicentres of the 13 May event aftershocks. Open

circles - locations by National Network alone; closed circles - locations made
using the portable microearthquake network, together with the National Network
stations. All locations are routine ones carried out by NZSO

Figure 2.4 shows the depth distribution of events occurring during the period 14-18 May
1990, these events being ones calculated with the inclusion of the portable network observations.
There is a peak of activity at around 20 km depth, close to the presumed plate interface, and
significant activity to depths as shallow as 10 km. The activity falls off sharply below 20 km.
The small rise in the number of events between 25 and 36 km depth is to be associated with the
ongoing aftershock sequence of the February earthquake, which is seen to be low in comparison
with the shallower activity.

It is to be said that these locations were carried out by the Seismological Observatory using
the standard procedure and standard velocity models. The Weber area happens to lie in the border
region between the Wellington and Hawkes Bay regions, for which, different velocity models are
defined. The Wellington standard model and the Hawkes Bay standard model are listed in Table
2.2. In such a case, the location procedure automatically computes a theoretical travel time which
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Fig. 2.4 Depth distribution of the 13 May aftershocks in the
period 14-18 May, when the microearthquake network was in place

is a weighted average of the travel times based on both velocity models, in such a way that there
is a smooth transition as one moves across a boundary region.

Subsequently, further and more detailed analysis was carried out on all the Weber aftershock
sequences by Robinson (1994) who performed a joint inversion of arrival times for hypocentres
and velocity structure, thus arriving also at the best-fitting velocity model beneath the epicentral
region. Robinson’s final hypocentres from the February and May sequences together again
cluster in two distinct depth ranges, almost exactly on top of each other, and with an
approximately 4 km aseismic gap between them. The two groups of aftershocks lie in the depth
ranges S - 18 km and 22 - 35 km, somewhat shallower than the depths calculated by the routine
inversions.

A knowledge of the focal mechanisms of the earthquakes in the two sequences is expected to
reveal the general state of stress in the crust below Southern Hawkes Bay. The 13 May
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Table2. 2a The Wellington standard velocity model

Depthtotop  P-wave  S-wave
of layer velocity  velocity
(km) (kmv/s)  (kmv/s)
0.0 44 2.54
04 5.63 3.16
5.0 577 3.49
15.0 6.39 3.50
25.0 6.79 3.92
350 8.07 4.80
45.0 8.77 4.86

Table2.2b The Hawkes Bay standard velocity model

Depth to top P-wave >-wave
of layer velocity  velocity
(km) (km/s) (km/s
0.0 5.5 33
12.0 6.5 3.7
33.0 8.1 4.6

mainshock was large enough to yield a fairly good azimuthal coverage of first motions and has
been interpreted as a thrust event in the overlying plate (Smith,1990). The aftershocks in the
shallow group studied by Robinson have also revealed predominantly thrust mechanisms along a
clearly defined fault-plane dipping 35° to the north-west. Thrust events are common in this
region (Reyners, 1989), and concur with the general direction of compression between the
converging Australian and Pacific plates.

Also from Robinson’s work, the deeper group of aftershocks lie on another clearly defined
fault plane, steeply dipping at about 75° to the north-west, and the composite fault plane solution
is one of normal faulting, in agreement with the general state of tension within the upper 15 km of
the bending, subducted plate. This is the same mechanism that had been found for the February
mainshock (Smith, 1990).
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2.3.2 Waveforms from the Weber Data Set

From the data recorded on the L-network, a set of 35 events was chosen for further analysis,
on the basis of the data quality, and the number of network stations triggered. Origin times and
hypocentre information for these events are given in Table Al of Appendix A. In general, the
waveforms from all aftershocks showed quite similar characteristics. Furthermore, the spacing of
the L-network stations was close enough to give good coherence of waveforms throughout the
array for many events, especially for the first onset of the signal. Figure 2.5 shows examples of
aftershocks recorded on the L-network stations. The phases observed visually on these
seismograms are typical of the majority of the aftershocks from the Weber event. An
immediately visible feature of most of the seismograms, evident in Figure 2.5, is the difference in
frequency content between different sections of the waveforms, particularly in the P-wave and P-
coda. The first 4s, approximately, of the seismograms contain frequencies which are clearly
higher than those in the rest of the P-coda, leading to the suggestion that these sections of the
signal are associated with propagation through different parts of the lithosphere. The frequencies
contained in this first signal vary from station to station and from event to event. The amplitude
of ‘this signal also varies. In several cases it is quite strong and has the form of a "pulse” of
limited duration (1 - 2s). It appears to consist of a complex, closely-spaced group of sharp
arrivals. In other cases, the amplitude in these first 4s is low, relative to the next major arrival,
and no dominant "pulse-like" phase is seen.

A prominent second group, about 4s after the initial onset, is present on almost all
aftershocks. It has conspicuously lower frequencies than the first P arrival, and generally larger
amplitude. Within this second arrival, several sharp phases, traceable through the L-network, may
often be distinguished. Further reference to these features is made in Chapter 5. The shallow
depths of the aftershocks meant that the whole of the P-coda was in general complex and
reverbatory, although the amplitude of the 4s arrival is clearly dominant.

Further enlargement of the initial portion of the signal reveals that the high-frequency group
is often preceeded by a small-amplitude, lower-frequency onset, which takes the form of a
single, simple pulse, followed 0.5 - 1.5s later by the usually impulsive onset of the higher
frequency energy. The initial pulse has been interpreted as the first-arriving P,,. The small station
spacing of the L-network meant that, where the noise level was low enough, good coherence was
observed for this first onset, as well as, although to a lesser extent, for the onset of the higher
frequency signal, over most of the network. Some examples in which the phases discussed are
particularly clear are seen in Figure 2.6, in the form of array sections, reduced at a velocity of 8.0
km/s.

The frequency characteristics of the seismograms were better displayed by applying
frequency-time analysis (FTAN) to the relevant portions of the signals. The method used was a
slight modification of the original multiple-filtering technique of Dziewonski et al (1969) for
surface wave dispersion calculations. A flow chart and brief description of the technique is given
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in Appendix B. The basic program used was that described by Burton and Blamey (1972). The
technique essentially decomposes a given time series into a "map" representing the instantaneous
amplitudes of the signal as a function of frequency and group velocity. The program was here
modified to express the amplitudes at equal steps of arrival time rather than of group velocity.

A few examples of the results of this technique are shown in Figures 2.7a-e, with the time
axes coinciding with those of the signals for easy comparison. The dark areas of the diagrams
correspond to high instantaneous amplitudes, and the output matrices have been scaled to a
maximum of 99dB. In Figures 2.7a - d, the first 16s of the P and P-coda are shown. The start of
the signal is clearly evident by the end of the "white" area, representing the background noise, in
the first 2s, or so, of the seismograms. The presence of isolated dark areas in all the diagrams is
indicative of the presence of "modes" arriving at the receiver, the different frequency contents
suggesting propagation through different parts of the lithosphere, and/or different content of S-
wave. The high frequencies in the first phase of the signal appear as isolated energy maxima, of
differing intensity. Figure 2.7b shows an especially intense energy arrival of dominant frequency
approximately 10Hz. In Figure 2.7c, the dominant frequency for this phase is around 12.5Hz,
while in Figure 2.7d, there is a suggestion of a frequency content up to 15Hz. The second energy
arrival group, about 4s after the initial onset is normally apparent as the most intense dark area on
the diagrams, its frequency content varying between 2 and 8Hz. It often appears to contain 2
separate, simultaneously arriving "modes", as in Figures 2.7c and 2.7d. A second low-frequency
arrival is also recognisable on most diagrams at about 8 - 11s after the first onset. Note that very
little of the low-frequency energy arrives before the 4s onset, while there are none of the highest
frequencies in the later part of the P-coda. Sometimes there appears (o be a repetition of the high-
frequency pattern after a few seconds (see e. g. Figure 2.7d), perhaps representing a near-source
reflection and re-transmission through the same wavepath.

Figure 2.7e shows a longer time sample, including the S-wave, for the same event as in
Figure 2.7d. The S-wave arrival is quite clear, with dominant frequencies of around 2.0Hz for the
first 10s of the S signal. An isolated higher frequency arrival (at 35s, 7.0Hz) seems to mirror the
pattern of P-wave behaviour in the first few seconds of the seismogram. For a given event, there
may be a variation in frequency content between different stations of the L-network. This is
believed to be due to geological conditions at the seismograph site. Even though all stations are
located on the same rock type, Mesozoic greywacke, there may be differences in the state of
fracture within the rock which affect the frequency response. For example, the site at NDE
appears to be inefficient at recording the high frequencies as can be seen at a glance from Figure
2.6, while SEF and PDD seem to reproduce them well. Instrument response is unlikely to be the
reason for these differences since all instruments have similar response characteristics.

The frequency characteristics are also evident in the frequency spectra of consecutive time
windows of the seismograms. Some examples are displayed in Figure 2.8. The amplitude spectra
have been computed for the first 3-4s of the P-wavetrain, containing the high frequency group,

27



and for the subsequent 4-5s, containing the higher amplitudes. It is clear from the spectra that the
high frequencies (> 10Hz) are almost invariably confined to the first portion of the signal, often
occurring as narrow peaks in the spectrum. The second time window generally shows peaks in
the 3 - 5Hz range. For each selected event, all the spectra from available L-network records are
displayed. The absence of high frequencies, even in the

2.3.3 Other Events Recorded on the L-Network

During the period of operation of the L-network, a large number of events were recorded
from all over New Zealand. Of these events, some were selected to provide additional estimates
of along-strike P-wave velocity in the subducted slab. The events chosen were those in the
Southern Hawkes Bay area, and a set in the Lake Tennyson area of the South Island, which were
more than 100 km from Wellington. Figure 2.9 shows the epicentres, as located routinely by the
NZSO, of events in these regions of interest, a selection of which were then used for further study.
The event identification numbers and source parameters are listed in Tables A2 and A3 of
Appendix A.

During this period, a further group of events from the Weber region were recorded, as seen
in Figure 2.9, representing the ongoing aftershock sequence of the 19 February earthquake. As
can be seen from Table A2, these events were generally deeper than the ones selected in the
Weber data set. The waveforms from these events were also rather different from the ones in the
Weber data set, with the main energy arrivals having different characteristics than those discussed
in the previous section. An example is shown in Figure 2.10a.

Another cluster of earthquakes during the same period was that in the South island, shown in
Figure 2.9. These events were also part of an aftershock sequence, that of a magnitude 6.0
earthquake which had occurred at Lake Tennyson on the 10 February 1990. These aftershocks
were all shallow, most of their depths being restricted to S km in the NZSO location procedure.
The waveforms from these events also showed a general similarity, with a high-frequency first
phase, followed closely after by a dominant group. An example is shown in Figure 2.10b. The
other events occurring in the South Island were either too close to Wellington, or else very deep,
occurring where the subducted slab has already begun to dip steeply.
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Fig. 2.6 Array sections of some of the Weber data recorded across the L-network, shown at high
vertical amplification to clarify the first onset. Reducing velocity is 8.0 km/s in all cases.

(a) Event 900513.0423 (mainshock)

(b) Event 900513.0459

28a



(8]

N

/"

:: is ; ;,\,<>,:

v

—=
A
(20 ™
) =2
=~
. 7 -
\—:—:
\.- ’,
e
177

Sp——

\
100.0

T
109

T
179

170

(303 /i 00°9)/8URITIQ - Swr

Distance (hmd

T
( >< /\_5,,,,\._i,h_s,\_,.\fas}
“_ I
. _ __; __s_ A
ﬁd | .;..f_: __\C f\

al
101

T

(303 AM 00°0)/83uRISTg - Swi]

Distarcs tim)

Fig. 2.6(cont.)

(c) Event 900513.0541
(d) Event 900513.0711
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2.4 Inversion of Arrival Times for Wavefront Velocity

In this chapter, we shall restrict ourselves to the estimation , as accurately as possible, of the
apparent velocity of the very first phase in the seismograms. The distances involved are such that
this phase can be assumed to be a refracted arrival. The nature of later phases on the
seismograms will be dealt with in a later chapter.

The availability of network arrival times from a number of earthquakes of similar origin
made it possible to obtain an estimate of the wavefront apparent velocity corresponding to the
first arrival, by using a least-squares inversion method. A Small-apenure array such as the L-
network has the advantage that it may be considered as a "point" along the wavefront. This could
be assumed to be the case here, where the epicentral distance was approximately 175 km, while
the linear dimension of the network was about 3 km. Waves arriving at different stations of the
network may be-assumed to have travelled exactly the same path. A small array, however, has
the disadvantage that, since the stations are so close (in this case about 1.1 km), the arrival times
at adjacent stations vary by only a fraction of a second, and therefore the calculation becomes
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Fig.2.9 Events in S. Hawkes Bay and the Lake Tennyson area that were
recorded on the L-nerwork besides the Weber aftershock sequence. Size of symbols
represents magnitude, ranging from 2.0 to 4.8 (see Tables A.2 and A.3)

very sensitive to errors in pick times. This consideration was one of prime importance, and the
best compromise was to use only those events of the highest quality, having a high signal-to-noise
ratio at the start of the signal. Moreover, the events chosen had to have a coherent first pulse
throughout the network.

Another problem arose with events which were of high quality according to the above-
mentioned criteria, but which either, for some reason, did not trigger all the stations in the
network, or gave an unreliable pick at one of the stations. If the "unusable" station was one of the
intermediate ones, such as SAL, RKK, SEF or EGB, this did not affect the inversion too seriously.
However, if the missing station was one of the end stations PDD or NDE, then the geometry of
the array departed appreciably from the ideal L-shape, and the reliability of the inversions
suffered. This was especially a problem since EGB was inoperative throughout the May 13
sequence, and therefore if NDE was missing the array would be reduced to almost a single-line
leg, and the azimuthal control of the wavefront solution would suffer drastically. Station PDD

31



4033

HDE

NDE
cpn

1037

’ 1
—yphssimesdeb 'w,.wﬂwnwﬂm, i Il It

€0 0 LY ¢ 92,87

Lw%mW«w%N*”%A*ﬂ-%*W~*ﬂw\*»’~*ﬂw\"}Mf'lﬂ‘,ﬂ\\'ﬁ,‘\ﬂfﬁ\”r~’*v‘fd"W U!"\’W\‘v’k"v"m‘*-f;

—T T T T T
€ 7 80 98.57

e b WIWMN \MWWJW o M

L L m L 0 YE.7

Fig.2.10a 3-component seismogram recorded at station NDE of the L-network, from an event
occurring in the Weber area on the 21 April 1990 (event no. 137). The event was reported to be
44.1 km deep. Note the difference in appearance of the waveforms compared with those of the
shallow, 13 May 1990 aftershocks ( Figure 2.5).

KSE
spz

KSE
spn

KSE
spe

1%14 ~

-wwmﬂ.wuwmw\r«wwwwmwwJ\rvw»www

70

st e h A by %vwx\u\«v\wﬂwfﬁwm \MW Jk\ \MV W

T
w0 70

1879

"‘“"""”‘"‘J'pr\\') et Mol ~J’w~‘fu’\f!\/~\f/‘mwww\[k“ M, WW/V mel " »M\,,JJ\

T 1
[ 70 80 a“ 92.47

Fig. 2.10b 3-component seismogram recorded at station KSE of the L-network of an event occur-

ring

in the Lake Tenn);son area, S. Island, on the 29 March 1990 (event no. 304). The event was

part of an aftershock sequence at very shallow depth in the crust (depth restricted to 5.0 km in the
NZSO solution). The general waveform features are similar to those of the Weber data set.
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also caused some problems in this respect since it was often contaminated with a high frequency
noise which made picking of the first arrival too difficult. Events that presented these problems
were not used.

Fortunately, the large amount of data available ensured that a number of events that satisfied
the criteria could be found. The selection process left 15 events which were of high enough
quality for their array inversion to be deemed reliable.

Picks of the first arrival were only made for the vertical component. The procedure was
carried out by viewing the data on the seismic analysis package xpick (Figure 2.11) which allows
enlargement of the traces to any extent along both horizontal and vertical scales. Since, for the
purpose of apparent velocity calculations, only the delay times between stations were of interest,
the arrival times were measured at the first peak or trough of the signal, rather than its onset, as
this could be done with better precision. By this method, and for the chosen events, the picking
accuracy was at least £0.02s. The seismograph absolute timing accuracy was +).01s.
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The method of estimation of wavefront velocity (which will be taken to mean both speed and
azimuth) was as follows:

Consider an array of m stations, having coordinates (xj, ¥1),...( X, ¥m), and an arbitrary
reference point outside the array, for simplicity having coordinates (0, 0) (Figure 2.12). Let the
arrival time at this station be ¢,, and the observed arrival time at the i-th station be 1;. Then

li=tg+pr+r;

where p is the wavefront slowness, r the distance vector to the station, and 7; is the time residual
at that station.
For m observations at m array stations, we may write

sin ¢ cos
h=ly+—x; +
c

yi+7

sin ¢ cos ¢
Im=1Io+ Xm+ Ym+Tm
c C

where x;, y; may here be taken as the absolute values of the corresponding distances, c¢ is the
wavefront speed and ¢ the azimuth (measured from North). Provided there are more than 3
observations, this system of equations may be solved by a least-squares inversion for the

sing cos : B e .
quantities 7o /L , —¢ which minimise the norm of the residual vector (rl,...,r,,,)T. The
c c

speed and azimuth are then easily found from the last 2 quantities.

In the case of the Weber data set, and the Lake Tennyson data set, the events being dealt with
were all coming from a relatively small source region, and the epicentral distances were large
enough that the variation in azimuth for different events was not more than 5? at Wellington. It
was then possible to carry out another inversion using the "global" data set, and solving for one
best-fitting pair of wave-speed and azimuth. For p events and m observations per event, the
system of equations now becomes equivalent to an (mp X (p +2)) matrix to be solved for the
(p + 2)-vector

1 p Sing cos¢ v
fgunilgs = 2=
c c

The solution of the least-squares problem was by the method of Householder
transformations as described in Lawson and Hanson (1974).
Picks which were of good quality but not used in the individual event inversions due to

insufficient available picks for that event, were used in the global inversions provided there were
at least three picks for that event.
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Fig. 2. 12 A plane wavefront incident on an array of seismographs

The small arrival time differences meant that station delay terms would be significant,
particularly since the network was sited on hilly terrain and there were considerable differences in
elevation between stations. The maximum difference in height between any two stations was
about 300m. Since all stations were on the same rock type, namely greywacke, it was possible to
apply a correction for elevation to the individual arrival times. A P-velocity of 4.5 km/s in the top
few kilometres was assumed (Garrick, 1968). The station delays corrected for are shown in Table
2.3

Using the same procedure, it was decided to carry out separate calculations of the wavefront
velocity using arrival times at an extended network consisting of the L-network and a few stations
of the Wellington network. The stations chosen were WEL, CAW and MRW, since their location
was such that the wavefront would be subject to a similar travel path geometry as for the L-
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network. Still, the result from the extended network was not expected to be as true a
representation of the wavefront velocity as that from the much smaller L-network. The inclusion
of the extra stations helped in that it increased the time difference across the whole network from
about 1.1s to about 4.6s, so that the inversion was much less sensitive to picking errors. Pick
times for CAW and MRW were not read first-hand but were taken from the NZSO pick files, so
that in this case, the arrival times at the initial onset had to be used. (A look at some printed
waveforms from these two stations confirmed that the same phase was being picked as on the L-
network stations, judging from the great similarity of the onsets). Use of the extended network

was made only for the Weber data set. The elevation corrections for the three extra stations are
included in Table 2.3.

2.5 Results

Tables 2.4a-d list the selected events and contain results from the various inversions. The
event identification numbers are found in Appendix A. ¢, is the azimuth of an epicentre from the
network (measured at KSE) using the epicentral coordinates reported in the NZSO listing; ¢ is the
calculated azimuth of the incident wavefront, as given by the least-squares inversion. The

Table2.3 Delay corrections applied to L-network stations and
the three Wellington network stations used in the inversion

Station Delay
(s)
PDD 0.02
SAL 0.03
RKK 0.00
KSE 0.00
SEF 0.00
EGB 0.05
NDE 0.06
WEL 0.00
CAW 0.05
MRW 0.03




difference between these two azimuths will be referred to as the azimuthal anomaly §¢. ¢ is the
measured wavefront speed. The station residuals from the global inversion were grouped by
station, and their means and standard deviations are shown in the corresponding tables.

The different kinds of inversion involve errors of different significance. When using the L-
network alone, the maximum inaccuracy in reading the peak of the first wavelet from the
seismogram was £0.02s. A few test inversions showed that, with this accuracy (and neglecting
timing errors) the wavefront speed could be determined to 0. 2 km/s, and the azimuth to +2. 5°.
When including the stations WEL, MRW, CAW, the picking errors will of course be less
significant. The errors here are a measure of the reliability of the inversion by looking at the
effect of removing one station at a time.

2.5.1 The Weber Data Set

The wavefront speeds given by the inversions are consistently high. The average of around
8.7m/s for the Weber data set, using the L-network alone, is unusually high compared with
average upper mantle P-velocities, especially when considering that the path from Weber to
Wellington is slightly downdip, and would therefore yield an apparent velocity smaller than the
refractor velocity. The quantification of this effect in the case of a dipping slab is fully discussed
in the next chapter.

In Table 2.4a, the wavefront azimuths ¢ are seen to be, on average, 2° larger than the actual
azimuth of the epicentres relative to the network. In other words, the wavefront approaches from
a more easterly direction than expected. The azimuthal anomaly §¢ has not been included in the
tables because of the uncertainty in ¢, arising from the mislocation of the epicentres. As
discussed in Section 2.3.1 this mislocation may lie between 5 and 20 km, which would imply that
¢, is consistently between about 1 and 5° smaller than that given in Tables 2.4a and 2.4b. Rather
than calculate the individual ¢, which would contain a large, and unmeasurable error, a more
realistic estimate of the azimuthal anomaly was made by using an "average epicentre" of 40.3S,
176.3E, estimated from the epicentres located with the micro-earthquake network. As can be
seen from Figure 2.3, the accurately located epicentres are far less scattered, and this is a
reasonable value. The azimuth of such an epicentre would be 507, and it is seen that all of the
wavefronts in Table 2.4a are now consistently eastwards of the expected azimuth. If we use the
average wavefront azimuth of 55.7+ 3, we may state that the average azimuthal anomaly for
the Weber data set is 5. 7+ 3°. This effect is intuitively attributed to the fact that the first arrival
follows a refracting horizon within the dipping subducted slab, and is therefore laterally refracted
off the slab. This is also fully discussed in the next chapter.
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Table2. 4a Inversion results from the Weber data set, using the L-network

Event c @ ?.
I.D. (0. 2knv/s) (£2.59) (@)
01 8.53 53.7 50.3
02 8.57 55.2 53.2
05 8.80 56.1
07 8.59 58.7 52.7
08 8.72 57.9 54.2
09 8.72 56.2 56.1
15 8.72 60.8 57.0
16 8.50 539 54.3
17 8.45 50.8 52.1
20 8.74 56.8 52.9
26 8.76 56.6 55.5
29 8.72 58.4 56.0
30 8.55 51.5 52.5
Average 8.64 55.7
(standard deviation) (0.11) 2.9)
Global Solution
(picks from 21 events) 8.72 56.1
Station Residuals in seconds
(standard deviation in brackets)
PDD -0.006(0.008)
SAL 0.012(0.012)
RKK 0.003(0.010)
KSE -0.008(0.008)
SEF 0.000(0.012)
NDE 0.001(0.013) .
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Table2. 4b Inversion results from the Weber data set, using the extended network

Event c ¢ P
I.D. (0. 2km/s) (¥2.59) %
01 8.84 63.8 50.3
02 8.81 61.8 SALE
05 8.85 61.2
07 8.66 56.6 52.7
09 8.95 524 56.1
15 8.72 62.5 57.0
16 8.93 59.3 54.3
17 8.83 522 52.1
18 8.96 61.4
20 8.76 61.5 52.9
26 8.87 63.7 55.5
29 8.72 64.9 56.0
30 8.50 53.5 52.5
Average 8.80 61.0
(standard deviation) (0.13) (4.4)
Global Solution
8.80 58.8
Station Residuals in seconds
(standard deviation in brackets)
PDD -0.008(0.036)
SAL 0.037(0.042)
RKK 0.017(0.035)
KSE -0.011(0.030)
SEF 0.020(0.044)
NDE 0.016(0.031)
WEL -0.045(0.032)
CAW 0.015(0.037)
MRW -0.026(0.050)
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Table2. 4c Inversion results from other S. Hawkes Bay data, using the L-network

Event c ¢ [
I.D. (20.2km/s) (£2.59) .9
102 8.43 58.0 55.9
104 9.15 74.7 63.2
107 8.21 54.0 55.7
113 9.66 57.2 49.0
115 9.04 63.0 56.9
116 8.56 57:7 54.0
119 8.69 614 55.1
120 8.22 52.6 52.6
121 8.24 53.2 52.6
127 8.65 57.2 55.1
129 8.44 49.6 51.5
131 9.13 62.8 55.7

Table2.4d Inversion results from the Lake Tennyson data set, using the L-network

Event c [} b
I.D. ( 0. 2km/s) (£2.59% .9
302 9.68 2204 236.0
318 9.19 216.5 238.0
328 10.26 223.0 237.8
Average 9.71 220.0 237.3
(standard deviation) (0.53) (3.27)

Global Solution
(picks from 5 events) 9.71 225.35

Station Residuals in seconds
(standard deviation in brackets)

PDD 0.002(0.019)
SAL -0.004(0.018)
KSE -0.008(0.029)
SEF 0.000(0.009)
EGB 0.035(0.078)
NDE -0.026(0.008)

The wavefront parameters ¢ and §¢ appear to have no direct relation with the depths of the
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events, suggesting that the first-arriving energy is always the one that follows the implied high-
velocity medium.

The apparent velocities given by the extended network (Table 2.4b) are noticeably higher
than those from the L-network alone, giving an average of 8.80 km/s. There is however a much
larger measure of unreliability associated with these inversions, due to the possible regional
variation between the stations, which makes the assumption of a completely uniform wavefront
less valid.

In summary, considering all available results and their reliability, we may take a working
average of 8.7 £0.2km/s and 6.0 2. 5° to represent the apparent velocity and azimuthal anomaly
respectively for events in the Weber data set recorded at Wellington.

2.5.2 Other events

The higher quality events in the Central North Island which were chosen for inversion also
yielded the high velocities given by the Weber data set, as well as the eastward-shifted azimuth of
approach. The results are given in Table 2.4c. In this case, no average value was calculated, and a
global inversion was not carried out, since the events are scattered over too wide an area. Also,
no reliable measure of the mislocation is available.

The South Island events (Table 2.4c), as expected, gave much higher apparent velocities
since the wave paths from these sources were now updip. Also, the azimuthal anomalies are now
of opposite sign to those form the North Island, and this is in agreement with the idea of the first
arriving wave following a path within the dipping slab.

If we treat the Weber events and the Lake Tennyson events as lying on opposite ends of a
reversed profile, with the Weber events yielding downdip paths and the Lake Tennyson events
yielding updip paths, we can then estimate an approximate P-wave velocity for the refracting
horizon from

1
K= i (Vupd.ip + vdowndip)

Using the average values in Tables 2.4a and 2.4d, we get an average value of 9.2 km/s! This
value however is only a first approximation, since as shall be seen in the next chapter, the actual
geometry and morphology of the subducted slab along the wavepath, is an important factor in
determining the wavefront at a particular point above the slab.
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2.6 Travel Time/Distance Graph

For the North Island events shown in Figure 2.9, the travel time of the first arrival to station
KSE was calculated, and a graph of travel time against distance plotted. This graph is shown in
Figure 2.13. The points were fitted to a best straight line having the equation

1
= — +
t 58203 r+(5.2+£0.2)

indicating an apparent velocity of 8.8km/s along the average path sampled by refracted waves
from these events. This is in quite good agreement with the values obtained in Table 2.4a-c.

The events for which this data was plotted were mostly within the subducted slab (see
Appendix A). The three points in Figure 2.13 that lie substantially above the best-fit line in fact
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Fig. 2. 13 First arrival travel time curve for North Island
events recorded on KSE
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correspond to three of the shallowest events in this data set, having depths less than 30 km (events
113,117 and 126 at distances 140.05 km, 171.34 km and 172.84 km respectively). Given that the

first arrival is a refracted phase along some horizon within the slab, a time delay is expected to be
introduced for these shallow sources.

2.7 Particle Motions

The off-azimuth character of the first arrivals implied by the results in Tables 2.4a-d is
supported by examining particle motion diagrams for the first phase of the seismograms. For each
event, the N-S and E-W axes were rotated to radial (r) and transverse (t) axes, where the positive
radial axis was along the direction from epicentre to station. The projection of the particle
motions on the z-r, z-t and r-t planes (where z represents the vertical axis) for some selected

z z r
\/ / 131832
C p F t t NDE
\
z r

r t t KSE

/’ ) 132158
/

Fig. 2. 14 Particle motion diagrams for two selected events
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seismograms are shown in Figure 2.14. The time windows were 1s long and included some pre-
event noise. Since the first arrival was usually of small amplitude, the diagrams could only be
plotted when the pre-event noise was low.

Looking at the r-t projections, the first direction of motion for many of the seismograms
appears to be from a more easterly direction relative to the radial axis. Where this behaviour is
observed, the r-t angle varies between about 10° and 40°. Of the seismograms in which the pre-
event noise was low enough for the first motion to be well discerned, about 65% showed this
polarization anomaly. This behaviour was more apparent in stations PDD, RKK, KSE and NDE
than in the other two stations, SAL and SEF. The sections were sited on hilly terrain, many of
them on hillside slopes. Buchbinder and Haddon (1990) have shown that the surface topography
has a pronounced effect on the polarization vector of the P-wave. For this reason, although there
appears to be a consistent eastward shift of the incident direction of the P-wave which supports
the inversion results, it is difficult to make a quantitative evaluation of the polarization anomaly.
No corrections for the topography effect have been attempted here.




Chapter 3

The Effects of Slab Geometry on the Speed and Azimuth
of a Refracted Wavefront

3.1 Introduction

The apparent velocities recorded at Wellington as discussed in Chapter 2 are much higher
than average upper mantle P-velocities recorded worldwide, which are normally closer to 8.0 -
8.2 km/s (Suyehiro, 1988). High apparent velocities may either reflect intrinsically high P-
velocities in the medium, or else be produced as a result of the geometry of the refracting horizon,
specifically by an updipping interface. The gross features of the geometry of the subducted slab
below the North Island are such that the path from the Weber region to Wellington is downdip,
which would tend to produce lower, rather than higher, apparent velocities at Wellington,
implying that the intrinsic P-velocities are even higher than the apparent velocities recorded.
There is still the possibility, however, that local departures from the assumed geometry may
significantly affect the apparent velocity. Thus, it is unreasonable to reach any conclusion about
the real P-velocities below the North Island before taking the combined effect of intrinsic
velocities and slab geometry fully into account.

In this chapter, some forward modelling is carried out, in which, for given velocity
structures, the etfects of slab shape and curvature on the observed apparent velocity are explored.
In this modelling, the apparent wavefront speed as well as the wavefront azimuth of approach are
predicted by a given structure and compared with the observations of these two parameters. The
use of two such parameters provides a better constraint on the structure. The variations of the
slab geometry are done within the bounds of previous observations, by other means, about the
structure of the subducted slab. The effects on the apparent velocity of a refracted wavefront
travelling within the slab in any direction are examined. Both a plane dipping slab, as well as a
curved one, are explored by different techniques.

The case of a refracted wave travelling purely updip or downdip along a dipping refracting
horizon, such as a dipping Moho, is well known, and the respective increase or decrease in
apparent velocity as a function of the horizon dip and critical angle can be easily calculated. In
the case of a wave travelling either along strike of a dipping refractor, or partially down- or updip,
the situation is a little more complex, since the wavefront arriving at the receiver has an azimuth
of approach that is shifted from the direct line between the source and receiver. It is then
necessary to predict both the apparent speed and the azimuth of the wavefront, each of which is a
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function of the slab dip, the seismic velocities above and below the refracting horizon, as well as
the take-off angle of the wave within the slab. This is the case with most source-receiver
geometries for earthquakes in New Zealand, and in particular the Weber earthquakes recorded at
Wellington. For these earthquakes, the source-receiver line makes an angle of about 10° with the
strike of the subducted plate in this region, and therefore the wavepath is partially downdip. For
the L. Tennyson earthquakes recorded at Wellington, the azimuth of the first arrival confirms that
it also follows a path along the dipping slab, in this case the path being partially updip.

If the refracting horizon is not planar but curved, then the azimuthal shift still occurs but is
not as easy to describe analytically. Such a situation is probably present beneath the North Island,
although in some regions, the slab may be approximated as planar.

The problem of interpretation of apparent velocities and azimuths in terms of dipping
structures has been tackled at arrays in California (Otsuka, 1966 (a), (b)) and Arizona (Niazi,
1966). These two studies, however, dealt only with plane interfaces.

3.2 A Plane Dipping Refractor

3.2.1 The Downdip Case

Since our main data set to be modelled is that of the Weber earthquake sequence, we shall
consider first the case of a partially downdip travel path, which is illustrated in Figure 3.1. The
plane boundary ABCD, dipping at angle &, separates two homogeneous media having P-wave
velocities v, and v,. The critical angle is therefore

v
y =sin”! (-l)
V2

For simplicity the ray path is assumed to originate at O, on the refracting horizon, at depth h
below the surface, and to travel down the slab, making an angle & with the strike, within the slab.
It then refracts off the slab at R.

The Fermat path of least time for a ray travelling from O to a receiver L at the surface must
lie in a plane containing L and the normal ON to the dipping surface at O. Using this principle,
we can first find an expression for the angle @, which is constrained by the dip J and the relative
positions of O and L. The derivation is given in Appendix C, and the expression is given by:

X
tana =| - 6
na (Y)cos

X and Y are the coordinates of L relative to an origin at N, the point where the normal to the slab
at O intersects the surface.
The wavefront apparent velocity as measured at a small network at L is found by evaluating
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Fig.3.1 Geometrical setting for a refracted ray travelling
along a plane dipping interface. The velocities in the upper
and lower media are v, and v, respectively.

the horizontal slowness vector p at L. Now for a ray travelling across any number of parallel
boundaries, such as in a horizontally layered medium, Snell’s law states that the horizontal
slowness is constant. However, at a point such as R, where the boundary is not horizontal, there
is a change in the slowness p. We can evaluate this change in p by making a simple change of
coordinate systems at R. Consider Figure 3.2, in which x,y,z is the frame of reference
representing the vertical and horizontal axes, and x’, ), z’ are the coordinate axes defining the
dipping slab. Thus z’ lies along the normal to the dipping slab at R, x’ lies along the dip and y’
lies along strike, coinciding with axis y.

From the laws of refraction, the refracted ray at R lies in the same plane as the z” axis and
the ray travelling in the slab. y is the critical angle made by the refracted ray with the z” axis. A

unit vector along the direction of the refracted ray has coordinates with respect to the x’,y’, 2’
axes given by
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Fig. 3.2 Change of coordinate system at the point where the ray
refracts off the dipping interface. 6 is the dip of the interface,
y is the critical angle, « is the take-off angle of the ray

within the slab.

(siny sin &, sin ¥ cos &, cos 7)7
We simply have to write this vector in terms of the x, y, z frame of reference. This is achieved by

multiplying the vector by the rotation matrix
coséd 0 siné
0 1 0
—sind 0 cosé

Thus the final slowness vector relative to the x, y, z axes is given by

coséd O sind Yysinysina
s=s 0 1 0 siny cosa
—-sind 0 coséd cosy

~
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cos é sin ¥ sin @ +sin § cos ¥
= — sin ¥ cos
Y1 —sinédsiny sina +cosd cosy
This is also referred to as the polarization vector.
The horizontal components of s yield the horizontal slowness vector p observed at the
surface. Rewriting these components in terms of v,, we get

1
p(e) = A (cos & sin & + coty sin 8, cos a) ...(3.2)
2

Note that as a result of Snell’s law, no amount of horizontal layering in the upper medium will
change the value of p once the ray has left R, which means that the velocity v, in effect refers to
the velocity immediately above the dipping boundary. (Of course, changes in velocity as the ray
travels up to the surface from R, will dictate the point where the ray hits the surface, and thus will
slightly influence the slowness p in the sense that @ must vary accordingly).

From equation 3.2, we may write expressions for the magnitude and direction of the
slowness vector at any point (X,Y). Thus

1

Cc=

1

¢ = vy(cos*a + cot?y sin’ & +sin 24 sin acoty + cos? & sin® @) 2 ~3.32
tang; = (&)
Py
coty siné
tan g, =cosdtan a + il ..3.3b
Cos o

where ¢, is the azimuth relative to the strike of the slab (or y-axis).
The azimuthal anomaly ¢ is then given by the difference between the angle ¢, made by p
with the y-axis, and the angle ¢,; made by the source-receiver line with the y-axis:

X+htané
tan¢“=T
0P =05 — s

6¢ is the angle that would be measured between the radial and horizontal components of the
horizontal projection of the particle motion vector at the surface (Figure 3.3).
For source-receiver geometries such that the angle « is small, and for epicentral distances
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Fig. 3.3 Equal travel-time contours defining the wavefront

observed at the earth’s surface due to the wave path geometry of Figure 8.
L lies on the 26s contour, and the contour spacing is 1.0s. These contours
have been generated for the case when vy = 6.3 km/s, v, = 8.6 km/s,

6 = 10° and h = 32 km. The wavefront observed at L is along

the vector ¢. 8¢ is the azimuthal anomaly.

such that Y >> X, the expressions for ¢ and 6¢ may be replaced by the approiimau’ons
1

¢ = vo(1 + cot®y sin® & + sin® Scoty sin ) 2
and

tan(6¢) = coty sind

Note that while the wavefront speed c is directly dependent on both the velocity v, and the
ratio of velocities v, and v, (thrbugh the factor coty), the azimuthal anomaly ¢ depends only on

their ratio.
Refraction along a dipping boundary means that the horizontal projection of the wavefront
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along the earth’s surface is not circular, as in the case of a horizontal refracting horizon, but
elliptical. Figure 3.3 illustrates the contours of equal travel-time due to a source-receiver
geometry as in Figure 3.1, in the case when 6§ = 10°, h =34 km, v, = 6.3 km/s, and v, =8.6
km/s. The direction of the wavefront at L is represented by the normal at L, and demonstrates the
shift of the azimuth of the refracted arrival relative to the epicentre-receiver line. Appendix C
contains the derivation of the travel-time of a ray such as ORL, and the equations of the elliptical
wavefronts in Figure 3.3. It also demonstrates how, from the travel-time, the slowness vector may
be derived in an alternative way.

An interesting and convenient result follows from equation 3.2 by noting that the component
of the slowness along strike, p, is given by

1
py= ;cos¢,

and therefore

1 1
—COoS¢g, = —COSx
[ Va2

Thus
% n
= +t 2
= vy(1 +tan‘ o)
or
c XZ -2-
= 1 4+ — cos? ...(3.4)
Py vz{ 72 cos 5]

Thus it follows that if the slab and source-receiver geometries are known or assumed, then the
observed values of ¢ and ¢, between them constrain the refractor velocity v, that must be present,
independently of the upper medium velocity v;.

Figure 3.4 illustrates graphically the effect of slab dip on the wavefront apparent velocity. ¢
and ¢ have been computed as a function of the angle made by the source-receiver line with the
strike direction at an epicentral distance of 175 km. The variations are shown for slab dips of 5°,
10? and 15°, with the slab surface at 34 km depth at the source in all cases. The upper and lower
medium P-wave velocities have been arbitrarily taken as 6.3 km/s and 8.6 km/s respectively. The
effect of an increase in the slab dip on both ¢ and §¢ is quite strong. Note that there is no
azimuthal anomaly at 90°, i. e. in the pure downdip case.

If we make the assumption of a plane dipping slab in the region between Southern Hawkes
Bay and Wellington, we can use equation 3.4 and our average observed values of ¢ and ¢, from
the Weber data set to make an estimate of the velocity v, below the refracting horizon. Some
assumptions have to be made here. First of all, ¢, requires the strike of the subducted slab in the
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Fig.3.4 Effect of slab dip on wavefront characteristics, as
a function of epicentre-station azimuth downdip from the strike direction.
An angle of 0° represents a source-receiver line exactly along strike.
(a)Variation of wavefront speed, c (solid line) and apparent speed

c

, measured along a line joining source to receiver (dotted line);

cosé¢
(b) Azimuthal anomaly.

lower North Island to be known. Estimates of this have ranged between N45°E (Reyners, 1989)
and N40°E (Ansell and Bannister, 1991). We shall concur with the most recent data and use a
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strike of N40°E. Using the average azimuth of 56.0° calculated by the array travel time
inversions in Section 2.5, an average value of 16.0° is obtained for Ps.

Secondly, an average position X, Y of the receiver relative to the source must be chosen.
With the "average epicentre” used in Section 2.5.1, and a source depth of 30 km, X.Y were
calculated to be 34 km and 170 km respectively.

Based on the above assumptions, Table 3.1 shows the velocity v, that would be required for
different values of dip J in the case of a plane slab. A value for v, can then also be calculated
using the value of coty given by 3.3b. It is seen that for given observed values of ¢ and ¢,, the
required value of v, is approximately fixed over quite a large range of the slab dip, but that the
required values of v, undergo a much larger variation, between 4.59 and 7.72 km/s.

3.2.2 The Updip Case

In the case of a ray travelling partially updip, as in the L. Tennyson events recorded at
Wellington, it is straightforward to show that the vector s becomes

—cosdsinysina +sindcosy
§= — —siny cosé
sind siny sina +cosdcosy

thus

1
p= = (—cos d sina +coty sin &, cos @)
2

Table3.1 For a plane slab geometry, the velocities
vy and v, which would produce observed values of 8.70 km/s and
16.0° for ¢ and ¢, respectively, at varying slab dip

é 12 a coty Vi
(degrees) (km/s) (degrees) (km/s)
4 8.92 9.30 1.67 4.59
6 8.93 8.81 1.20 5.72
8 8.94 8.54 0.94 6.51
10 8.95 8.15 0.80 6.99
12 8.96 1.74 0.71 7.32
14 8.96 7.32 0.64 7.45
16 8.97 6.90 0.59 7.72
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giving

I
¢ = v5(cos* @ + cot? sin® & — sin 26 sin acoty + cos® & sin® &) 2

tang, = —cosdtana + M

cosa
In this case, the expression for & would still be as equation 3.1, however the value of X is now
Xo +htané. Likewise, the equation 3.4 will have the same form, but the value of X, together
with the fact that ¢, will now be smaller than ¢, (as opposed to the downdip case) will mean that

¢ will be larger than v,.

3.3 A Cylindrically Curved Refractor

Separate microearthquake studies conducted in the Hawkes Bay and Wellington regions
(e.g. Reyners, 1979; Bannister, 1988; Robinson, 1986) confirm that the dip of the subducting slab
along the east coast is smaller than that below Wellington, increasing from about 57 to about 15°.
More detailed studies of the results from these and a number of other surveys in the lower North
Island by Ansell and Bannister (1991) have revealed that this change in dip is in fact consistent
with the morphology of the slab being cylindrical in this region. More exactly, the surface of the
slab can be closely approximated by a cylindrical curvature which varies along the strike of the
subducted slab. Such a shape has been described by the authors as most resembling a "rolled
ball" and agrees with the mathematically expected curvature for a bending plate on a spherical
surface. For the case of the North Island, New Zealand, the "cylinder" axis strikes N40E and lies
just off the east coast. The radius of curvature at the top of the subducted plate varies from about
200 km in northern Hawkes Bay to about 300 km at Wellington. Further inland, beneath the
Taupo Volcanic Centre, the dip increases abruptly and the plate becomes much more planar, so
that this kind of curvature is believed to be confined to the initial stages of bending of the slab.

In this section we shall neglect the change in the radius of curvature, and represent the slab
surface between Hawkes Bay and Wellington by a simple cylinder of radius, p, 270 km, whose
axis lies 286 km below the free surface. Following Ansell and Bannister (1991), the
perpendicular distance from Wellington to the line at the surface directly above the cylinder axis
(physically, where the subducted plate begins to bend down) is taken as 70 km. Interfaces below
the subducted slab surface would then correspond to smaller radii of curvature.

The main consideration to be made in the case of a cylindrically shaped slab as opposed to a
plane dipping one is the exact point at which the ray refracts off the slab, and hence the dip at that
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point, since it is this dip which determines the final vector. Figure 3.5 illustrates the situation,
again in the simplified case where the ray originates at the interface between the two media. For
situations in which the station-epicentre line makes a small angle with the strike direction, the ray
travels very close to the interface, and the geometry may be taken as identical to that in Figure
3.2, where the dipping plane now represents the tangent plane at point R. The same expression
3.2 for wavefront slowness will apply, in which the value of § is to be replaced by the local slab
dip dg, where, for a cylinder of radius p,

. -1 *R
Or =sin '(—)
p

and xp is the distance of R from the y-axis in Figure 3.4.
The path taken by the ray, and hence the value of &g, depends on the velocities vy and v,.
For a given source and target position, the refraction point R was not found analytically, but by

X (0.0.0)

Fig.3.5 A cylindrically curved slab. P-wave velocities above
and below the interface are v, and v, respectively.
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using a simple ray-tracing procedure and searching for the coordinates of R by trial and error.
When the coordinates of R were found, it was possible to calculate §g, and then the problem
could be treated in the same manner as a plane dipping slab of equivalent dip 8.

Table 3.2 shows some results of this procedure, and indicates that, for various combinations
of parameters, and for the source-receiver geometry of the Weber earthquakes relative to
Wellington, the dip at the point of refraction does not vary much from an average of about 117,
Using 117 as the slab dip in expression 3.4 yields a value of 8.95 km/s for v,.

The last two columns of Table 3.2 show the expected values of ¢ and ¢ for the wavefront at
Wellington and indicate the extent to which both ¢ and ¢ can be individually fitted. It is hard to
reconcile both the high speeds and the observed azimuthal anomaly without very high values of

Table3. 2. Wavefront characteristics at L due to refraction off
a cylindrical surface

Refraction Point, R Wavefront at L
vy V2 h XR YR Or c s 5¢
(km/s) (km/s) (km) | (km) (km) (degrees) | (km/s) (degrees) (degrees)
6.5 8.6 32 16 124 12.3 8.27 17.4 5.0
6.5 8.8 32 16 127 12.3 8.45 17.8 46
6.5 9.0 32 16 129 12.3 8.62 18.3 4.1
6.5 9.2 32 17 131 12.5 8.77 19.1 33
7.0 8.6 32 15 115 12.1 8.35 15.6 6.8
7.0 8.8 32 15 118 12.1 8.53 16.0 6.4
7.0 9.0 32 16 120 12.2 8.69 16.7 S:7
7.0 9.2 32 16 124 12.3 8.86 17.3 5.1
7.5 8.6 32 13 99 11.6 8.43 13.8 8.6
7.5 8.8 32 14 106 11.8 8.60 14.2 8.2
7.5 9.0 32 14 110 11.8 8.77 14.8 7.6
7.5 9.2 32 15 114 12.1 8.94 15.7 6.7
8.0 8.6 32 10 70 10.9 8.50 11.9 10.5
8.0 8.8 32 11 84 11.2 8.67 12.4 10.0
8.0 9.0 32 12 94 11.4 8.84 12.9 9.5
8.0 9.2 32 13 101 11.6 9.01 13.7 8.7
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v2. The effect of v; on the wavefront can also be seen from the table. The higher the velocity v,,
the lower the velocity v, required to produce a given apparent velocity , however the azimuthal
anomaly produced becomes smaller. It should be remembered here that the velocity v, refers to
the medium immediately above the interface, and therefore in the real situation of a layered upper
medium, v, need only be confined to a layer above the subducted slab surface.

3.4 3-Dimensional Ray Tracing

The results of the previous sections indicate that the observed wavefront speed and azimuth
require P-wave velocities of at least 8.9 km/s below the refracting horizon in the subducted slab.
Such velocities are well in excess of P-wave velocities normally encountered in oceanic or
continental upper mantle. It was therefore suspected that the high apparent velocities might be, at
least partly, caused by some geometrical effect related to the shape of the subducted slab. As
discussed in Section 3.3, the work of Ansell and Bannister has revealed that the morphology of
the subducted slab is not of perfectly cylindrical shape, but is characterized by a varying radius of
curvature on going along strike. It was therefore decided to investigate also the extent to which
such a departure from the previously assumed cylindrical curvature would affect the apparent
velocity.

For this purpose, use was made of a complete 3-dimensional ray tracing (CRT) program
(Cerveny, Klimes and Psencik, 1988). In this program, an arbitrary, 3-dimensional structure of
any complexity may be modelled, with the velocity defined at as many grid nodes as required,
thus allowing any amount of lateral or vertical velocity gradient, besides first-order
discontinuities. An appropriate ray code enables the user to trace a ray from any source position
through any desired sequence of reflections and/or transmissions at the interfaces. The final
slowness vector of the ray at the surface enables the apparent velocity and azimuth of the
wavefront to be calculated.

In this application, the ray tracing was carried out by gradually adjusting the two take-off
angles (in the horizontal and vertical planes) of the ray from the source point until the target point
was reached. As the program had no graphic or automatic target finding capabilities at the time
of use, this was a highly time-consuming procedure, because the nature of the curvature of the
interfaces meant that small changes in one or both of the take-off angles could produce relatively
large deviations of the final ray vector. The final adjustments were carried out in steps of less
than 0.0001 radians.

With the use of this program it was also possible to model more realistic structures and
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situations, in particular placing the source at different depths, having a layered medium both
above and below the subducted slab surface, and also tracing different ray types, such as
reflections. The program was first used to test the approximate predictions of the simple

cylindrical model of the previous section.

3

R Bt b et

-------

Fig.3.6 Cylindrical curvature model constructed for
3-d ray tracing. The star represents the source position. L represents the

station position.
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3.4.1 Regular Cylindrical Curvature

The basic model constructed had the form and dimensions shown in Figure 3.6. The
position of the source is shown by a star and was based upon the "average epicentre" of 40.3S,
176.3E used in Chapter 2. It was placed at 40 km from the y-axis. Its depth was varied between
15 and 30 km. The position of the target point, based on the coordinates of station KSE, was
placed at x=70 km and y=170 km, giving an epicentral distance of 173 km. The slab surface was
kept fixed, with its depth below the free surface calculated at different points according to the
cylinder geometry used in the previous section. This resulted in a slab surface depth of 19 km at
the source position and 25.2 km at the receiver (target) position. Additional interfaces were
added both above the curved surface, as well as below, during the modelling. "Head waves" were
generated by using slight gradients within the layers, although in most cases, the curvature of the
surface was enough to ensure that a ray travelled just below an interface and emerged at some
other point, without the need for a velocity gradient.

As a check on the predictions of the previous section for a cylindrically shaped slab surface,
some models were constructed which had velocities corresponding to some of those in Table 3.2.
Intermediate layers were added, but the velocities v; and v, in Table 3.2 always corresponded to
the velocity immediately above the slab surface and that through which the ray was "critically"
refracted respectively. These were the only two velocities which had a significant effect on the
final slowness vector at L.

Figure 3.7 shows some cross-sections of the models used, together with the resulting
slowness vector at L and the travel time, in the left-hand side of the accompanying table. All of
these results refer to the ray critically refracted through the 8.8 km/s medium. These models are
not intended to provide conclusions about the velocity structure but merely to illustrate the effects
of the various parameters. Models (c) and (d) are designed to show that the depth of the source
has a very small effect on the apparent velocity at L. Likewise the effect of the depth of the
refracting horizon is shown by comparing (b) and (c). Again the effect of this parameter is slight.
On the other hand, the effect of velocity v, just above the slab surface is quite pronounced, as
seen in (a) and (b).

All in all, there is little difference in the case of a regular cylindrical surface between the
results of the 3-dimensional ray tracing and the simple geometrical techniques used in the
previous section, and it is evident that the only parameters which significantly affect the slowness
vector are the curvature of the surface and the two velocities v; and v;, as would be expected.
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Fig.3.7 Cross-sections of the 3-d models used to demonstrate

the effect of slab shape and velocity structure on travel time and wavefront
velocity. In the case of the modified curvature, the cross-section is at the
Hawkes Bay latitude. The star represents the source position

3.4.2 Effect of Non-cylindrical Curvature

The main reason for using 3-d ray tracing was to test the effect on the wavefront of
departures of the slab surface from a simple cylindrical shape, since this would be difficult to
reproduce analytically. Figure 3.8 shows the new model constructed, following the proposals of
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Ansell and Bannister (1991), while Table 3.3 gives more details of the model construction.

As can be seen in the figure, there is a slight updip component along any line parallel to the
strike of the subducted slab. In this model, the uppermost slab surface below point A at the S.
Hawkes Bay latitude is 5 km deeper than that below point B at the Wellington latitude, so that the
slab surface along this line has a dip of about 1.6°. The slab surface at the Wellington latitude
was calculated as a cylinder of radius 290 km, while that at the S.Hawkes Bay latitude had a
radius of curvature of 235 km. The curvatures at some intermediate latitudes were taken
proportionally, and the program then constructed a smooth continuous surface. This model places
the slab surface at approximate depths of 19 km at the source position, and 20 km below the
receiver at Wellington - a smaller difference in depths than that which results from a regular
cylindrical shape. The 20 km depth at Wellington is slightly less than that in Robinson's (1986)
model (22 km) but this will not significantly affect the ray path, which is closer to the shallower

\ 2

X0 o 10 W x A
" i 4 n . K]

19kn L | 16kn

L 40

Fig.3.8 Modified cylindrical curvature model constructed for
3-d ray tracing following Ansell and Bannister (1991). The star represents the
source position. L represents the station position
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end of the slab.

Some effects of the geometry can be seen in the right-hand column of the table in Figure 3.7.
In this figure, the same velocities have been kept as the ones in the cylindrical case, so that the
effect of slab shape can be compared. These effects are quite significant. Due to decreased
curvature on going from S. Hawkes Bay to Wellington, the apparent velocity at Wellington for
any given refractor velocity v, is higher than would be observed for a simple cylindrical surface
of constant curvature. Indeed for a receiver situated directly along strike, as in the Hikurangi

Table3.3 Construction of 3-d model used in CRT with

modified cylindrical geometry. Values in tables represent depths below the
surface for the subduction interface and the two interfaces below. x and

y values are in km, and relative to the origin defined in Figure 3.8.

Ist curved interface

X

y 0 30 60 90
0 -16.0 -17.9 -23.7 -33.7
85 -13.5 -15.2 -20.4 294
170 | -11.0 -12.6 -17.3 -25.4
2nd curved interface
X
y 0 30 60 90
0 -27.0 -28.9 -34.7 447
85 -24.5 -26.2 -314 404
170 | -22.0 -23.6 -28.3 -36.4
3rd curved interface (variable)
X
y 0 30 60 90
0 -40.0 -41.9 -47.7 -57.7
85 -37.5 -39.2 -44 4 -53.4
170 | -35.0 -36.6 -41.3 494
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Margin refraction experiment, one would expect to measure an increased apparent velocity
relative to v,, although there would still be a small off-azimuth component due to the sideways
dip.

Because the depth of the refracting interface has such a small effect on the slowness, then
modelling of the apparent velocity and azimuth alone cannot be used to constrain the depth of
the high velocity medium. Nor can it tell us anything about other velocities present. There are,
however, two other constraints that can be made - the absolute travel time of the ray, and the
relative travel times of the rays critically refracted at the various interfaces, keeping in mind that
the refracted ray through the high-velocity medium must be the first arrival at Wellington. The
use of 3-d ray tracing turns out to be a powerful tool in such a situation because it would be too
unreliable to use approximate travel times from either the simpler models of the previous sections
or from a 2-d ray tracing program.

In Chapter 2, it was seen that, for those aftershocks accurately located by the micro-
earthquake network, a "shallow" event at 15km depth results in a travel time to Wellington of
about 26.5s. The average velocities of the model in Figure 3.7a, for example, coupled with the
shallow depth (12 km beneath the slab surface) of the high velocity medium, gives a travel time of
23.82s, which is too short compared with the observed time for shallow sources. Longer travel
times were most effectively, and reasonably, produced by pushing the high velocity medium
deeper, and introducing a "normal" 8.0 - 8.2 km/s upper mantle velocity, as in Figures 3.7c and d.
An upper limit to the depth at which the high velocity medium can exist is imposed by the point
at which the head wave through the 8.0 - 8.2 km/s medium overtakes the head wave through the
higher velocity medium. This is a useful constraint because it does not depend at all on the
velocities above the two media, but only on the separation between them. Further modelling
shows that, for the 8.7 - 8.8 km/s head wave to arrive first at Wellington, the high-velocity
medium cannot be deeper than about 30 km beneath the surface of the subducted slab. It is of
course not possible to make any deductions about the thickness of this high-velocity medium.

Figure 3.9 shows one model that gives a reasonably good fit of wavefront speed, wavefront
azimuth, as well as travel time. The curvature of the slab used was the modified one of Figure
3.8. The average velocity in the overlying crust is similar to that of Robinson (1986) for the
Wellington region. The azimuth of the wavefront obtained with this model is a little higher than
the average observed one of 16. 0° but still within the scatter of the data.

Although there is still a trade-off between the velocities v, and v;, the observed values of
wavefront speed, azimuth and travel time still provide adequate constraints on some velocities
that must be present below the lower half of the North Island. The use of 3-d ray tracing has also
made it much easier to understand the extent to which the slab curvature affects the apparent
velocity.

Whereas the plane dipping slab approximation or the simple cylindrical geometry require a
P-velocity of at least 8.9 km/s within the subducted slab to explain the observations, if we take
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Fig. 3.9 One velocity model that gives a good fit of both
wavefront speed and azimuth.

into account the modified slab geometry, we can get a good explanation with an 8.75 0. 1 km/s
P-velocity. This is still an unusually high upper mantle P-velocity. The effect of geometry could
be taken further by considering more severe distortions in the subducted slab, such as sudden
"warps" in the slab surface, or local rises in the topography of the slab surface. These could no
doubt be designed to produce high apparent velocities if they were contrived to occur at the point
where the ray leaves the surface of the slab. However, it must be kept in mind that high apparent
velocities in this part of the North Island have been previously observed, and for travel path
geometries different from the ones considered here, so that it would be difficult to use local
irregularities in the slab surface morphology to explain every occurrence of high apparent
velocity. Moreover, the seismicity studies of Ansell and Bannister (1991) do not suggest any such
features other than the change of curvature.

In summary then, it is reasonable to conclude that the high apparent velocities measured in
this study (8.7 km/s), combined with the off-azimuth nature of the wavefront, are consistent with
a slightly higher P-velocity of 8.75+0.1 km/s at a depth of not more than 30 km below the
surface of the subducted slab.




Chapter 4

The Reflectivity Method

4.1 Introduction

This chapter will describe the basic theory underlying the "reflectivity method", which is an
encompassing term for various techniques that calculate the complete response of a plane
stratified medium to excitation by a source. The source is usually an explosive source or a
double-couple approximation to an earthquake source. There are several such techniques, all of
which involve the two basic procedures (a) computation of the complex response of a stack of
uniform layers to a point source outside or within the stack, this response being at a particular
frequency and slowness, and (b) some form of double integration over frequency and slowness (or
wavenumber) to give the complete surface displacement in the time domain, at the desired spatial
location relative to the source. The best known algorithms and procedures are those of Fuchs and
Muller (1971), Kind (1976, 1978, 1979) and Kennett (1983). A good overview of the method is
also given in Muller (1985).

For the purpose of modelling the general waveform features in this study, it was decided to
use the approach of Kennett (1983) because of its greater numerical stability, and greater
flexibility in simulating specific parts of the seismic wavefield. This made the identification of
phases on the synthetic seismograms easier. The basic program source code was taken from
Kennett (1988) and the computations were run on the UNIX-based Silicon Graphics mainframe
computer of the Computer Services Centre, V.U.W.

4.2 Matrix Representation of Plane Waves

In a homogeneous medium, the propagation of a plane wave may be described by the
motion-stress vector, f = f(z) in that medium, where z represents depth below the free surface.

u
Tyz

For SH-waves, this vector is 2-component:
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where

u, is the displacement in the y-direction, in a reference frame in which propagation takes
place along x;

7,, is the component of the traction acting in the z-direction across the plane y = 0.
For P-SV waves, the motion stress vector is 4-component:

fpsy =

The components of u and 7 are all assumed to have a time variation of the form e'®(P*=",
For any type of plane wave, the equations of motion may be written in the form

of
—= ..(4.
3 Af (4.1)

(Aki and Richards, 1980, p163) where A is some matrix of constants, whose elements depend on
the elastic constants of the medium, the angular frequency @ of the wave, and the horizontal
slowness, or ray parameter p.

In the case of SH waves, the matrix A is a simple (2x2) matrix:

Asy = .(42)

oR|—

0¥ up* - p)

where u is the rigidity modulus and p is the density.
It is straightforward to show that with this matrix, equation (4.1) is equivalent to the
equations of motion and Hooke's law:

pV = aa’_;z + aa'_;‘ .(4.3)
dv av

Tyz=ﬂ$;ryx=/la_x

applicable to SH-waves.




1 A
0 iwp - 0
—iwpA 0 0 1

Apsy = 2 2 hea i (4.4)
4w°p” u(A + ) ) —iwpA T
A+2u B . 0 A+2u

0 -pa)2 —iwp 0

\ J

By considering a function of the form
fi(2) = vieho
whefe A; and v; are an eigenvalue and corresponding eigenvector of matrix A and z, is some
reference level, it is easily shown that the general solution of (1) may be expressed as

f(z) = Fw ..(4.5)

where F is a (2x2) or (4x4) matrix consisting of the solutions v;e*@"% as its columns, and w is a
(2x1) or (4x1) matrix of constants which weight the different solutions. F is called the layer, or
fundamental, matrix for the particular medium and may be explicitly found in the two cases of
SH and P-SV propagation by calculating the eigenvalues and eigenvectors of Agy and A pgy.

For SH-waves:

eiwn(z-zo) e—inm(z-:,)

e iwp Bine®n@e ) _igp pz ne @12, ...(4.6a)
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For P-SV waves:

apeimf(l-lo) ﬂneim"(z-zo)

F= ageline) ~Bpe

2iwpa frpée@i@)  iwph(1 -2 52 pPleienEio
iwpa(l =28 p*e'?s@2) =2iwpf’ pne' @z

ion(z-z,)

@ pe™t@4@20) Breionz-zo)
-aé e~ '25(@-2,) ﬂpe.,'m,(z_zo)
~iwpafipge D —iwpp(1 - 247 phe o
iwpa(l —28% pte@s@2) iwp® pre-ion-o

...(4.6b)

where

a and g are the compressional and shear wave velocities respectively, related to 4 and u by

A+2
P P
¢ and n are the vertical slownesses of P and S waves respectively, given by
1 1
2 21,2 2
4 (az p}rr (ﬂz p) 4.7)

Note that the vertical phase factors e*#¢@~%) and ¢*#"(2"%) represent down- and upgoing P
and S waves respectively. By the correct choice of the elements of the weighting matrix w then,
any combination of down- and upgoing waves can be represented by the formulation (5). For
example, in the case of equation (4.5) applied to P-SV waves, the choice of w = (1,0,0, 0)7 yields
the stress-displacement vector of a pure downgoing P-wave.

This representation of plane waves by a medium-dependent matrix enables the total
wavefield at a given depth below the free surface to be expressed as the appropriate sum of
contributions from upgoing and downgoing P-SV and SH waves. This is the basic formulation
underlying most methods of calculating the response of a stratified medium to an incident plane
wave. Note that evanescent waves are represented by (7) in the case when the value of p is such
that £ and 77 become imaginary, i.e. p > @, p > f3.




4.3 The Stress-Displacement Propagator Matrix P

The classical reflectivity method, as described, for example by Fuchs and Muller (1971),
considers a stack of plane layers of homogeneous media whose upper surfaces lie at depths
21,22, .- 2, below the free surface z = 0 respectively, and calculates the overall reflectivity of the
stack using the idea of propagator matrices The propagator matrix is an operator which acts on
the stress-displacement matrix at depth z4 to give the stress-displacement matrix at depth z.

f(zp) = P(zp, 24)f(z4)

If z, and zp lie within the same uniform layer, then P(zg, z,) is called the layer matrix for that
layer, and simply transfers f from the top to the bottom of the layer, or vice versa
It follows that

P(zp.z4) = F(23)F '(z4)

so that the propagator matrices for each layer can be found. The explicit forms of P(zg, z4) for
P-SV and SH waves, and the properties of propagator matrices are discussed in Aki and Richards
(1980). In particular, propagator matrices obey the chain rule

P(za. 2¢c) = P(z4, 28)P(23, 2¢)
so that, for the stack of layers in Figure 4.1, the stress-displacement vectors at the upper and

lower boundaries of the stack are related as follows

f(z1) = P(zy, 2,)f(z,)

f(zy) = P(2), 22)P(23, 23) - - - P(2-1. 2,)(2,,) ..(4.8)

given that there is no change in the stress-displacement vectors in going across interfaces. The
propagator matrix for the whole stack can thus be found as the product of the individual layer
matrices. As a brief illustration of the principles involved in this method, consider a downgoing P
wave incident on the stack. In the upper half-space we have downgoing P and upgoing P and S
waves, while in the lower half-space we assume that we have only downgoing P and S waves. If
F, and F; are the fundamental matrices for the upper and lower half-spaces, we have

f(z;) = F,(1,0Rpp, Rps)T

f(z,) = F)(Tpp, Tps, 0, 0)7 ..(4.9)

where Rpp, Rps, Tpp, T ps are the reflection and transmission coefficients for the whole stack, and
a power of T denotes a vector transpose. The reference depths z, for the phase factors in F, and
F, may be arbitrarily taken as z, and z, respectively, so that the phase terms eZ®*¢=% and
e¥®"222) are all in turn equal to 1.

Between equations (4.8) and (4.9) we have a system of 4 equations in 4 unknowns
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Fig.4.1 Reflectivity of a stack of homogeneous layers

(Rpp, Rps, Tpp, Tps) from which the reflectivities Rpp, R ps may in principle be computed.

Note that the propagator matrix P(z), z,) and fundamental matrices F, and F, are functions
of w and p. hence the reflectivities and transmission coefficients will be functions of @ and p.
The calculation of the response of a stratified medium must include a summation of the responses
at all relevant frequencies and slownesses, and will include all possible wave types, both
propagating and evanescent.

4.4 The Wave Propagator

Kennett uses widely the idea of a wave propagator which is similar to the stress-
displacement operator P but acts on the wave vector rather than on the stress-displacement vector.
The fundamental matrix F in equation (4.5) is readily factorised into two matrices D and Q,
where D is the matrix whose columns are the eigenvectors of A and Q is a diagonal matrix

70




containing the vertical phase factors e¥#5(~2) and ¢%®7-2o) Thus for P-SV waves

eiwf(z—z,) 0 0 0

0 eiwn(z-z,) 0 0

=l 0 e iz 0

0 0 0 e~ ton(z=2,)
and
ap Bn ap Bn
D= af —ﬂn -as ﬁP
diwafipé  iwpB(1-2p%pY)  diwpafipé  -iwpB(l-24%p?)
iopa(1-2°p)  2iwpfpn  iwpa(1-28%p")  2iwppipn

At depth z, we have
f(z) = DQ(z, z,)W
At depth z, within the same medium, we have

f(z,) = Dw

D is independent of z. Kennett(1983, p46) defines the wave-vector v by
f=Dv ...(4.10)
We thus have
v(2) = Q(z, 2,)¥(2,)

and Q(z, z,) is identified as the wave-propagator. In a uniform medium, its entries represent the
phase increments undergone by up- and downgoing P and S waves in travelling from z,t0 z. Ina
non-uniform medium, such as a stratified region, Q takes on a somewhat more complex role, as
will be discussed in a later section. Q is easily related to P as follows:

f(z) = P(z, 2,)f(z,)
Dv(z) = P(z, 2,)DV(2,)
v(z) =D7'P(z, 2,)D¥(2,)
Thus
Q(z,2,) =D'P(z, z,)D (4.11)
Q(z, z,) has similar properties as P, in particular, it obeys the chain rule:

Q(z4, 2¢) = Q(z4. 28)Q(z3, 2¢)
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An interesting way of writing (10) is by partitioning both the eigenvector matrix D and the
wavevector v as follows:

_(My MpYw
f(z)—(NU Np IVD) ..(4.11a)

where My, Mp, Ny, Np are (2x2) submatrices of D in the case of P-SV waves, and D, U refer to
up- and downgoing waves. Thus My acting on vy generates displacements for upgoing waves,
etc.. The matrix D is frequency-independent.

Equation (11) may be re-written as

P(z4, z3) = DQ(z4, 25)D™

A useful interpretation of this is that when P(z4, zp) acts upon a stress-displacement vector f(zg),
D! first splits it up into up- and downgoing parts, Q(z4, zp) then "transfers" these parts to z,4 via
the vertical phase factors, and D reconstitutes them back into a stress-displacement vector at z4.

4.5 Reflection and Transmission Matrices

The use of propagator matrices in evaluating the response of a layered medium involves
numerical difficulties which limit the application of the method under certain conditions. These
difficulties arise from the terms e22¢# %) and ¢®7"2o)  [n the case of imaginary £ and n, when
the exponents become real (evanescent waves), these terms include exponentially growing
solutions with depth, which tend to make the computation "blow up"”. The effect is more serious
at high frequencies. An analogous effect is also encountered when very thin layers are used in the
model.

Kind (1976) developed a computational procedure which eliminates the problem to a certain
degree. Kennett (1983) avoids it completely by using a scheme based on reflection and
transmission matrices, rather than the propagator matrices themselves. This scheme will be
outlined briefly in this section.

4.5.1 Reflection/Transmission Coefficients at a Single Interface

The use of a matrix representation for plane waves provides an elegant scheme for
evaluating the reflection/transmission coefficients at a single interface representing a first-order
discontinuity in the elastic parameters of the medium. Let us take the simpler case of SH waves
incident on an interface separating two homogeneous media (1) and (2) (Figure 4.2a). The stress-
displacement vectors in the two media are
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f] =F]W1

f; =F;w;
The stress-displacement vector is continuous across boundaries, thus

Flwl = Fsz

w, =F'Fow,

If we impose the condition that there are no upgoing waves in medium (2), then the weighting

VECLOrs w;, w are given by:
W = 1 _(TSS
'"lRss )P o

where RSS is the reflection coefficient and 7T'SS is the transmission coefficient for the interface.

Then the matrix equation
1 1w [ TSS
(rss )= { 7 )

represents a system of 2 equations in 2 unknowns, from which RSS, TSS may be found explicitly.

For P-SV waves, the calculation is more involved because this case involves mode
conversion from P to S in both the reflected and transmitted waves (Figure 4.2b). There are thus
4 coefficients to be found - RPP, RSP, TPP and TSP. For mode conversions we follow here the
notation of Kennett (1983), where e. g. RSP denotes conversion of P to S on reflection etc. In the
case of P-SV, the solution for the coefficients thus involves 4 equations in 4 unknowns. The
explicit expressions for all possible reflection and transmission coefficients are given in Aki and
Richards (1980. p150). It should be noted that these coefficients for a single interface are
independent of frequency, but depend strongly on slowness, p, or equivalently on the angle of

sin
incidence j, thri:ugh the relation p = TJ where c is the velocity of the incident wave.

4.5.2 Definition of Reflection/Transmission Matrices of a Single Interface

Kennett (1983, p104) introduces the concept of a reflection matrix made up of reflection
coefficients to describe the full reflected wavefield arising from an incident wavefield comprising
both P and SV waves. A similar matrix is defined for transmission. These matrices are denoted
by Rp, Tp for downgoing incident waves, and Ry and Ty for upgoing incident waves (incidence
from below). For SH wave incidence, the matrices are just the individual reflection and
transmission coefficients.
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Fig.4.2 (a) Reflection and transmission coefficients for an incident S-wave
(b) Reflection and transmission coefficients for an incident P-wave

For P-SV waves:

RPPp, RPSD)
RD=
RSPp RSSp
(4.12)
1. —(TPPD rps,,)
D™\ 5Py T3Sy
so that
Py =(RPPD RPSDIPD') .(4.122)
Spi RSPp RSSp A Spi
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and
PD,)_(TPPD TPSDIPm)
(Sm = TSPp  TSSp A Spy ...(4.12b)

where subscripts U, D refer to up- and downgoing waves respectively, and subscripts 1,2 refer to
media (1) and (2). Thus, for instance, the first equation represented by equation (4.12a) says that
the upgoing P wave in medium (1) is a linear combination of the PP reflected wave and the SP
reflected wave.

In terms of wavevectors, the previous equations may be expressed as

vu1 =Rpvpy

vp2 =Tpvp,

Similarly, for incidence from below the interface
vp2 =Ryvy,

vy = Tyvy ..(4.13)

The concept of reflection and transmission matrices is generalized to relate the whole wave
vectors below and above an interface as follows:

(Vw j= Q(l,2)(vuz )
VDI ¥p2

where the wave propagator Q here plays the special role of transferring a wave vector across an
interface. It is useful to partition Q(1, 2) into 4 (2x2) submatrices as follows:

(Vw):(Quu QUDIVU2) .(4.14)
VDI Qpu Qop AVD2

and by relating the equations (4.13) with the equations in (4.14) it is possible to write the matrix
Q(1, 2) completely in terms of reflection and transmission matrices, thus:

(Vun)___ Ty -RpTp Ry RpTp Vuz)
VDI -Tp Ry T2 Avp2

4.5.3 Overall Reflection/Transmission Matrices of a Stratified Region

The reflection and transmission matrices for a stratified region AC embedded in two
uniform half-spaces (1) and (2) as in Figure 4.3, follows much the same procedure as for a single
interface. The matrices for the whole region AC are written as RAS, T4, R{C and T{C for
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incident waves from above and below. The wave propagator matrix relating the wave vectors at
z4 and zc¢ is given by

TgC - RSC(T:BC)—l Rﬁc RgC(TABC )-l

Q(z4,20) = _(.I./’;ﬂ)t:')‘l RYC (TAS)™

..(4.15)

For a wave incident from below, the matrix is transformed thus:

-1
(T6)™! ~T" RfC

z 'Z = - -
Q( C A) RlAIC(Ti}C) 1 TﬁC—R(A]C(TlAjC) 1R6C

The step of recasting the wave propagator entirely in terms of reflection and transmission
matrices is central to Kennett’s method of calculating the response of a stratified medium in a way
which avoids the numerical difficulties inherent in the use of the propagator matrices P.

Note that within any uniform layer, there is no reflection and the nature of Q reverts to a

RDA C

'Ro.u + TAPRYC TP ¢ T M Rp* R APR,PC T2 +..

TDUC TDAl + TDIC RUAI RDlC TDAI ¥

TDA €

Fig.4.3 Reflection and transmission matrices for a stratified region
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simple transmission via the phase factors. Thus if D and E are two points within the same
uniform layer,

6 0
Q(zg. zr) =( g Ty ) ..(4.16)
' 2$(2E=2F) 0 0 0
0 &' 2n@e=zF) 0 0
= 0 0 e wé(ze=2F) 0
0 0 0 e~ on(ZE=2F)

4.6 A Stack of Uniform Layers

4.6.1 A Split Region

Consider first a region (z4,zc) as in the previous section, split up further by the
introduction of a new interface zp where z4 < zp < z¢ (Figure 4.3). By the chain rule for wave
propagators

Q(z4,2¢) = Q(z4, 23)Q(25, 2¢)

where each of Q(zs,zg) and Q(zp,zc) has the representation (15). Multiplying out the
respective matrices resuits, with some manipulation, in the following addition rules for the split
structure:

For downward incidence

TAC = T,{’,C[ —R{PRE ]’ T4 .(4.172)
1
RE = RE* + THRET1-RIPRE] 15 S
For upward incidence
1
TAC = Tﬁ”[l _ Rﬁckﬁ"]— TIC .(4.17¢)
1
RAC = REC + Tgckas[l o Rgcgaﬂ]' i ..(4.17d)

where I is the identity matrix.
These rules are central to Kennett's scheme for working out the overall reflectivity and
transmissivity of a stack of uniform layers. In particular, the matrix inverses of the type



1
[I -R}® Rﬁc]- are called reverberation operators and have a key role in the interpretation of the

wavefield as a sum of multiple reflections and transmissions within successive layers. This is
achieved by expressing the inverse as a series matrix expansion:

1
[I—R{}"Rgc]' =1+R)PREC +REPREREPREC + -

The increasing order of terms represents wavefields made up of an increasing number of internal
multiples, which can be retained or suppressed at will by specifying the maximum order in the
expansion. Thus the simplest approximation is

1
[I -R{PREC ]_ =1
This, from (17a) and (17b), produces the overall reflection and transmission matrices
Rp" =Rp% + THPRE TS

T3S =T TH
Looking at Figure 4.3, this represents waves which have been transmitted down through AB,
reflected once by region BC and transmitted upwards by region AB. The compound terms in the
expressions should be read from right to left.
The next degree of complexity is represented by retaining the second term in the expansion,
thus we get

RAC = RA% + THPREC TSP + THPREREPRY TH®
TAC = TECT4? + TECRAPRECTA?
This represents waves which have also been reflected down by the region AB before being
reflected back up by BC, and so on. Similar interpretations apply for the transmission operator.
The full inverse yields a full response with all possible reverberations within layers. It should be

remembered that the off-diagonal terms in the reflection and transmission matrices (12) ensure
that mode conversions between P and S wave types are fully represented in the scheme.

4.6.2 The Recursive Scheme for the Overall Reflection and Transmission Matrices

The addition rules (17) form the basis of the recursive scheme by which Kennett's method
systematically builds up the overall reflection and transmission matrices for a stack of any number
of uniform layers (Kennett, 1983 Chapter 6). The scheme is carried out in progressive stages of 2
steps each, starting at the base of the layering, which is usually the boundary with the lower half-
space (Figure 4.4)

(i) The interface matrices Rp, Ry, Tp, Ty at the base of layer n are 'propagated’ to the top
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of layer n by a simple transmission of the form (16), recognizing that there is no reflection within
the layer. The expressions are

Rp(ni0p) = T ™' Rp (Mpor) T
TD(":op) = 'I‘D("bol)TB'zml
RU(nlap) = RU("bo{)

Ty (nigp) = T Ty (Rpor)

where the elements of T***' and T{;**' are simply phase shifts corresponding to the thickness of
the layer 7, and e. g. Rp(np,) is equivalent to the interface matrix of the level z,.;.

The reflection matrices at the bottom of the next layer (n — 1) are calculated using again the
addition rules (17), and effectively treating the boundary as an infinitesimal extra layer with
reflection and transmission matrices equal to the interface matrices. Thus

1
Rp(n = 1) = Rp(2,) + Tu<zn>RD(n,.,,,>[l - RU(Zn)RD(":ap)]_ To(z,)
1
Tp(n = L) = TD(’lmp)[l - Ru<z")RD(n,.,,)I To(z,)
1
Ry(n=1pp) = RU("lap) + TD(ntap)RU(zn{l - RD(nwp)RU(Zn)]' TU("fap)

1
Tuli=1aa) = TU(Zn)[I - RD(nw,,mu(zn)] Ty(n,,p)

The additions are repeated for every successive layer and interface to the top of the stack of
layers. Thus it is evident that we only need single interface matrices, such as (12), to build up the
final result. Note that the only terms which are frequency dependent are the transmission terms
TBZ"' and Tf}z"'. The interface matrices are frequency independent, therefore in the computation
they need only be calculated once for any given slowness, and can be re-used for every frequency.

4.7 The Response of a Medium to a Source

The matrix addition rules make it possible to divide the whole structure from the free
surface to the lower half-space into regions, which may themselves be stratified, and to calculate
the response of each region to upward and downward incident wavefields according to the degree
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Fig.4.4 Layering system used in recursive scheme (Kennett, 1983)

of complexity required. In particular, for a source at depth z, below the surface, an interface is
introduced at z, and the radiation from the source is considered in two separate parts - upgoing
radiation incident on the region above the source, and downgoing radiation incident on the region
below the source (Figure 4.5).

The radiation from the source is made up of a discontinuity at depth z, of the swress-
displacement vector (Kennett,1983 p95). This radiation is azimuth dependent, according to the
orientation and nature of the source, and depends on the azimuthal order m of the cylindrical
functions which constitute the total wavefield as a sum of cylindrical waves (see Section 4.9).
The discontinuity in the stress-displacement vector is denoted by

S(p.m, z;, w) = [f(p, m, z,, ®)]

where the square brackets mean a jump in the function.

For a point, double-couple source the jumps in the 3 displacement components and the 3
traction components are explicitly dependent on the components M;; (i, j = 1..3) of the moment
tensor for the source, and on the order m of the cylindrical functions, where m = 0, £1, £2. These
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expressions are given in Kennett (1983, p95).

The jump in the stress-displacement vector is converted to a jump in wave-vectors
Z(p, m, z,, w) by the operation of the inverse eigenvector matrix (equation (4.10):

Z(p' m, 2z, @)= D-l(Pv z,)S(p. m,z;, @) = [V(p-m' Zs» w)]

and the source vector I is written in terms of up and downgoing radiation as

4.8 The Surface Displacement

We are ultimately interested in having an expression for the total displacement at the free
surface, z =0, due to a source at depth, and at some range from the source. It should be kept in
mind that the basic transformation that converts the wave vector to a stress-displacement vector is
via the eigenfunction matrix D

f(z) = Dv(2)

and that with the partitioning of D as in (10a), it is the submatrices My and M, that generate the
displacement components. The treatment of Kennett is very general and rigorous, but it is enough
here to give the general result for the free surface displacement u and its interpretation.
Following Kennett (1988), this may be written as

u(p, ®,z=0,m) =W Ty + W 1 -RERS TR, + RS Z) .(4.18)
where L represents the base of the stratification, S represents the level of the source depth and F

represents the free surface (see Figure 4.5).

The term W{,S is actually a displacement matrix ( (2x2) for P-SV and (1x1) for SH) which
contains the actual surface displacements generated by incident upgoing P and S waves. It
behaves essentially like a transmission matrix coupled with the displacement-generating

submatrices of matrix D in (10a). The actual form of W{JS is
W/ =My + MpR)TS

where R is the actual reflection matrix of the free surface, giving the amplification effects of

reflection, and T{,s is the transmission matrix which carries the wave vector from the source up to
the surface.
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Fig.4.5 Response of a medium to a source

The term R{,S represents the response of the structure between the source and the free
surface, and can be expanded, using the addition rules (17) in a way similar to that used in the
recursive scheme:

RS =R? +1‘OSR[I ROSR]_ 9

where O refers to a level just below the surface. This expansion thus allows the possibility of
ignoring the free surface reflections, if so desired.

The term R‘f," represents the response of the region between the source and the base of the
stratification, or the top of the half-space.

Thus, referring to Figure 4.5, equation (4.18) has a clear physical interpretation in terms of
all possible propagation processes making up the response. The first term in the equation deals
with energy transmitted upwards from the source to the surface. The second term includes both
the energy radiated downwards and reflected back up from the region SL, as well as the energy

radiated upwards and reflected back down from the region fS (via the term RU Zy). The
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reverberation operator allows the fullest possible interaction between the upper and lower regions,
however by truncating it appropriately, the reverberations may be suppressed.

The actual computation is systematic, using successive applications of the recursive scheme
described in Section 4.6.2, to evaluate the various reflection and transmission matrices. For
example, R“E,L is first constructed by starting at z; and working upwards through the layers to zg.
R{,s and T{,S (hence W{,S ) are similarly constructed by starting at the free surface and working
downwards to zs. The reverberation operator is fully inverted or approximated to I or the
specified number of terms, according to the complexity of the response required.

4.9 Recovery of the Time-Domain Response

The calculation of u(p,w,z =0,m) is carried out for a set of frequencies @ within a
specified range, and for a set of slowness values p. The total wavefield at a given frequency is the
superposition of waves of all slownesses, and the spectrum of the final seismogram is a set of
such wavefields at the desired set of frequencies. This section will briefly describe how the final
summations are carried out.

4.9.1 Cylindrical Wave Functions

A natural frame of reference for describing the wavefield at some distance from a point
source is the cylindrical coordinate system (r, ¢, z), where r is horizontal distance in the direction
of propagation, and ¢ is the horizontal azimuth. Following Aki and Richards (1980, p398) the
displacement part of the displacement-stress vector at the free surface, and distance r from the
source, may be written as follows:

For P-SV waves

+oo
u(r,g.w, k)= Y, klu.(k,m,z=0,w)S§ —iu,(k.m,z =0, w)R}] ...(4.19a)
For SH waves
+o0
u(r,g, @, k)= Y, kuk,m,z=0, )Ty ...(4.19b)
m=-co

where u,, u,, u, are the vertical, radial and transverse components of displacement. The functions
Sy, Ry . T} are the horizontal wavefunctions of order m defined by
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K=o T !

R:‘ = ‘Y?("o ¢)2

p_ LOYE, 13YF

YP(r, ) = Ju(k,r)e™

where J ,(k, r) is the Bessel function of order m.

Equations (19) state that the wavefield is a linear superposition of cylindrical waves, in
which the coefficients of the cylindrical wavefunctions are precisely the displacement components
at the free surface, found for the stratified medium as in the previous sections. It is preferable to
make a change of variable from k to p, the horizontal slowness, using k = wp. Also, equations
(4.19) are simplified by using the approximate relations:

ime

R™(@pr,¢) = iJn(wpr)e
S™wpr, ) = ) (@pr)e™ ..(4.20)

T™(wpr.9) = ~¢Jm-1(@prie™
These approximations apply in the far-field. Close to the source, the expressions would contain

1
terms in w—pr which die down rapidly with distance r.

4.9.2 Recovery of Displacements in the Time-Domain

The vertical, radial and transverse displacements as functions of time may be recovered
fully in theory by integrating over all values of p from 0 to oo and over all values of @ from —oo
to +oo, the latter integration being, in effect, a Fourier transform from the frequency to the time
domain. Using the approximations (20), the total surface displacement may be written as

l o0 ) o oo
u(r,e,t) = o I w*e®do Y jp[u,J,,,_,(wpr)+iuZJ,,,(wpr)— u Jm(@pr))e™ dp
~co T, 0

.(4.21)

The azimuthal dependence is associated only with the directivity of the source. In the case of a
double-couple mechanism, the contributions from the angular orders are restricted to Iml < 2, in
other words, there is a maximum of five terms in the summation over m.

In practice, the integral over p is carried out as a numerical integration over a finite range of
p values. The range is chosen to include the propagation phenomena which are of interest in the
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. . 1
final seismogram, remembering that e. g. p> = will make P waves go evanescent in the layer pf

P-wave velocity @. According to the P and S wave velocities used in the model, the range of
slownesses can even be "tailored" to simulate phases of main interest, e. g. P,. The p interval
used for the numerical integration needs to be small enough to give adequate sampling of the
integrand in (21), which has an oscillatory character. The higher the frequency, the finer the
sampling needs to be.

Once the summations over p have been completed at each value of m between -2 and +2, the
summation over m is carried out. The final step is the summation over w, which is in practice
carried out by an FFT. This last step, done individually for the vertical, radial and transverse
components, gives the 3-component synthetic seismogram.

4.10 Allowance for Attenuation

In a dissipative medium, in which energy losses during propagation occur due to anelasticity
of the medium, it can be shown (Kennett, 1983) that the effects of such attenuation can be
represented by the use of complex wave velocities, which are frequency-dependent. For weak
attenuation, the P and S wave velocities are replaced by

N SN AN '
a(w) =a, l+ﬂQa ln( ”J x(zga}rgn(w)

2

-

3(w) = —1+lll(£) (1}7n(a))
B(w) = B ;Q—ﬂﬂ 7 20, 8

where
ay,p, are standard reference values, normally taken to be the P and S wave velocities at
1Hz;
1
0. Qp
and may be assumed constant;
sgn(w) = %1, according to the sign of w.

are the loss factors, which are in general smaller than 0.01 for weak attenuation,
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4.11 Practical Application of the Reflectivity Method

The modelling, in practice, of real earthquake data with synthetic seismograms involves,
first of all, considerable effort in the search for the optimum parameters to be used in the
computation, that provide the best compromise between the amount of information to be
contained in the synthetic seismogram, the quality of the synthetic seismogram and the
computing time that can be afforded. The latter increases drastically with complexity of the
model and of the response, the number of samples in the Fourier transforms, the frequency range
and the number of slowness values in the numerical integration. If the computation time becomes
prohibitively large, then some information has to be sacrificed in any one run of the program.
Kennett (1983) achieves this by structuring the build-up of the medium’s response in a series of
systematic approximations to the total wavefield. The user is faced with a wide range of options,
but this is an advantage in the sense that the modelling can be selective as regards the exact
phases being synthesised, and this facilitates greatly the interpretation of the theoretical
seismograms, which can rapidly become more and more complex.

Following are the main options available in the program used in this study (Kennett, 1988)
and the criteria used in choosing some of the parameters:

(i) Choice of wavetype: Since the up- and down-going radiation terms at the source can be split
into the contributions from P and S wave types, it is possible to start off with either or both
wavetypes at the source. Simiiarly, the elements of the surface displacement matrix can be
associated with specific wavetypes, so that the same choice can be made at the receiver. This
allows the modelling and identification of P-S and S-P conversions. The options are:
P at source, P at receiver
S at source, S at receiver
P at source, S at receiver
S at source, P at receiver
P.S at source, P at receiver
P.S at source, S at receiver
P.S at source, P,S at receiver (full response)

(ii) Complexity of response: The amount of reverberation within the model can be controlled
both by limiting, tﬁe reverberations within individual layers, as well as for the structure as a
whole. Kennett (1983) introduces a further possibility of restricting the total wavefield by
defining a "separation level" z; and splitting the total response into that of the zones above and
below z, (Figure 4.6). The physical significance of the separation level is often a division into
crust and mantle regions, with the source being above the mantle. Thus one can investigate




separately the dominant response of ,say, the mantle structure, or of the crustal waveguide. Free
surface reflections and surface conversions between wavetypes play a important part in the total
response, and these can also be included or suppressed at will. The main options are:

a. No reflections, primary reflections only, or full reverberation within each individual layer;

b. The response of the shallow zone (above the level z; may include no reflections, the primary
reflection only, or multiple reflections between the free surface and the lower boundary of the
zone;

c. The response from the deeper structure (below level z; may be evaluated once only or may be
returned more than once, after interaction with one, or multiple reflections/conversions at the free
surface. Thus one can model the fullest reverberation response within the crustal waveguide,
while only the primary reflectivity response of the upper mantle is included.

The free surface amplification at the receiver may also be included or excluded.
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Fig. 4.6 lllustration of the separation level z; (from Kennett (1988))
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(iii) Length of time sample, sampling interval and frequency range: The response spectrum
contains the information about the whole seismogram relevant to the slowness range and choice
of phases considered. If the time interval chosen is too short, then when the inverse Fourier
transform is performed, energy arriving after the end of the chosen time span will actually appear
at the beginning of the seismogram - a "wraparound effect". This late arriving energy may
seriously contaminate the true onset of the waveform and hinder interpretation. This effect may
be avoided by using a time series long enough to accomodate all arriving energy groups. An
example of the wraparound effect and its elimination are shown in Figure 4.7.

The length of the time series is given by NT, where N is the number of samples and T is the
sampling interval in seconds. The number of sample points greatly influences the computation
time of the Fourier transforms, and therefore it is preferable to increase the sampling interval
rather than the number of samples. Care must be taken here, however. The sampling frequency
directly controls the frequency content which may be observed in the seismogram. The

a
H b
| | | | | 1 | | | | | | | | |
20 =0 6.0 8.0 100 120 140 160 180 200 220 240 260 280 300

time - r/8(s)

Fig. 4.7 Contamination of the signal onset by "wraparound”




maximum frequency observable is equal to the Nyquist frequency, that is, the frequency about
which the spectrum “folds". Moreover, when using the reflectivity method, it is advised (Kennett,
1983) that the maximum frequency to be modelled should not be much larger than half the
Nyquist frequency. This imposes a severe limit on the sampling interval chosen. For example, if
one wants to model frequencies as high as 10Hz, one requires a Nyquist frequency of 20Hz, and
a sampling frequency of 40Hz, or a sampling interval of 0.025s. If the phases being modelled
arrive at the receiver over a time span of, say, 20s, then a minimum of 800 points should be used.
Since the Fast Fourier Transform algorithm requires the number of samples to be a power of 2,
the best choice would be 1024 points at a sampling interval of 0.025s. In this study, since the
frequency content in the real seismograms was high, and the P-coda extended to about 20s, the
best combination for modelling the P-wavetrain was 2048 points at 0.015 sampling interval, i.e a
Nyquist frequency of around 33Hz.

(iv) Slowness range and slowness interval: The integral over horizontal slowness p in equation
(4.21) need not, in practice, be carried out from p =0 to p = oo, but the range of p may be
chosen so that only the phases of interest are included in the chosen time span. This depends on
whether one is dealing with P waves or S waves or both, on the maximum velocities in the model
and on the epicentral distance being considered. For a horizontally plane-layered medium, the
slowness p is constant for a ray travelling through the structure, and is given in any layer by

sini

v

where  is the angle made by the ray with the vertical and v is the wave velocity in that layer. It is
thus clear that the range of p can be reduced straightaway to that corresponding to angles of

incidence 0 —90°. Thus the maximum value of p can safely be taken as where v, is the

vm.m
minimum velocity encountered in the model. The lower limit of p, on the other hand, must be

small enough to ensure that all head waves are included in the response. In general, then, the

lowest value of p must be smaller than

, where v,,, is the maximum velocity encountered in
Vmax

the model. If the range of p need be further restricted (for increased efficiency in computing
time), then a simple test can be carried out using 2-dimensional ray tracing through the model and
observing the minimum and maximum apparent velocities of the main arrivals or the phases of
interest, and calculating p.., and pn., accordingly. Such a method is utilised by Fuchs and
Muller (1971).

The integral over p is carried out numerically, using a simple trapezoidal rule. Figure 4.8
shows the variation of the real part of the integrand in equation (4.21) as a function of p, at a
frequency of 6Hz. It is seen that the integrand is highly oscillatory, and moreover, it can be
shown that this oscillatory nature gets more severe at higher frequencies. It is therefore clear that
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if the whole response is to be recovered from this function, the sampling of p must be made very
fine. In most applications in this study, the slowness interval was set less than 0.0001 s/km.

(v) Source mechanism: The response produced at a given point on the surface depends strongly
on the radiation pattern produced by the source. The program used here assumes a point moment
tensor source at arbitrary depth below the free surface, with the "observation point" at an arbitrary
azimuth. Figure 4.9 shows the fault plane geometry and the angles used to completely define the
moment tensor, following the axes convention used in Aki and Richards (1980). For pure shear
faulting in an isotropic medium, the moment tensor components are given by:
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integrand
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slowness p (s/km)

Fig. 4.8 Real part of the integrand in equation 4.21, at 6Hz




M . = =M (sin & cos A sin 24, + sin 26 sin A sin? ¢,)
My =M, = M,(siné cos A cos 2¢, + (1/2) sin 26 sin 4 sin 2¢)
Mg =M, =-M,(cos § cos A cos ¢, +cos 25 sin A sin @)

M, = M ,(sin & cos A sin 24, —sin 24 sin A cos® ¢;)
M,, =M, =-M,(cos § cos A sin ¢, —cos 23 sin A cos @)

M, =M,sin25sin A
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slip vector

tault plune

Fig.4.9 An arbitrary fault plane geometry.
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M, is the source seismic moment, defined by
M, = uUA

where u is the shear modulus of the medium, U is the average slip in the plane of the fault (i. e.
the magnitude of the slip vector u) and A is the fault area.

The far-field displacement observed at azimuth ¢ from North due to the above source
mechanism is termed the far-field radiation pattern and is described in Aki and Richards (1980,

p.115)
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Chapter 5

Waveform Modelling

5.1 Introduction

This chapter describes how the Weber data set has been utilised and the general waveform
features are used to obtain information and constraints regarding the possible velocity structure
within the subducted Pacific plate, as well as within the overlying continental crust. This has
been done by means of whole waveform modelling using synthetic seismograms as generated by
the reflectivity method of Kennett (1983) discussed in the previous chapter. The aim of such
modelling was not to arrive at a detailed and unique velocity model. This would not be possible,
for reasons listed below. The approach here has been to
a) identify features of the waveforms which are common to the majority of the seismograms in
the data set, and which are inferred to be the result of common path effects;

b) deduce, through the modelling process, the origin of the major energy arrivals within the
seismogram,;

c) explore parameters within the velocity model which have the greatest influence on the
character of the synthetic seismogram and which can be constrained to a greater extent than
others through comparison with the characteristics of the observed data.

Throughout this process, previous velocity models and results obtained by other workers
about interface depths etc. have been taken into consideration in the starting models. However,
the presence of high velocity material inferred from array travel times of the first arrival (Chapter
2) has been assumed, and indeed one of the main parameters investigated has been the depth and
vertical extent of such a medium.

5.2 Difficulties and Assumptions

The kind and amount of waveform modelling carried out must be regarded as a qualitative
attempt at identifying features of the velocity model which produce definite characteristics
observable in the data. A more detailed quantification of the velocity structure is not possible
because of the limitations inherent in the approach:

i. The synthetic seismogram package used here allows only the use of horizontal, homogeneous
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layers. The true structure in the lower North Island, on the other hand comprises the shallow part
of the subduction zone and is therefore essentially a 3-dimensional structure. Fortunately, the
wave-path geometry involved in the Weber data set recorded at Wellington is such that the rays
travel close to an along-strike path. This will have an influence on the incident azimuth of
wavefronts arriving at Wellington, as discussed in Chapters 2 and 3, as well as some effect on
travel times when compared with a horizontally layered structure, but it is assumed here that the
gross characteristics of the waveforms are not seriously distorted by the dipping layers. Crustal
phases that are confined to the layers above the subduction interface will be unaffected by the
dipping structures, although reverberatory modes between the free surface and the subduction
interface should strictly be treated as propagating through a wedge-like structure. Given that the
dip of the slab in this region is not severe, and the path is close to the strike direction, this was
again not considered. Some attempts have been made to extend the reflectivity method to the
case of a dipping "layer package" (e.g. Sandmeier and Wenzel, 1988) but this has not been
generalized enough to be as useful for the present application as the method of Kennett.
Langston (1977), using a generalized ray theoretical method, computes the teleseismic response
of a dislocation source in a dipping layer structure. His results show that an interface dip of up to
10° does not significantly distort the vertical component P wave, and the effect is particularly
insignificant in the case of a thrust type dislocation source, as is the case with the events of the
Weber data set.

ii. The waveforms being modelled in this study originate from shallow earthquakes at regional
distances and contain high frequencies. This makes the seismograms complex and hard to
interpret and model in any great detail. The response at high frequencies of the medium along the
propagation path is such that a high degree of scattering takes place by small-scale
heterogeneities, so that no two waveforms, even if originating from the same source region and
from events of similar focal mechanisms, will be alike. The effect can also be seen in the fact that
correlation of the high frequency signal for any one event recorded across the L-network is
difficult.

Moreover, although the source region for the whole set of earthquakes is relatively small
compared with the epicentral distance, the difference in this distance, as well as in the depth,
between individual events means that corresponding phases arrive at slightly different times at
Wellington, and this makes it difficult to correlate individual phases between one event and
another with any certainty. For example, the maximum range in epicentral distance is about 20
km, which gives a variation of the order of 2.5s for S - P time differences.

In view of all this, it is unreasonable to attempt to refine the velocity model to an extent
which will model individual peaks in a seismogram for this data set.

iii. It has to be assumed that the velocity structure between source and receiver is uniform,
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whereas it is likely there will be some heterogeneity or gradual change in structure on going from
Hawkes Bay to Wellington, especially in the shallower layers.

iv. The effect on the waveforms of seismic velocity anisotropy has not been taken into
consideration.

Modelling has been concentrated on the vertical component seismogram and on the P-
wavetrain, although the S-wavetrain is also included in many of the synthetic seismograms.

5.3 Common Features of the Observed Waveforms

The available data represent wavetrains from a large number of sources in a relatively small
source region having approximately the same focal mechanism, and traversing much the same
wayepath. Therefore, in spite of the difficulties listed above, we would expect to find
reproducible waveform features throughout the data set that can be attributed to source and
general wavepath effects and which could therefore be modelled by suitable earth structures.
Such features have already been described to an extent in Chapter 2. More data are presented
here.

Figure 5.1 illustrates a number of seismograms from the Weber data set recorded at stations
of the L-network. As far as possible, the records from the same station (KSE) are displayed, so
that differences in waveform are not confused with differences in site response. The diagram is
intended to emphasize the common waveform features that were modelled, and at the same time
to show the extent of differences between any two seismograms. Only vertical component
seismograms are shown.

As was illustrated in Chapter 2, the arrival of a second phase approximately 4 seconds after
the initial P onset appears to be a stable feature of the data, as does the difference in frequency
content between this phase and the first 4 seconds, this difference being observable visually in
most cases. The largest amplitudes within the P wavetrain generally occur within the lower
frequency second phase. On looking at a record section of the data across the L-network, some
individual sharp peaks within this phase can be unambiguously traced across the array (Figure
5.2). One such phase generally occurs at around 4 - 5s after the initial onset, whereas a second
one occurs at around 7 - 9s. Where these phases travel undistorted across the array, it was
possible to pick the arrival times at their peaks sufficiently accurately to estimate their phase
velocity in the same way as was done for the first pulse. The apparent velocities obtained in this
way were in the range 6.0 - 6.6 km/s. It would be reasonable to expect the waveform modelling
to reproduce such phases and provide an interpretation.
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In the classical definition of seismic phases, the terms P* and P, are used to describe
prominent arrivals shortly after P,, and are interpreted as crustal phases generated by a shallow
earthquake, travelling in the "lower” and "upper” crust at velocities of approximately 6.5 and 6.0
km/s respectively (Aki and Richards, 1980) However, the term P, has also been widely used in a
more general sense in the literature for the prominent and long-wavetrain phase arriving after P,,
from crustal earthquakes at distances greater than about 100 km, and travelling at around 6 km/s.
This phase is usually interpreted as a group of multiply reflected P-SV waves propagating in a
crustal waveguide bounded by the Moho and the free surface, or within some other layers of the
crust ( e.g. Langston and Helmberger, 1974; Barker, Der and Mrazek, 1981; Langston, 1982;
Banda et al, 1982; Olsen, Braille and Stewart, 1983; Pederson and Campillo, 1991; Campillo and
Paul, 1992). The equivalent of P, that follows the first S arrival is termed L,. The P, phase is
sometimes also called P (Olsen, Braille and Stewart, 1983). It shall be shown later in this chapter
that the nature of the dominant second arrival in the observed data conforms to the latter
interpretation of P, (P), and for convenience we shall henceforth choose to call this arrival P.

Figure 5.3 is a closer look at some seismograms which had a particularly clear first onset,
due partly to a low signal-to-noise ratio at the start of the signal, and which illustrate the nature
of the first pulse common to many of the records. Further examples of this phase, traced across
the L-network, have been shown in Figure 2.6. This first arrival can be unambiguously
referred to as P,. The P, wavelet is simple and of lower frequency than the directly-following
complex phase. The shape of the first onset, and its relationship with the following phases is
another feature which will be modelled in the synthetic seismograms and which will provide
some constraints on the nature of the medium through which the phase propagates.

Whereas the nature of the first arrival can be assigned to a critically refracted wave, P,,, it is
more difficult to assign a label to the immediately-following high-frequency signal. Similar
features have sometimes been referred to as an extended P, waveform ( e. g. Langston, 1982)
although it will be shown that, in this case, it does not necessarily consist only of refracted and
turning waves. For the sake of easy reference, it will be referred to here as Py,

An attempt was also made at enhancing some features contained in the high frequency phase
by stacking the traces for a given event over all the stations of the L-network. This technique
was, however, abandoned as it did not yield useful information, mainly due to the rapid
breakdown of coherence in the signal following P,,.

It is proposed that this phase of the seismogram can be regarded as composed of multiple
arrivals (reflections/refractions), originating at some level close to the high velocity medium that
gives rise to P,. Such features will be the subject of one part of the waveform modelling process.
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Fig. 5.1 Some examples of vertical component seismograms from the Weber data set recorded on L-network
stations at Wellington. These examples illustrate some of the common waveform features modelled by
synthetic seismograms.
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Fig. 5.3 Examples of vertical component seismograms from the
Weber data set, showing the similarity of pulse shape for the first

( P, ) arrival.

5.4 Basic Velocity/Attenuation Model

The starting velocity/attenuation model, as well as the parameters used for the computation
of the synthetic seismograms (Section 5.5) were arrived at after a lengthy process of adjustment
until the synthetic data closely resembled the "average seismogram” from the Weber data set.

The gross features of the velocity model were largely based on previous velocity and structural
models obtained by other workers in the Hawkes Bay and Wellington areas. The model has been
labelled MODO1 and is shown in Table 5.1. A Vp/Vyg ratio of 1.75 in all layers was assumed.
The density in each layer was calculated from the Nafe-Drake relationship




p=0.252+0.379vp

as suggested by Fuchs and Muller (1971).

Figure 5.4 shows the P-velocity profile compared with previous models of the lithospheric
structure. Following the results of Chapter 3, a P-velocity of 8.75 km/s was assumed to exist in
the lowermost layer, below a "normal” 8.0 km/s uppermost mantle layer. In the basic model, this
high-velocity medium has been represented as a half-space, however one aspect of the modelling
considers the effects of a layer of this medium of varying thickness and velocity, as shall be
discussed later in this chapter.

The P and S attenuation parameters, Q' and Qs' were assumed to be independent of
frequency. The values shown in Table 5.1 are ones which give a reasonable reproduction of the
relative amplitudes and frequency content of the various portions of the seismograms, however
their effect on the synthetic seismograms will be discussed in a later section of this chapter.

The separation level discussed in Chapter 4, which allows some degree of differentiation
between the responses of the media above and below it, was taken to coincide with the subduction
interface, shown in Figure 5.5 at 18 km depth. Thus in most of the modelling of the Weber data
set, the source was embedded in the layers above the separation interface, and it was thus easier to
visualize the total response as having a "deep" contribution and a "crustal” contribution.

The source-time function was taken to be a delta function at time ¢ = 0. Fora simple double-
couple source, the far-field displacement is in effect proportional to the time derivative of the
source-time function, which is proportional to the delta function, and the far-field spectrum is
then approximately a constant (Bullen and Bolt, 1985, p.418). This assumption was probably
justified for the aftershocks (magnitude < 4.5), but not for the mainshock (magnitude 6.3) which
would exhibit more complex source effects. The waveform for the mainshock was in fact not

TableS. 1 Starting velocity model MODOI used in waveform modelling

Depthtotop  P-velocity  S-velocity Density  Qp' Qs!
of layer(km) (kmv/s) (km/s) (g/cm)
0.0 4.00 2.28 2.20 0.010 0.02
1.5 5.50 3.14 2.30 0.002 0.004
10.0 6.20 3.54 2.60 0.002 0.004
18.0 6.50 3.71 2.75 0.002 0.004
25.0 7.60 434 3.06 0.001  0.002
30.0 8.00 4.57 3.28 0.001 0.002
36.0 8.75 5.00 3.58 0.001 0.002
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included when looking for common features to model.

For the purposes of waveform modelling, the earthquake source was placed at 12 km depth.
This lies within the depth range (5 - 18 km) arrived at by Robinson (1994) for the Weber
aftershocks. The effect of the depth parameter is later investigated (Section 5.8). The dislocation
source has a moment tensor representation which may be easily varied during the modelling to
simulate any required fault plane geometry. For the main Weber data set, enough work had been
done on the aftershock sequence (see Chapter 2, Section 2.3.1) to constrain the average focal
mechanism of the shallow events. The coordinate system for setting up the moment tensor
components was as given in Aki and Richards (1980, p.114). For simplicity, the North axis was
taken to coincide with the strike of the subducted slab (see Figure 4.9). After Robinson’s work,
the appropriate angles for a typical source orientation were chosen to be

Depth (km) vp (ka/s)
free surface
1.5 4.00
5.50
10.Q
E'S source
6.20
18.Q separation level
(subduction interface)
6.50
25Q
7.60
30.Q
8.00
36.Q
8.75

Fig.5.5 Layer version of MODOI. Source position is indicated
by a star.

101



¢r=170%6 =35°1=110%¢ = 190°

where ¢ is the strike of the fault plane, ¢ is its dip, A is the rake (introducing a small component
of strike slip) and ¢ is the observation azimuth measured clockwise from North. Using the
angles ¢y, 4 and ¢, and the formulas in Aki and Richards (1980, p.117), the Cartesian
components of the moment tensor are:

-0.335 -0.789 -0.268
-0.332 -0.268 0.883

It was not intended to model absolute amplitudes of ground motion, and therefore the moment

-0.094 -0.335 —0.332}

magnitude was taken as unity, and the resulting seismograms were then normalized as necessary.

The final synthetic surface response at the receiver was also convolved with a typical EARSS
instrument response so that a more meaningful comparison with the observed seismograms could
be made. This was done by multiplying the synthetic spectrum in the frequency domain by the
EARSS frequency response function (Chadwick, 1991). This function is described in Appendix
D.

The reflectivity program used here only allows homogeneous layers of constant velocity.
Velocity gradients must be approximated by a "cascade" of thin layers of increasing or decreasing
velocity. In this application, the effect of a continuous velocity change was achieved by making
the layers in the cascade thinner than half the shortest wavelength in the spectrum and by
ensuring that velocity jumps at the boundaries did not exceed 0.05 km/s. This often entailed the
introduction of a large number of layers, which made the computation of the response very time
consuming. For this reason, the presence of velocity gradients in the model was restricted to a
few cases where their effect was to be specifically investigated.

5.5 Features and Explanation of the Synthetic Seismogram

Unless otherwise stated, the following parameters have been used throughout the
computation of the synthetic seismograms that follow in this chapter:

Range: 175 km
Frequency: 1.0-9.0 Hz
Sampling interval:  0.02's

Sample size: 2048 points
Slowness range: 0.1-0.29 s/km
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Reducing velocity: 8.0 km/s
Amplitude scaling:  True relative amplitudes between displayed waveforms

5.5.1 Appearance

Figure 5.6a shows the 3-component synthetic seismogram generated by the
velocity/attenuation model of Table 5.1. It is a "full” response, including P and S modes at all
stages of the propagation, full reverberation in individual layers and free surface reflections.

It is seen that the vertical component seismogram reproduces in a broad sense the
characteristics of the data as shown in Figures 5.1 - 5.3, namely a first phase of close-spaced
arrivals ( P,s) preceeded by a single P, pulse, and followed approximately 4s later by a larger
amplitude, somewhat lower frequency group, which decays rapidly into the P-coda. A
corresponding higher frequency S, arrival, followed by a large-amplitude "Lg" is also clearly
visible. The absence of any signal on the transverse component before the S arrival is to be
expected in the case of the flat-layered model due to the absence of any SH-wave generation.

" It should be noted that, as discussed in Chapter 2, the actual frequency content of the real
data is often much higher than 9Hz, particularly in the Pys phase. However, the computation at
high frequencies, say up to 15Hz, becomes impractically time consuming when carried out a large
number of times, as was done here. Also, the scattering effect at high frequencies makes it
irrelevant to compare in detail a synthetic waveform with the real data. Hence the routine
synthetic seismogram generation was carried out at frequencies up to 9Hz. Figure 5.6b shows the
same seismogram as in Figure 5.6a (vertical component) computed in the frequency range 3 - 15
Hz. The synthetic seismograms at these high frequencies probably suffers from too small a
sampling interval in the slowness domain, although the general features of the seismogram are
retained.

Figure 5.7 is a long-range profile of the seismograms generated by the same model as in
Figure 5.6, and gives a better picture of the speed at which the various phases travel. The section
is plotted with a reducing velocity of 8.0 km/s. The Py phase appears to move out at
approximately 8.0 kmv/s, while the P group moves at a crustal-type velocity of around 6.0 km/s.
In this figure, the relative amplitudes between successive traces are not true, but the trace
amplitudes have been normalized to the same maximum.

Figure 5.8a shows, on the same time scale, three sample vertical-component seismograms
from the real data, together with the vertical component synthetic seismogram, for comparison,
and emphasises the similarity in appearance. The reduced P, travel time of 4s on the synthetic
data corresponds at this distance to a travel time of 25.9s, comparing well with the average
observed travel time of around 26.5s for the real data.

Figure 5.8b shows the first 4 seconds of the synthetic seismogram compared with those of a
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Fig. 5. 6a 3-component synthetic seismogram generated by the basic model MODOI.
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Fig.5.6b Vertical component of same seismogram as Figure 5.6a, computed
in the frequency range 3 - 15 Hz

real seismogram, and illustrates the similarity of the P, pulse and its relationship with the P,
phase.

This model therefore gives a reasonable simulation of the observed data, and it will now be
appropriate to try to identify, in as much detail as possible, the origin and nature of the various
parts of the synthetic seismogram, and to attribute these same features and their interpretation to
the real data. Having achieved this, the next stage in the modelling is to consider various sections
of the velocity profile and source and attenuation parameters in turn, and observe the way in
which changes in these parameters will affect the appearance of the corresponding parts of the
syhthetic seismogram. In this way, some constraints and conclusions can hopefully be made on
certain features of the profile.

But before that, we have to be certain that the synthetic seismogram itself is understood and
interpreted in as much detail as possible, in other words, that the various phases and groups of
phases on the seismogram are identified. There are two ways in which this can be done. The first
is by matching travel times using ray-tracing. The second makes use of the "wavefield
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Fig.5.8b Comparison of first few seconds of synthetic seismogram
with real data.

approximation” technique on which Kennett’s reflectivity method is based. This procedure breaks
down the full seismogram as a sum of more simplified responses. The latter approach is far
preferable as it retains information about amplitude, mode conversions, and so on. However, it is
still worthwhile to use ray-tracing as a first step of the phase identification.

5.5.2 Ray-tracing

Figure 5.9 is an output of the 2-dimensional ray-tracing programme ray84, in which the
input velocity model is the one shown in Figure 5.5, and where the synthetic seismogram
generated by this model is plotted on the right of the travel-time curve. Head waves along the
model boundaries are here approximated by refracted waves, by applying slight velocity gradients
in the layers. For simplicity, the whole ray-set is split into two sets. The first (Figure 5.9a)
includes rays which propagate in the lower crust and upper mantle of the "subducted slab”. It is
seen that the major arrivals in the first 4s of the seismogram can be correlated with the headwave
in layer 7 (first arrival), the headwave in layer 6, the reflection off layer 7, the headwave in layer 5
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Fig.5.9 2-dimensional ray-tracing through model MODOI. The synthetic seismogram from the same
model is plotted on the side, with the same time scale as the vertical time axis. X are refractions, + are
reflections. a) Ray sets through subducted lithosphere, and direct rays; b) Reverberatory phases between
the free surface and the subduction interface.
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and the reflection off layer 6, where the layer numbers are defined in the diagram.

A second set of arrivals is then composed mainly of the reflection in layer 4, the direct wave
and the reflection off layer 5.

The next arriving wavetrain in the synthetic seismogram is quite well modelled in terms of
travel times by a set of multiple crustal phases reverberating between the free surface and the
intermediate layers in the vicinity of the subduction interface. This set of rays is illustrated in
Figure 5.9b. Note that whatever the actual raypath, all of these crustal phases travel as a group
with an apparent velocity of around 6.0 km/s, at a distance greater than about 100 km. The
situation depicted in Figure 5.9b is incomplete in that it consists only of P-wave legs, i. e. does
not include P/S conversions, and also does not predict which phases would make the largest
energy contribution.

5.5.3 Wavefield approximations

A far more insightful approach to interpreting the synthetic seismogram is by breaking
down the total wavefield into a number of simpler wave types, or groups. This technique is
illustrated in Figure 5.10, in which all the seismograms are plotted with the same vertical scale
factor.

Figure 5.10a is the full response, as in Figure 5.6. Figure 5.10b is the same seismogram, but
with no free surface reflections allowed to contribute to the response. It is clear that while the
first section of the seismogram, up to about Ss, is unaffected, the next part of the wavetrain
virtually disappears. This reinforces the hypothesis that the P wavegroup contains a major
contribution from reverberations at the free surface.

We can analyse this phenomenon further by now allowing free surface reflections but
suppressing the return of this surface reflected energy from the "deep” zone, i.e. the structure
below the separation interface (Figure 5.10c). It is seen that although the major phases within the
P group persist, the intensity of this group is slightly decreased, indicating that the lower
“boundary” of the crustal waveguide probably includes some layers within the subducted plate,
most likely the subducted upper crust, since the model contains a sharp velocity contrast between
layer 4 and layer 5.

Figures 5.10a - ¢ contain the full P and S response i. e. allowing P-S and S-P conversions at
each interface encountered. Using the method of wavefield approximations, it is not difficult to
obtain a better idea of the relative amounts of P and S type motion making up the various parts of
the response. For example, Figure 5.10d represents the response when both the source radiation
and the surface displacement is made up of only the P-wave. Again, the first S seconds are
unaffected, however the later part of the P group decreases appreciably in amplitude, indicating
that it contains a considerable amount of S-wave motion.

When the source radiation consists only of S-wave, and the surface displacement consists
only of P-wave (Figure 5.10e), most of the P wave group is recovered, but this again disappears
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once the free surface reflections are eliminated from this response (Figure 5.10f). These two
latter wavefield approximations indicate that a large fraction of the P energy is contributed by S
to P conversion at the free surface. P to S conversion does not appear to be at all efficient, as
evidenced by Figure 5.10g, which represents the S-wave displacement at the surface from a pure
P-wave source.

From this breakdown of the waveform then, it is quite clear what both the origin and the
nature of the various parts of the synthetic seismogram are. To summarise, the Py group is
composed of pure P-waves propagating in the lower crust and upper mantle of the subducted
lithosphere. An "intermediate” group of arrivals (at reduced time 7 to 9s) is almost pure P-wave,
with some SV-component, and is made up of direct crustal arrivals, as well as some reflections
and refractions from the intermediate layers near the subduction interface. The dominant ( P)
arrival (reduced time approximately 9 to 17s) is largely made up of reverberations in a crustal
waveguide between the free surface and the layers near the subduction interface, and has a high
content of P-SV mode conversions, occurring mainly at the free surface. This interpretation
agrees well with previous interpretations of P ( P,) phases observed in continental areas, and has
been made unambiguously clear by the use of wavefield approximations. The conversion of SV
to P does not appear to be at all efficient, and does not contribute significantly to the whole
response. The difference in frequency content between Py and P observed in the real data can be
Clearly attributed to the fact that propagation of the two phases takes place through different
regions of the lithosphere.

The layer of low velocity at the surface also appears to contribute to some extent to the
efficiency of the crustal waveguide. Figure 5.11 compares the responses from a model with no
surface low-velocity layer, and 3 models with increasing thicknesses of such a layer. The
duration of the P phase does appear to increase with increasing thickness of the surface sediments
(note the wraparound effect for examples (c) and (d)). This effect has been previously
investigated by other workers, e. g. Banda et al, 1982; Olsen er al, 1983. It is not intended here
to make a study of the surface layer, and the values of MODO1 shall be considered satisfactory for
the purpose of modelling the lower structure.

5.6 Modelling velocity features in the subducted upper mantle

The general waveform features of the synthetic seismogram generated by the basic model
MODOI have been shown to be similar to those of the observed data. Moreover, interpretation of
the synthetic seismogram has revealed that identifiable sections of the seismogram can be directly
associated with propagation through particular depth regions within the lithosphere, as well as
with particular modes of propagation. This is convenient, for it means that the elastic parameters
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in those particular regions of the lithosphere may now be varied, so that their effect on the
corresponding part of the synthetic seismogram can be assessed. This will enable us to judge the
extent to which particular features of the model can be constrained.

5.6.1 The presence of "normal"” (8.0 - 8.4 km/s) upper mantle material.
In Robinson’s (1994) joint velocity-hypocentre inversion of the Weber data sets the author
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arrives at a velocity model which has a 7.6 km/s layer directly above an 8.77 km/s halfspace at a
depth of 35 km. Admittedly, not enough deep events were available to constrain the structure at
this depth.

From the interpretation of the synthetic seismograms, it is clear that any change in velocity
structure at these depths would affect only the first few seconds of the seismogram. This is
verified by looking at Figure 5.12, in which several possibilities of velocity structure are explored.
Model (a) in Figure 5.12 approximately represents the structure arrived at by Robinson, i.e. an
8.75 km/s half-space directly underlying the 7.6 km/s layer at depth 35 km, while Model (b) is
similar to Model (a) but with the high velocity medium pushed down to 36 km depth. Models (c)
- (e) have layers of 8.0, 8.2 and 8.4 km/s respectively introduced between the 7.6 and 8.75 km/s
media, while Model (f) has an 8.2 km/s over an 8.4 km/s layer. The P-velocity profiles of the
corresponding models are displayed at the top of the figure. Time is reduced at 8.0 kmvs.

In this, and the following examples of modelling some aspects of the upper mantle structure,
it is meaningless to attempt a peak-for-peak correlation between real and synthetic data, owing to
the diversity of detail in the observed waveforms. Nonetheless, visual examination of Figure 5.12
allows some tentative inferences to be made. The observed complexity in the first few seconds
appears to be better modelled by a more layered structure (Figures S.12(c) - (f)) and the presence
of an 8.0 - 8.4 km/s layer contributes in the required manner. An 8.75 km/s layer directly
underlying the 7.6 km/s layer yields a P, pulse that separates too far ahead. It also appears that
8.4 kmv/s for the "normal" upper mantle layer places the Py phase too early relative to P,.
Therefore, although the waveform modelling and simple visual comparison is not enough to
constrain the layer velocities, it appears justified to accept that an 8.0 - 8.2 km/s medium
separates the 7.6 km/s lower oceanic crust from the high-velocity medium. The comparison of
this part of the signal made in Figure 5.8b, in which the model contains an 8.0 km/s layer, also
supports this. The structure of MODOL1 is therefore an adequate, if not detailed, representation of
the velocity profile for the purpose of the modelling.

5.6.2 Depth of high velocity medium

Once an upper mantle velocity of 8.0 km/s is assumed, the depth at which the 8.75 km/s
medium begins can be constrained to a somewhat better extent. The effect is demonstrated in
Figure 5.13, in which the depth to the top of the high-velocity medium is varied from 32 km to 48
km. At a depth of 32 km, the P, pulse separates too far ahead of the rest of the signal, while if
the high-velocity medium is deeper than about 40 km, then, at the distance of 175 km, the 8.0
km/s head wave arrives earlier.

Admittedly, as regards the time separation between the P, and Py, signals, there is a trade-off
between the depth of the high-velocity medium and the velocity of the medium directly overlying
it. An increase in the P-velocity in the overlying medium, making the P,; phase arrive early,
could be offset by a shallowing of the high velocity medium. However, when looking at
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waveforms, it is not enough to compare only travel times. The thickness of the layers in this
particular region also affects the pulse shapes and amplitudes (Figure 5.13) presumably due to the
varying incident angles, so that it is better to be guided by the best-fitting waveform.

While emphasising once more that a detailed analysis cannot be strictly applied to a
comparison with the real data from a 3-dimensional structure, it is probably justified to claim that
any high velocity material must begin at a depth of about 34 - 40 km in the flat-layered model,
which is consistent with the average depth in the 3-dimensional model used in the Complete Ray
Tracing (Chapter 3). Modelling of a closely-spaced refraction profile, such as the Hikurangi
Margin experiment, should give much better constraint over such details.

5.6.3 Different velocity profiles for a layer of high velocity

So far, the high velocity medium has been represented in all models as a half-space for
simplicity. In the real earth, however, it is unlikely that such high velocities, normally found
closer to 400 km depth, would persist from a shallow depth to beyond a layer of finite thickness.
In the following, the effect of a layer of P-velocity 8.75 km/s of various thicknesses is studied.
The effect of the shape of the velocity profile above and below the layer, with the introduction of
velocity gradients, is also investigated.

In Figure 5.14, which illustrates the effect of thickness, it can be seen that a significant head
wave of the shape and amplitude of that observed in the data does not appear to develop until the
layer is at least 4 km thick.

With the 8.75 km/s layer having sharp velocity discontinuities at its upper and lower
boundaries, it is observed that the head wave pulse shape is modified by a sharp positive peak
immediately following the downward swing of the pulse. This is interpreted as being a reflection
from the underside of the layer. This interpretation is justified by noting that when the sharp
velocity contrast at the lower boundary is replaced by a constant, negative velocity gradient, the
reflection is suppressed and the P, pulse closely resembles that from an 8.75 km/s half-space, and
is also more similar to that seen in the data (see Figure 5.3).

Figure 5.15 investigates the effect of replacing the first-order velocity discontinuities
bounding the high-velocity layer by velocity gradients above and below the layer. A sharp
gradient on the underside, as in Figure 5.15(¢) has the same effect as a first-order discontinuity,
namely the contamination of the P, pulse with the "reflection” from the underside. The gradient
above the layer is more difficult to ascertain because of its apparently smaller influence (compare
Figures 15(b) and (d)). The conclusion that can be drawn here is that a velocity profile of the type
shown in Figure 5.15(d) is not inconsistent with the observations.

5.6.4 Conclusions
In conclusion, an upper mantle P-velocity model that generates a satisfactory response
compared with the real data would have a high-velocity (8.75 km/s) layer, of thickness greater
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than 4 km, possibly with a gradual increase and decrease of velocity above and below the layer
respectively. This "tooth" would lie at a depth of approximately 18-20 km below the surface of
the subducted plate, embedded in “normal" upper mantle material of P-velocity 8.0 - 8.2 km/s.
Such high velocity layers have been referred to in several cases in the literature. A layer of
P-velocity 8.6 km/s within an 8.2 - 8.4 km/s upper mantle has been found in the northwestern
Pacific lithosphere off Japan in long-range refraction experiments (Asada er al, 1983; Shimamura
and Asada, 1976; Asada and Shimamura, 1976). Hales et al (1970) find clear evidence from
refraction profiles of an 8.77 km/s layer underlying an 8.0 km/s mantle at a depth of about 57 km
in the Gulf of Mexico. Fuchs and Schulz (1976) propose a model for the subcrustal lithosphere
containing thin high-velocity layers. Low-frequency “tunnel waves" through such layers are
studied both by numerical experiments as well as through observations from explosion data in
continental areas. The authors attribute these layers (in the depth range 30 - 150 km) to the
presence of strongly anisotropic materials, such as olivine, with a preferred orientation. Sverev
and Yaroshevskay (1987) use deep seismic sounding results from the South Atlantic ocean to
establish the presence of high velocity layers (8.4 - 8.6 and 8.8 km/s) in the subcrustal mantle,
beginning at depths of around 10 km. The 8.8 kmv/s layer, present under the Angola abyssal plain,
occurs at around 25 km depth, and is also attributed to strongly anisotropic material. Bean and
Jacob (1990) derived an anisotropic structure for the lithosphere under the North Irish Sea,
containing layers of anisotropic material separated by isotropic ones. The high-velocity layers
(which occur when viewed along the fast axis) do not consist of first-order velocity
discontinuities, but are bounded by positive and negative velocity gradients. The relationship
between these high velocity layers and upper mantle anisotropy is discussed in the final chapter.

5.7 The effect of a low velocity layer at the top of the subducted slab

3.7.1 General effect of an oceanic low-velocity layer

The presence of a low-velocity layer at the surface of the subducted slab along the East
Coast of the North Island has been detected by several authors, and interpreted to be caused by
oceanic sediment being subducted with the Pacific plate. Bannister (1988), in his inversion of
earthquake travel times in the Hawkes Bay area arrives at a velocity model containing a 3 km-
thick layer of P-velocity 4.8 km/s. Xun (1992) analysed travel times from an aftershock sequence
off Cape Palliser, at the southeasternmost tip of the North Island, and concluded that there must
be a layer, approximately 1.4 km thick, and of P-velocity 3.6 km/s separating the overlying crust
from the subducting Pacific crust. Davey er al (1986) and Lewis and Davey (1987), using mainly
results from seismic reflection profiling off the southeast coast of the North Island, detect a

115



velocity reversal, interpreted as a 1 km thickness of consolidated oceanic sediment going under
the convergent margin with the underlying oceanic basement. Lewis and Davey (1987) claim that
the decollement corresponding to the subduction interface is not at the boundary between the
accretionary sediment and the oceanic basement, but within the sedimentary column.

It thus followed that one feature of the velocity profile which could be investigated by
waveform modelling was the presence of a layer of reversed velocity at the subduction interface.
It was intended to observe the effect of such a layer on the synthetic seismograms, conclude
whether such a layer might be present or not, and perhaps make some constraints about its
thickness and P-velocity.

Figure 5.16 shows a velocity profile containing a layer of subducted sediment (2 km of 4.8
km/s material). We shall refer to this model as MODO2. The figure shows the full response at
175 km, together with the profile and corresponding response for the basic model MODOI, for
comparison. Figure 5.17 shows the response from the same velocity model, but broken down into
wavefield approximations in an attempt to better interpret the significance of the synthetic
seismogram.

The effect of the low-velocity layer (Figure 5.16) is quite drastic, and the resultant waveform
fundamentally different to that from the basic model. The dominant phase of the P wavetrain now
shifts to the later part of the P-coda, and has a low frequency reverberatory character. The
amplitude of the earlier P phase, which was dominant in the seismogram from MODOI, is now
suppressed.

The wavefield approximations (Figure 5.17) are of greater signifigance, providing further
insight into the meaning of this effect. The elimination of surface reflections (Figure 5.17b)
causes the dominant late wavetrain to disappear almost completely, leading one to postulate that
this wavetrain is also a reverberatory phase, with the free surface as one boundary of a waveguide.
Figure 5.17c is the response when free surface reflections are included, however the return of this
reflected energy from the "deep" zone, i.e. the region below the subduction interface, is
eliminated. Again the late part of the dominant wavetrain of Figure 5.15a is highly reduced,
suggesting that this wavetrain contains a large proportion of interaction with the layers below the
separation level, most likely the sediment layer in particular. Figure 5.17d - e, in which surface
retlections are included, demonstrate the importance of phase conversions in the dominant
wavetrain. With only P waves at the source and P waves at the receiver, very little energy arrives
after the first 4 seconds, indicating that most of the high-amplitude arrivals consist of mode
conversions between P and S. Figures 5.1e and 5.1f together suggest that P to S conversion is the
more efficient and provides the largest contribution to the dominant phase, which is composed
mainly of S-wave motion. This is in contrast to the model without the low-velocity layer
(MODOL1) in which it was inferred (Figure 5.10) that S to P conversion was the major contributor
to the amplitude of the 2 phase.

Figure 5.18 is a long-range profile (200 - 300 km) of the same velocity model response,
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demonstrating the long distances over which such wavetrains will propagate. The most likely
interpretation is that the low-velocity, subducted sediment layer enhances the efficiency of the
crustal waveguide. The late arrival of the wavetrain, as compared with that of the P phase of
MODOI at the same distance, is probably due to the fact that most of the energy travels as S
waves, since we have seen that P to S conversion is the most effective.

Now it is clear that such effects are not observed in the Weber data set recorded at
Wellington (see Figure 5.1). However, it is interesting to note that a similar kind of wavetrain is
observed for the same Weber aftershocks recorded on National Network stations PUZ and HBZ
along the East Coast of the North Island, north of Hawkes Bay. Figure 5.19 shows the location of
the stations mentioned and the waveforms at these stations from one of the Weber aftershocks.
The waveforms are seen to have the same features as the synthetic ones in the long range profile
at the corresponding distances. Finally, Figure 5.19 also shows, for comparison, the basic model
synthetic seismogram computed at 300 km range, showing the difference between the main
energy arrival times at these distances.

Figure 5.20 shows more data, this time from an earthquake which occurred in Waipawa
(40.0S, 176.8E) on 15 April 1991 (22:25:49 UT) during the Hikurangi Margin refraction
experiment. This earthquake triggered most stations along the line. Its depth was recorded by the
Seismological Observatory at 26.4 km. The map in Figure 5.20 shows the position of some
stations along the refraction line and the seismograms from three of these stations, EO6, EO5 and
EO4. It is seen that the seismograms also appear to have the same P-coda characteristics as in the
synthetic seismograms from MODO2.

It is natural at this stage to question whether one can detect any significant change in the
nature of the synthetic seismogram with a change in the nature of the low velocity layer, in other
words, its thickness and the P-velocity within it. Not enough data are available here to enable
reliable modelling of such features, so, in the following sections, the effect of varying these two
parameters is only briefly investigated. A more detailed analysis of seismograms from East
Coast wavepaths showing such behaviour would be a good topic for further research.

5.7.2 Effect of layer thickness

Figure 5.21 shows the effect of introducing an increasing thickness of a layer with P-
velocity 4.8 km/s, starting from a very thin layer of only 10m, and up to a thickness of 3 km. It
appears that the large amplitudes in the late P-coda do not properly develop unless the low
velocity layer is about 1 km thick. Increasing the thickness of the layer does bring about some
change in the character of the reverberations, but this change is not pronounced enough to
constrain the thickness with any accuracy.

5.7.3 Effect of layer P-velocity
Figure 5.22 investigates the effect of varying the P-velocity within the low-velocity layer. In
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Figures 5.22a through 5.22e, this velocity is increased in steps of 0.4 km/s from 4.0 km/s to 5.6
km/s. Figure 5.22f is the seismogram from MODOI, i. e. with no low-velocity layer. The wave
velocities in the sediment layer appear to be critical in shaping different parts of the seismogram.
In Figure 5.22e, in which the velocity contrast between the layer and the surrounding media is
least, the reverberation characteristics approach those of the seismogram from MODO1 (Figure
22f), while a P-velocity of around 4.8 km/s within the layer produces reverberations most similar
to those observed along the East Coast.

5.7.4 Conclusions

This simple modelling shows that, given enough data, it might be possible to draw
conclusions about the existence and nature of a low-velocity layer on top of the subducted crust.
By simple visual comparison of the synthetic seismograms with the East Coast data shown in
Section 5.7.1, it could be tentatively suggested that the difference in character between the
waveforms for wavepaths along the East Coast and those on moving further inland may well be
explained by the presence or absence of a layer of inverted P-velocity at the top of the subducted
slab. From the synthetic data, a 1 - 3 km thick layer, with P-velocity of 4.8 + 0.4km/s appears to
yield waveforms closest in character to those observed in the limited data available in this study.
The presence of this layer would confirm previous reports of its existence along the East Coast,
but the waveform modelling results may also imply the thinning out, or compaction, of the
subducted sedimentary material as the plate bends down.

Another effect that would be worth studying is the effect of curvature of the slab surface on
the development of the reverberatory wavetrain. The modelling here has necessarily been
confined to a plane slab surface, which is only approximately true in the region under
consideration. Figure 5.17c suggests that a large contribution to the dominant wavetrain comes
from below the slab surface, and therefore a reason for the absence of this wavetrain from the
Weber data set (which represents an off-strike wavepath) might be the interference of the
curvature, albeit slight, with the waveguide effect. On the other hand, if the interpretation of P in
the Weber data set as a crustal waveguide effect is correct, then this does not seem to be adversely
affected by the curvature. This may be because this wave group is more related to reverberations
within the overlying crust itself.

5.8 Effects of other parameters on the synthetic seismogram

The preceeding sections were intended to examine, in some detail, the effects of particular
features of interest within the velocity model for the subducted lithosphere, and to attempt to
establish the presence or absence, and the nature of such features. In the previous models, the
other parameters of the velocity and source model, such as crustal velocities, nature of the source
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and attenuation parameters were kept fixed. It is important to assess the effect of such other
features on the seismogram so that we can be certain of the reality of the conclusions obtained
above.

The number of parameters involved in the whole model is so large as to make it impractical
to explore the full variation of each parameter. In the following sections, therefore, only a few
key features are investigated, and this is done within the bounds of reasonable estimates of these
features and within the bounds established by the results of previous workers. Fortunately, the
parameters which have so far been kept constant have a minimal effect on the nature of the
seismogram.

5.8.1 Source depth, for a source within the overlying crust

Robinson (1994), from travel time inversion, obtains hypocentres in the depth range 5 to 18
km for the 13 May 1990 aftershocks. Keeping the focal mechanism constant, and the source
within the overlying crust, the synthetic seismogram for MODO1 was computed with the source at
depths of 8, 12, 14 and 16 km. This places the 8 km deep source within the 5.5 km/s layer, and
the rest of the sources within the 6.2 km/s layer. The seismograms are shown in Figure 5.23.
There are small differences in the arrival times of the major phases, as well as in the details of the
P group, but such variation is of course observed to a much higher degree in the real data.

5.8.2 Focal mechanism, for a source within the overlying crust

Also following Robinson’s conclusions, a thrust type focal mechanism has been assumed
for the source, with the parameters as given in Section 5.4. The effect of variations in fault plane
and slip parameters was also explored. Figure 5.24 shows some synthetic seismograms for source
models whose parameters vary within a small range around those of the basic source model. The
source depth is 12 km in all cases. The fault plane parameters are printed beside each
seismogram. The differences in the seismograms are negligible, the main change being in the
shape of the direct wave pulse, arriving at reduced time about 7s.

5.8.3 Crustal velocity model

The presence of a low velocity layer at the free surface, representing weathered material,
has already been discussed in Section 5.5. Its effect on the synthetic seismogram was to slightly
increase the efficiency of the reverberatory P phase in the crustal waveguide.

The values of 5.5 km/s and 6.2 km/s for the 2 main crustal layers are consistent with velocity
models for the crust in the North Island arrived at by previous workers (Figure 5.5) and may be
regarded as an average profile for these models. The presence of velocity gradients within these
layers was briefly investigated and found to make no significant difference to the synthetic
waveforms. Figure 5.25 shows the seismogram for the basic model MODOL, and that from a
velocity profile in which the 5.5 km/s layer is replaced by a linear gradient of 0.0824/s. The
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Fig.5.23 Effect of source depth for a source within the overlying
crust, having the same mechanism as has been used thus far with model MODOI.
a)8 km b)I2 km c)l4 km d)16 km deep.

difference in the seismograms is insignificant.

Another crustal feature which was investigated was the presence of a high velocity basal
crustal layer. Such a layer, of P-velocity 6.7 km/s, is present in Chong's (1982) Hawkes Bay
model, and was also modelled in Chapter 3 to fit the apparent velocity of the first arrival by means
of 3-dimensional ray-tracing. The velocity model for such a profile is shown in Figure 5.26,
again with that from MODO1 for comparison. As expected, the presence of a high-velocity layer
at the base of the crust did affect the nature of the P phase, producing a wave group of a lower
frequency and a more oscillatory nature than that from MODOIL. It is difficult to conclude
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Fig. 5. 24 Effect of small changes in the fault plane parameters for a
source at 12 km depth, and using model MODOI.
The parameters are printed beside each trace.

whether such a waveform is more, or less, similar to the real data (Figure 5.1) However, it can be
stated that the presence of such a layer is not incompatible with the observations.

5.8.4 Attenuation
Modelling the P and S attenuation parameters within each layer of the velocity model would

involve a time-consuming study on its own since the combination of a large range of parameters
would need to be investigated. Also the available data do not allow the investigation of variation
of signal amplitude with epicentral distance. This will be better controlled with data such as that
from the Hikurangi Margin refraction experiment.

The extent of attenuation modelling carried out in this section was the division of the whole
profile into 3 regions - the surface weathered layer, the overlying and subducted crust, and the
subducted upper mantle. The term "attenuation parameter”, which may also be called the loss
factor, refers to the quantity Q!, where Q is the quality factor (see Chapter 4, Section 4.10).
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Fig.5.25 Effect of replacing the 5.5 kam/s crustal layer by one
having a linear velocity gradient. The top trace is from MODOI.

Table 5.2 lists the attenuation models examined for profile MODO1, while Figure 5.27 shows the
corresponding synthetic seismograms. It is seen from these seismograms that the major effects of
the attenuation parameters are two: the amplitude of the S-wave train relative to that of the P-
wave train, and the persistence of the high-frequency content within the P-wave train. Again, it is
difficult to arrive at a conclusion about the best attenuation model on the basis of comparison with
this particular data set. The model with very low attenuation (Q,',l = 0.001 , Qg‘ =0.002 ) in all
layers should be discarded as it leads to too high S-wave amplitudes, while that with the highest
attenuation leads to the elimination of the high-frequency content. A model in which the crustal
material has an average attenuation parameter of Qp' =0.002 and Qs'=0.004
(Qp =500, Qs = 250) with the lower mantle possessing very low attenuation appears to be a
reasonably satisfactory working model. Chadwick (1991), in a source parameter/attenuation
study for the Wellington region, arrives at an average value of Qg = 568 =70 for the crustal
material and 1316 * 150 for the upper mantle material. The approach used here cannot be
regarded as a reliable method for modelling attenuation parameters, but only as a rough means of
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establishing some reasonable bounds. The high-frequency content of the first few seconds of the
observed data, however, corresponding to waves propagating mainly within the subducted upper

mantle, do suggest the presence of low attenuation material at that depth, and this is not
inconsistent with the results of waveform modelling.

5.8.5 Events within the subducted lithosphere

As discussed in Chapter 2, the aftershocks of the May 13 event, occurring within the
overlying crust were contemporaneous with the ongoing aftershock sequence of the 19 February
mainshock, which occurred below the subduction interface. According to Robinson, the latter
aftershocks occurred in the depth range 22 - 35 km, and their focal mechanism was averaged by a
normal faulting process on a steeper, 75° dipping fault plane. The synthetic seismograms
resulting from this kind of source were computed so that the effect of this parameter could also be
evaluated. For such a representative source, the following parameters were chosen:

Pr= _1700‘5 =75%2 =270%¢ = 190°
giving a moment tensor of

0.015 0.086 -0.150
0.086 -0.485 -0.853
-0.150 -0.853 -0.500

A source of this type was placed at three different depths within the subducted lithosphere (22, 26
and 32 km), using the same velocity model MODOQI1, resulting in the synthetic seismograms in
Figure 5.28. It is seen that the nature of the seismograms is quite different from those due to a
thrust-type source above the subduction interface, for example Figure 5.23, and also quite

TableS.2 Different attenuation models tested. The attenuation parameter
for S-waves, le was chosen at twice that for P-waves, QE'. The 3 layers in which
Qp' and Qs' are defined refer respectively to (i) the surface weathered layer
(ii) the overlying crust together with the subducted crust down to the 7.6 km/s layer, and
(iii) the subducted upper mantle

MODO01.a0 MODO1.al MODO1.a2 MODO1.a3
Qf.’l Qs-l Q;l le Q};l le Ql.’l le
0.001 0.002 0.01 0.02 0.01 0.02 0.01 0.02

0.001 0.002 0.001 0.002 0.002 0.004 0.004 0.008
0.001 0.002 0.001 0.002 0.001 0.002 0.001 0.002
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Fig. 5.27 Effect of varying the attenuation parameter in the different regions of the lithosphere. The actual
values of the attenuation parameter are listed in Table 5.2. The first trace is displaced for clarity.
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different from the observed data. This suggests that the data set studied here represents
aftershocks from the 13 May event only. This is reasonable in view of the larger incidence of
these shocks on the 13 May 1990, and the ensuing few days.

c It

A I I I I | I | | | | | | I | | | | | I |
00 20 40 60 80 10.012.0 140 160 18.0 20.0 22.0 24.0 26.0 28.0 30.0 32.0 34.0 36.0 38.0 40.0
tme - r/8(s)

Fig.5.28 Synthetic seismograms for a normal faulting source
within the subducted lithosphere at depths of a)22 km b)26 km and c)32 km.
The velocity model is MODOI.
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5.9 Comparison with 3-dimensional ray-tracing results

In Chapter 3, a working velocity model (Figure 3.9) was derived on the basis of fitting the
apparent speed, azimuth and travel time of the first arrival through a 3-d structure, using complete
ray-tracing. It is now intended to reassess the velocity model found in the present chapter, by
adapting it to a 3-dimensional structure, having the subducted slab curvature discussed in Chapter
3. Such a velocity profile will have a high-velocity basal layer in the overlying crust, because,
although this layer is not strictly required by the waveform modelling process, it was found to
explain better the apparent speeds and incident azimuths. A cross-section of the 3-d model is
shown in Figure 5.29, with the source placed at 12 km depth.

Keeping the source and receiver positions identical to those used in Chapter 3 (Section
3.4.2), the CRT program yielded the following values for travel time and apparent velocity at the
station for a first arriving phase propagating through the 8.75 km/s layer:

1=25.485,c =8.61km/s; ¢ =20.15°

This is in good agreement with the observed average values of 25.5s, 8.7 km/s and 16°
obtained from the real data in Chapter 2.
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Fig.5.29 Cross section of 3-d model incorporating velocity features

found by waveform modelling and having the curvature used in Chapter 3. This model
is now used to re-estimate the theoretical apparent velocity of the first-arriving

head wave.
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5.10 Conclusion

A velocity profile can finally be adopted which satisfies the requirements of both the
3-dimensional ray-tracing and of the waveform modelling techniques. This profile is shown as a
1-dimensional approximation in Figure 5.30. This model is to be regarded as an average structure

P-velocity (km/s)
0.0 2.0 4.0 6.0 8.0 10.0
0.0 L T T

-10.0

-20.0 -

-30.0 -

Depth (km)

-40.0

-50.0 2 1

Fig. 5. 30 A final velocity profile satisfying the requirements of both
3-dimensional ray tracing as well as waveform modelling.

Limits of velocity constraints for layers examined in this chapter
shown by shaded regions.
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for the south-eastern part of the North Island. Where some constraint on parameters could be
made through the modelling processes, an indication of the limits of these constraints is given by
the shading on the diagram. Features such as the crustal velocity structure and the P-velocity
below the high- velocity medium, which were not fully investigated in this study are not to be
regarded as uniquely determined but as the fixed values used in the basic model. The velocity
gradients are also quite arbitrary.

Figure 5.31 shows the velocity profile for the case of a low-velocity layer at the top of the
subducted lithosphere, which model might represent the structure further towards the East Coast.

P-velocity (km/s)

0.0 2.0 4.0 6.0 8.0 10.0
0.0 T T T

-10.0

-20.0 -

-30.0 -

Depth (km)
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-50.0 |+

.60.0 1 1 b P 1

Fig. 5.31 Velocity profile for model with a low-velocity subducted layer.
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Chapter 6

Upper Mantle Anisotropy in the South West Pacific Ocean

6.1 Introduction

Velocities of the order of 8.75 km/s, such as those discussed in the previous chapters are not
typical of average oceanic upper mantle materials. Similarly high P-velocities have, however,
been reported in many cases, both "in situ" in oceanic lithosphere (e. g Hales et al, 1970; Sverey
and Yaroshevskay, 1987) as well as in ophiolitic rocks (e. g Christensen and Ramananantoandro,
1971; Baker and Carter, 1972; Boudier and Nicolas, 1985) which are relics of oceanic crust thrust
up to a continental surface. These occurrences will be more fully discussed in the next chapter. It
is, however, necessary here to say that practically all such high velocities are associated with
anisotropic media, and more specifically with the anisotropy of olivine, which is a major
constituent of the oceanic upper mantle. Single-crystal olivine is known to possess a high degree
of P-wave anisotropy with the compressional velocity varying between 7.72 km/s along the slow
axis to 9.89 kmv/s along a perpendicular axis (Verma, 1960). The anisotropy of olivine-rich upper
mantle materials derives from the process whereby olivine crystals align theruselves with their
fast axes parallel to the spreading direction during the formation of new ocean floor at a mid-
ocean ridge (Fuchs, 1977).

The geometry of a subducting plate makes it difficult to investigate the azimuthal variation of
P, velocity withun it. It was thought, however, that it might be useful to look for such a variation
within the stable Pacific plate before it begins to subduct below the Tonga-Kermadec trench and
below the North Island, New Zealand. The only direct investigation of upper mantle P-wave
anisotropy in thi; area was conducted by Shearer and Orcutt (1985) who set up a star-shaped set
of four refractioa profiles, about 100 km long, at a point approximately 1000 km east of the Tonga
trench and 1500 km WSW of Tahiti. The experiment was conducted in oceanic lithosphere
believed to be about 140My old, one of the oldest areas in the Pacific. Their results provided
evidence for upper mantle anisotropy, with the P-velocity varying between 8.5 km/s along a
direction N30°E and 8.0 km/s along a perpendicular axis. The authors infer from these results a
fossil spreading direction of N30°E for this part of the Pacific lithosphere.

A completely different approach to investigating mantle anisotropy was taken by Montagner
and Tanimoto (1991), who used a global data set of Rayleigh and Love wave dispersion to invert
for various seismic parameters (including anisotropy parameters) on a global scale. Their world
map of S-wave azimuthal anisotropy calculated at 100 km depth shows a general N-S direction

129



for the fast axis in the south west Pacific.

In this study a direct approach has been taken, whereby P-wave travel times for a large
number of seismic paths covering the area of interest were analysed for variation with azimuth.
Hypocentre and arrival time data of earthquakes occurring along the Tonga-Kermadec trench and
in the North Island, New Zealand, and recorded at stations NUE (Niue), RAR (Rarotonga) and
CIZ (Chatham Islands) (Figure 6.1) were obtained from the 1.S.C. bullettin for the period 1970 -
1987. The range of travel path directions covered enabled a distinct variation of P-wave velocity
with azimuth of propagation to be detected, thus confirming the probable existence of large-scale
upper mantle P-wave anisotropy in the Pacific plate.

6.2 Data

A study of the same region had been previously carried out by Prasad and Bock (1987) who
analysed P-residuals (observed minus Jeffreys-Bullen predicted travel times) from events in the
Tonga-Kermadec trench recorded at the stations NUE and RAR. They show clearly that,
whereas earthquakes deeper than about 100 km produce P-residuals very close to zero, and with a
remarkably small scatter, shallow events produce negative P-residuals varying widely from O to
-16s. The authors used ray-tracing to model their results in terms of a high-velocity lid, of
average P-velocity 8.3 km/s, in the uppermost mantle below the Pacific ocean crust. Whereas the
first arriving waves from the deep earthquakes travel for most of their paths through the normal
mantle, those from shallow earthquakes are mostly "guided" through the lid.

Prasad and Bock did not, however, attempt to explain the wide scatter in the residuals. In the
present study, these authors’ analysis is taken further by (a) using a larger data set, (b) using an
extra recording station (CIZ) providing wider azimuthal coverage and (c) exploring whether there
exists a systematic variation of the shallow earthquake residuals with azimuth of propagation.

Data was obtained from the 1.S.C. Bulletin compiled on compact disc (ISC Bulletin Data
Base contained on the Hypocenter Associated Data CD-ROM, USGS/NEIC)) for the period 1
January 1970 to 31 August 1987. The seismic region selected was the whole of the Tonga-
Kermadec trench system and the North Island of New Zealand (latitude range 14°S to 42°S) and
the recording stations were NUE, RAR and CIZ (Figure 6.1). The lower limit of 42°S ensured
that propagation paths did not include the Chatham Rise and Campbell Plateau, which are
believed to consist of crust type different from the Pacific ocean crust further north.

Figure 6.2 shows the variation of P-residuals (as given in the 1.S.C. bullettin) versus source
depth obtained in this study. The graph exhibits the same characteristics as those of Prasad and
Bock’s data set, namely that earthquakes deeper than about 100 km produce near-zero residuals at
all stations, while the shallow events yield negative residuals with a high degree of variability.
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Fig. 6.1 Events and stations selected for this study. Epicentres shown are for shallow (< 100km) events.
The period covered is 1 January 1970 to 31 August 1987.
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This plot justified the selection of only those events shallower than 100 km for investigation. No
attempt was made at relocating the hypocentres, but events whose depths were constrained were
not selected. In addition, so as to deal with the better located events, a further restriction was
made by choosing earthquakes recorded at more than 100 stations worldwide. This number was,
however, reduced to 50 in the case of events in the North Island, New Zealand, to compensate for
the smaller number of large magnitude earthquakes in that region, and maintain a good coverage.
The total number of events thus selected was 1187. The body wave magnitudes of these events
varied between 4.5 and 6.7. Further checks with the 1.S.C. bulletins showed that about 65% of
the selected events had more accurate focal depth calculations based on pP-P intervals, and where
these differed from those calculated only from P phases, the difference in focal depth rarely
exceeded SO km, or placed the source much below the 100 km depth.

The azimuth and latitude ranges covered by the three stations is depicted in Figure 6.3. The
azimuth is measured from epicentre to station, clockwise from North. For reasons to be discussed

15.0 1

10.0 4 o °

P-residual (s)

-20.0 1 *

-25.0 T T T T T T T T T -

250 300 350 400 450 500
depth (km)

Fig. 6.2 P-residuals for all depths.
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later in this section, the coverage shown is restricted to paths whose distance does not exceed 17°.
The available azimuth is thus limited slightly, extending from 30° to 180°. important as it means
that effects at one particular propagation azimuth are not attributable to one given station or
source region. The marked reduction in the number of events at about 26°S is correlated with the

lack of seismicity at that latitude within the Tonga-Kermadec trench, and similarly for the gap at
34 - 36°S.

Figure 6.4 is a graph of travel time against distance, reduced at 8.00 km/s, for all available
data after the selection process described above. Also shown in the figure are the JB travel time
curves (Jeffreys & Bullen, 1967) for source depths in the relevant range. It is seen that for paths
longer than about 1900 km, or 17°, the travel times coincide well with the JB times,
corresponding at these distances to first-arriving diving waves bottoming deeper than 400 km.
For shorter paths, the first arrivals are generally earlier than the JB times, and are best explained
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Fig.6.3 Azimuth and latitude coverage by CIZ, NUE and RAR
for path lengths shorter than 17°.
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as "guided” through a high-velocity lid. This effect was modelled by Prasad and Bock, using a
100 km-thick lid of velocity 8.3 km/s. Barazangi et al (1972) have also shown that the
suboceanic lithosphere east of the Tonga trench, together with the subducted slab west of the
trench, acts as an efficient wave-guide, capable of propagating waves to distances greater than
14°. This lithosphere is underlain by a low-velocity asthenosphere, so that for the ray paths
considered here, waves propagating through the "lid" would arrive before the diving waves
through the asthenosphere. Regan and Anderson (1984), by inversion of surface wave data, arrive
at generalized models of the oceanic lithosphere having an approximately 50 km-thick,
anisotropic lid, of mean P velocity 8.3 km/s, in the case of old Pacific crust. While not attempting
to model the thickness and structure of such a lid in this region, the existence of anisotropy within
it is here investigated. Thus, using the graph of Figure 6.4, only those paths were selected whose
length was shorter than 17°. This further selection left a total of 926 suitable individual
observations in the data set.
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Fig.6.4 Reduced travel time plot for all path lengths, and
for shallow (< 100 km) events.
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6.3 Azimuthal Dependence of P-residuals and P-velocities

Figure 6.5 shows the variation of P-residuals (observed - JB travel times) with azimuth for

path lengths shorter than 17°. A variation of the residuals with azimuth is indicated, but a large
scatter still exists. Errors in hypocentre location, origin time and seismogram reading partly
account for the scatter. Subduction zone earthquakes may be mislocated by several tens of
kilometres (Ansell,1978). Therefore it is possible that some of the deepest events in the data set
actually belong to the class of earthquakes deeper than 100 km, which produce small, or zero, P-
residuals, although, as discussed in the previous section, this should account for only a small

percentage of the scatter.

An interesting observation, which does account for much of the scatter, is that from any one

azimuth, there is a general increase of the magnitude of the residuals with earthquake depth
within the 0-100 km depth range. This trend can be seen in Figure 6.2 for the whole data set, but
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Fig. 6. SVariation of P-residual with propagation azimuth for events in the
selected data set. Different stations are represented by different symbols.
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is also reflected in the variation of average path velocity with source depth, and will be referred to
again later on. In spite of the scatter however, there is a clear overall trend in Figure 6.5, with the
magnitude of residuals decreasing towards larger azimuths.

A better way of investigating anisotropy was to plot P-velocities directly. This avoided the
dependence of residuals on distance travelled and on standard travel time tables. Given that the
path lengths were more than 300 km long, and that, in general, the sources were presumably close
to the surface of, or within the subducted slab (Mitronovas et al,1969), it is reasonable to assume
that the first-arriving waves travelled for most of their path along the high velocity lid, and
therefore that the average velocity (distance/travel time) would be close to the propagation
velocity within the lid. However, it was decided to apply a static correction to the receiver end of
the paths, although this must be considered as a very imprecise approximation. CIZ is known to
lie above a thick crust (17 - 23 km) (Adams, 1962), in an area where the water depth is less than
1000m. The crust east of Tonga trench, on the other hand, is reported by Raitt et al (1955) to
have a normal oceanic thickness of about 12 km, and modelled by Shearer and Orcutt (1985) as
being 8 km thick. The islands of Niue and Rarotonga rise from a water depth of about 5000m. It
was thus decided to apply an average correction for 20 km of crust, having a mean P-velocity of
6.5 km/s, below CIZ, and 15 km below NUE and RAR.

Figure 6.6 shows all the velocity values obtained, using different symbols for the different
stations. The larger, solid symbols are the corresponding averages for the respective stations
computed at 10° intervals. NUE shows by far the widest scatter of points. This is
understandable in view of its proximity to the trench, especially for large azimuths, which
correspond to the shortest distances in the data set. At these distances, errors in origin time,
spatial location, phase reading as well as the static correction applied have a large influence on
the simple velocity estimate made here. An error of 2s in origin time, for instance, would
produce a 0.4 km/s change in the velocity at a distance of 300 km, but of less than 0.1 km/s at a
distance of 1500 km, as in the case of RAR. Bock (1981) accurately relocated a number of
earthquakes in the Tonga region, and for the shallow ones his origin times are an average of 0.6s
earlier than the 1.S.C. times, with some differences as large as 2s. Some improvement to the
NUE points was made by further selecting only those picks which were classified as iP, thus
reducing the uncertainty in travel time.

Apart from the irregular scatter of NUE, however, there also exists a systematic variation of
the average P velocity with source depth, in correspondence with the variation of residuals
previously referred to. As an example, Figure 6.7 shows the velocities measured at RAR from the
narrow azimuth range 80 — 90°. The variation in measured velocity is hard to explain in terms of
location and observational errors, and is observed for all 3 stations, for most azimuths, except for
those corresponding to events at the northernmost end of the trench. The increase in velocity
with source depth, is larger than that predicted by the JB travel times for the direct P-wave at the
corresponding distances. It is conceivable that some kind of velocity structure within the lid may
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be responsible for this effect, however no rigorous attempt at modelling or explaining it has been
made in this study. For the purpose of investigating azimuthal variations in velocity, it is
sufficient to recognize the dominant trend over the whole azimuth range, and to accept that the
source depth effect is partly responsible for the observed scatter. The linearity of the variation
implies that taking the average velocity at a given azimuth, as discussed below, is approximately
equivalent to reducing the data to a source of average depth. For the whole data set, this is around

40 km.

Figure 6.8 shows the average velocities for all data points, computed at 5° intervals.
Assuming that the variation is due to anisotropy in the upper mantle, the points are expected to lie
on a sinusoid, with the maximum and minimum values 90° apart. Following Backus (1965),

Fig. 6. 6P-velocity, as measured at the three stations.
Symbols as in Fig.6.5. Large, solid symbols are
averages at individual stations at 10° intervals.

weak anisotropy (< 10%) leads to a variation of velocity with azimuth of the form
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Fig. 6. 7Velocities measured at RAR from events in the
azimuth range 80 — 90°, showing dependence on source depth. The
line of least-squares fit has the equation v = 8.05 + 0.0053d.

v =v,+ Asin2¢ + Bcos2¢ + Csind¢ + Dcos4¢ -(6.1)

where v, is the average velocity, v is the velocity along a propagation azimuth ¢, and A, B, C and
D are constants related to the elastic constants of the medium. For oceanic anisotropy, the
coefficients C and D are generally much smaller than A and B, and were dropped in this case.
Thus, an equation of the form

v=yv,+ Acos2¢ + Bcos2¢ ...(6.2)

was fitted by a least-squares method, which yielded the solid curve in Figure 6.9.
For this curve, the constants of equation (2) are: v, = 8.08 km/s, A = 0.242 km/s and B = -0.150
km/s and the velocity v may be written as

v=28.08+0.285cos(2¢ — 124) £0.06

This is equivalent to a velocity maximum of 8.37 km/s at an azimuth of N62°E, and a minimum
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Fig. 6.8Mean P-velocity calculated at 5° intervals (square symbols)

and associated standard deviation of the data scatter. The solid curve

is the least-squares best-fit sinusoid. Numbered solid circles represent
previous measurements of P-velocity in the same area - (1) Raitt et al
(1955), east of Tonga trench; (2) Shearer and Orcutt (1985) near Niue

(fast axis); (3) Shearer and Orcutt (1985) near Niue (slow axis);

(4) This study, average interval velocity between NUE and RAR; (5) Haines
(1979), mean P, velocity from North Island, New Zealand to CIZ

of 7.80 km/s at N152°E, an anisotropy of approximately 7 %.
Figure 6.9 represents the same data as Figure 6.8, but divided into the depth ranges 0-50 km
and 50-100 km. The source depth effect is clearly visible.

A further calculation was carried out using events on the Tonga trench which were
approximately collinear with the NUE-RAR line and computing the interval velocity from the
arrival time difference between the two stations. Such a value is much less influenced by
mislocations and origin time errors, and thus should be more truly representative of the P-
velocity along that direction. The average value yielded by this calculation was 8.20+0. 11 km/s
at an average azimuth of 108°. However, within this data set, the average interval velocity for
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source depths less than 50 km was 8. 15+ 0. 12 km/s, while for depths between 50 and 100 km,
the average velocity was 8.25+0.12 km/s. The value of 8.20 kmv/s is larger than the value of

8.07 km/s predicted by the least-squares curve but is within the scatter of the single-station
velocity data at this azimuth.
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Fig. 6.9As Figure 6.8, but events are grouped into 0 - 50 km and
50 - 100 km depth ranges. Open circles are the velocities from the shallow sources;
filled circles are the velocities from the deeper sources.
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6.4 Implications and Discussion

The variation of average P-velocity with azimuth in Figure 6.8 appears to be reasonably
consistent with a sinusoidal variation, and hence with the existence of anisotropy in the upper
mantle. Admittedly, the area and azimuths covered by paths to CIZ do not overlap to any great
extent with those covered by paths to NUE and RAR. In addition, the upper mantle between CIZ
and the North Island, New Zealand is possibly different in character from that further north, being
overlain by "thickened crust”, intermediate between the Pacific oceanic crust to the north, and the
more continental-like crust of the Chatham Rise to the south. Therefore one cannot totally
exclude the possibility that the observations are partly due to lateral variation within the Pacific
lithosphere over the area covered. However, this applies only to azimuths larger than 140°. The
azimuth range covered by NUE and RAR samples a common block of lithosphere and still
reveals a distinct variation of velocity with propagation azimuth.

It is not possible from this data to further resolve the depth within the upper mantle at which
the anisotropy exists. The scatter of velocities at most azimuths has been partly identified with a
systematic variation of the average path velocity with source depth. This is a very interesting
observation which, on further investigation, should yield more information on the detailed
structure, and therefore warrants further study.

The velocity variation obtained in this study is consistent with previous observations in this
area. Some of these are plotted on Figure 6.8 for comparison. The observations which have been
included here are restricted to measurements made on the pre-subducted, horizontal Pacific plate.
Measurements of P-velocity made directly along strike of the Tonga - Kermadec trench typically
yield even higher velocities, of the order of 8.4 km/s (e. g. Ansell and Gubbins, 1985; Aggarwal
et al,1972). The direction of maximum velocity obtained here (N60°E) is different from that of
Shearer and Orcutt (1985) who found it to be closer to N30°E. The experiment of Shearer and
Orcutt, however. was confined to a limited area, as opposed to the much larger extent represented
by the present results. The value of 7% for the degree of anisotropy is very close to that of
Shearer and Orcutt, as well as to the value of 8% found near Hawaii by Morris et al (1969).
Taken together, the results point to a fossil spreading direction in a general south-westerly
direction, as opposed to the present north-westerly direction of transport of the south west Pacific
plate. Such a difference in directions has also been observed by Montagner and Tanimoto (1991).
The authors find, for example, that the azimuthal anisotropy of shear waves in the upper 100 km
of the Pacific ocean is different from that deeper down. They associate the shallow anisotropy
with fossil sea-floor spreading, and the deeper one with present day plate motion.

The possible relationship between the high velocities found within the subducted plate below
New Zealand, and the anisotropic upper mantle in the stable Pacific lithosphere will be discussed
in the next and final chapter.
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Chapter 7

Summary and Discussion of Results

7.1 Main Results

The main results that have emerged from this study are:

(i) Material characterised by high seismic P-wave velocities, 8.75 + 0.10 kmV/s, exists within
the subducted Pacific lithosphere below the North Island, New Zealand. These velocities were
calculated by inverting array arrival times from a number of P, pulses from a shallow aftershock
sequence (Weber data set) to solve for wavefront speed and azimuth. The apparent velocity of the
wavefront was 8.7 £ 0.1 km/s. The value of 8.75 km/s for the refractor velocity was arrived at
after taking into account the geometry of the slab through which the waves travel.

As a result of the above inversion, the off-azimuth incidence of P-waves travelling almost
along strike of the subducted slab and undergoing lateral refraction off the slab before arriving at
Wellington has been clearly demonstrated. Both the wavefront speed and azimuth have been
shown to be sensitive to the exact nature of the curvature of the slab. This effect was modelled
using 3-dimensional ray tracing. The plate geometry proposed by Ansell and Bannister (1991),
which incorporates a slight updip component along strike, has been found to account
satisfactorily for the observations. Using this geometry, a lower inherent refractor velocity is
required to explain the observed P, wavefront characteristics, compared with a plane, or regular
cylindrical slab, which would necessitate P-wave velocities of at least 8.9 km/s within the upper
mantle.

(if) The major characteristics of the waveforms have been satisfactorily modelled using
synthetic seismograms generated by a reflectivity technique (Kennett, 1983). These waveforms
have been produced by waves travelling almost along strike of the gently dipping subducted slab,
and therefore the approximation of horizontal layering has been made. They have been shown to
be consistent with a layered upper mantle containing approximately 6 £ 2 km of high velocity
material at depths of 18 - 20 km below the surface of the subducted slab, underlying an 8.2 £ 0.2
km/s uppermost mantle. The simple, distinct, P, pulse propagates through this layer, and the high
frequency signal immediately following P, propagates through the overlying layers as a sequence
of reflections and refractions. Large amplitude, lower frequency second arrivals, dominating the
P-wavetrain of most seismograms, have been modelled as reverberatory phases in a crustal
waveguide.

(iii) The waveform modelling has shown that a layer of low-velocity material separating the
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Fig.7.1 Zonation of the oceanic lithosphere (Ringwood, 1982)

The basaltic crust itself acquires a layered structure during cooling of the newly extruded
magma. Deep sea drilling, as well as measurements of seismic velocities from reflection and
refraction surveying, have generally revealed the oceanic crust to be composed of 3 main layers -
a sediment layer, a basalt layer and a transitional layer composed mainly of gabbro (Coleman,
1971; Suyehiro, 1988). Figure 7.2, taken from Hsu (1987), shows one interpretation of the ocean
crust layering.

A review of seismic velocity structure of ocean lithosphere in various regions of the world is
given in Suyehiro (1988). In this review it is shown that the average P-velocity below the Moho
in oceanic regions is about 8.2 + 0.2 km/s. P-velocities weil in excess of this value have been
reported, however, in several places around the world, as will be described later in this chapter.
The possible explanations for the high velocities found in this study are now discussed.
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7.2.2 Eclogite and olivine as candidates for high P-velocities

The subduction of oceanic lithosphere at a convergent plate boundary, such as the Tonga-
Kermadec trench system, brings about large changes in the conditions of temperature and
pressure and in the ambient stress field. One effect of these changes is that they give rise to phase
transformations of the various minerals making up the oceanic crust and mantle. A good review
of such processes is given in Ringwood (1976, 1982). The first major transformation that occurs
on subduction is that basalt in the oceanic crust transforms to eclogite at depths of about 80 km
(Ringwood, 1982). Eclogite contains a high percentage of the mineral garnet (up to 51%)
(Anderson, 1979) which accounts for its high seismic velocities and density. The proportion of
garnet continues to increase with depth, corresponding to the increase in pressure. The
harzburgite (olivine + OPX + trace garnet) making up the upper mantle, on the other hand, does
not begin to transform to its high pressure equivalents before depths of about 350 km.

One candidate that might account for high seismic velocities within a subducted plate at

Layer la Sedmnent
0.5 km Layer 22 Pillow and sheet lava flows
1.5km Layer 2b Dikes
Gabbro
5 km
Layer3
Layered gabbros
Seismic Moho
Petrological Moho
Upper mantle
Layer4

Fig.7.2 Layering of the ocean crust (Hsu, 1987)
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relatively shallow depths would then be eclogite. Gubbins and Snieder (1991), from observations
of fast, high frequency precursory P-waves travelling down the subducted Pacific plate below the
Tonga-Kermadec trench, infer the presence of eclogite at quite shallow depths. Although this
depth is not explicitly stated in the paper, they infer from their waveform modelling that a thin,
high velocity "lid" (approximately 8.4 km/s), of thickness 6 - 12 km, should exist within the
subducted lithosphere, probably bounded by velocity gradients, and that this lid must be present
at depths shallower than 80 km. They attribute the high velocity to the basalt - eclogite transition,
favouring this hypothesis mainly because of the similarity in thickness of the lid to the thickness
of the basaltic oceanic crust. Hori (1990), analysing secondary P and S phases, concludes that the
basalt - eclogite transition within the subducting Philippine Sea plate beneath Japan takes place at
a minimum depth of 60 km.

However, in the case of the slab below the eastern North Island, New Zealand, where the
present study was made, it is highly unlikely that the basalt - eclogite transition has begun to take
place as the slab descends in this region at a low angle and hence remains shallow. Even if
eclogite were to be present, it would not exhibit velocities greater than about 8.5 km/s. The P-
velocity in eclogite is strongly related to the proportion of garnet present, since garnet has a P-
velocity close to 9.0 km/s (Babuska, 1981). Anderson (1979) lists some measured velocities of
mantle minerals of varying composition. From these data, a P-velocity in eclogite of 8.75 km/s
would require that the eclogite be composed almost entirely of garnet. In fact, average velocities
of this order are reached within the mantle at depths of around 350 km, where garnet is a major
component.

Another reason for discounting eclogite as the source of the high velocities is that the
modelling, both of arrival times and of waveforms, requires the high velocity material to be
deeper than the subducted Pacific crust (Section 5.6), and therefore we are dealing with a mantle,
rather than an oceanic crust effect.

The other, more likely candidate for producing seismic velocities of the order of 8.75 km/s is
olivine. The mean compressional wave velocity quoted for olivine is 8.48 km/s at 10> kbar
(Christensen and Ramananantoandro, 1971; Anderson, 1979). However the most important
characteristic of this mineral is its high degree of seismic velocity anisotropy, especially for
compressional waves.

The classical measurements in the laboratory of P-wave velocities in single olivine crystals
were carried out by Verma (1960). These measurements show a variation in P-wave velocity
from 7.72 km/s along the slow (crystallographic [010]) axis, to 9.89 km/s along the fast
(crystallographic [100]) axis, an anisotropy of 24% (Figure 7.3). The P-wave velocity along the
intermediate axis is 8.43 km/s. Similarly, OPX demonstrates compressional wave velocity
anisotropy of around 16%, with its velocity maximum reaching 8.25 km/s (Nicolas and
Christensen, 1987).

Nevertheless, in a rock containing olivine, one would not expect to measure anisotropy
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Fig.7.3 Compressional wave velocities along crystallographic axes of olivine

unless some mechanism existed that allowed a considerable degree of alignment of the fast axes
of individual crystals. One such mechanism was proposed by Hess (1964) - the plastic flow of
spreading material in the vicinity of ocean ridges aligns the olivine (010) slip planes in the upper
mantle minerals perpendicular to the ridge axis and parallel to transform faults. Since the
maximum P-wave velocity in single crystals coincides with the dominant slip axis, then the "fast"
direction in olivine aggregate rocks is directly equated with the flow direction. Other studies of
such mechanisms include those of Forsyth (1977), Fuchs (1977) and Nicolas and Christensen
(1987).

The degree of anisotropy in upper mantle rocks, as well as the values of (Vp),m and (Vp),,,,~n
will be determined by both the proportions of olivine and OPX (Crampin and Bamford, 1977), as
well as by the ductility, hence the degree of alignment of the rock. The strongest anisotropy (and
consequently the largest P-velocities) is expected in dunites and harzburgites, which contain 95%
and 75% olivine respectively (Nicolas and Christensen, 1987). Analysis of ophiolites and core
samples has revealed that dunites and harzburgites make up the major part of the upper mantle
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below the Moho discontinuity (Nicolas et al, 1980) and that in this layer their strain is very high.
Several studies have been carried out on mantle rocks in the form of ophiolites to confirm the
postulate that single crystal anisotropy should lead to whole rock anisotropy via the spreading
process. Some examples of these studies are those of Birch (1960), Christensen and
Ramananantoandro (1971), Baker and Carter (1972), Christensen and Salisbury (1979), Boudier
and Nicolas (1985) and Babuska (1981), in all of which studies, P-velocity anisotropy was
reported and shown to be consistent with the theory of olivine alignment being parallel to
spreading directions. Christensen and Ramananantoandro (1971) measured compressional wave
velocities as high as 9.15 km/s in naturally occurring dunite samples at 10.0 kbar along the fast
axis.

"In situ” measurements of P-velocities as high as 8.9 km/s in the upper mantle, both in the
context of upper mantle anisotropy as well as single measurements, have been recorded in the
literature. Example are those of Den er al (1969), Hales et al (1970), Shimamura and Asada
(1976), Asada et al (1983) and Sverev and Yaroshevskay (1987) for oceanic regions. Many
researchers have come to the conclusion that the observed high P, velocities are hard to explain in
terms of average P-velocities of normal mantle-forming minerals, even with eclogite. They can
only be justified if the P-velocity anisotropy of olivine is taken into account (Carter et al, 1972;
Fuchs, 1977; Crampin and Bamford, 1977).

7.2.3 Likely mechanisms for the generation of high P-velocities in the subducted slab

The most likely explanation for the 8.75 km/s P-wave velocity found at relatively shallow
depth below the North Island, New Zealand, is then that we are dealing with an anisotropic layer,
within an olivine rich peridotite, with the fast axis being aligned along strike of the subducted
slab. There remain, however, some important questions to be answered.

The Pacific plate, before it subducts, has been shown to have an anisotropic upper mantle
(Chapter 6), with the fast axis being aligned approximately N60°E and a maximum P-velocity of
8.37 km/s. The strike of the subducting Pacific plate below the North Island, on the other hand, is
N45°E. If we are to assume that the value of 8.75 km/s, along strike of the slab, is the maximum
P-velocity in an anisotropic medium, and that this medium is continuous with that of the Pacific
ocean, there is a discrepancy both in the direction as well as in maximum velocity between the
stable part of the plate and that which has begun to subduct. We must therefore think about the
relationship between the anisotropic layers in the two environments.

Are we looking at the same phenomenon in both cases, or does the anisotropy in the
different areas have a different origin? Does it occur within the same medium? Is the anisotropic
layer in the two regions at different depths below the surface of the oceanic plate? Is the
anisotropy in the upper mantle of the stable plate conserved on subduction, or does some process
of crystal reorganisation take place in response to the new stress field?

Not all of these questions can be answered because the data and techniques described in
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Chapter 6 to measure the variation of P, velocity with azimuth do not allow the depth of the
anisotropic layer to be inferred. It is, however, worth investigating the ways in which the physical
conditions and changes at a subduction zone may affect the anisotropy of the upper mantle.

A plausible hypothesis is that the existing anisotropy within the Pacific ocean plate is
modified and possibly enhanced by the changing stress field encountered by the plate during the
initial stages of subduction. Justification of this hypothesis would require knowledge about the
following physical conditions and processes: a) the stress distribution within the subducted plate
in the region of interest, and the approximate temperature and pressure conditions; b) the
behaviour of olivine, already in a state of alignment, in response to a changing stress pattern and
changing temperature/pressure conditions.

The knowledge of the stress distribution within the plate beneath the North Island is not very
well known at depth. From focal mechanisms of earthquakes within the slab, as described in
Chapter 1, it appears that, at least below the Hawkes Bay region, the stress field changes from
downdip tension in the upper (convex) part of the slab resulting from slab pull, to downdip
compression in the lower (concave) part (Bannister, 1988). This state of stress is consistent with
the results of Chapple and Forsyth (1979) about the relation between bending stresses, strain
released by earthquakes and the rheology of the plate. In order to best explain both the
topography of the outer rise as well as the relative numbers of tensional and compressional
earthquakes within subducting slabs, the authors model the plate as a 2-layer elastic - perfectly
plastic slab, in which the yield stress of the upper layer is smaller than that of the lower layer. In
this model the bending stress with depth varies as shown in Figure 7.4, changing over from
downdip tension to downdip compression at a neutral surface around 33 km deep. The depth of
the neutral surface is subject to the amount of regional stress.

The state of stress within the plate in this region of New Zealand may also be affected by the
fact that, immediately south of the area of interest, the subduction is interrupted by the presence
of the continental-like crust of the Chatham Rise. Another factor that should affect the stress
pattern with depth is the right lateral shear component between the Pacific and Australian plates
which is evident at the surface. The directions of the principal axes of stress at a given depth
within the subducted slab should be a result of these, and other, regional stress patterns.

It is proposed here, that at the depth of 36 - S0 km (18 - 32 km below the slab surface) in
which the high velocities are inferred to exist, the downdip compression induces olivine
alignment along strike. This depth is consistent with Chapple and Forsyth’s estimate of 33 km
for the neutral surface below which, the state of stress reverses to downdip compression. It is also
consistent with Bannister’s estimate of a 10 - 12 km thick layer at the top of the subducted slab in
which normal faulting due to downdip tension prevails. In his data set chosen for focal
mechanism determination, the events within the slab that result from downdip tension have a
maximum depth of 33 km. The depth range for anisotropic structure also agrees with the results

of Nishimura and Forsyth (1989) who, by anisotropic inversion of surface wave data conclude
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Fig.7.4 Bending stress with depth below sea level within a
subducting slab (Chapple and Forsyth, 1979). The plot represents a vertical
cross section through the slab at approximately 30km landward from the trench.

that, in regions of the Pacific older than 80 My (such as the subducting plate below New
Zealand), azimuthal anisotropy is confined to depths shallower than 50 km.

The general orientation of the fast P-velocity axis of upper mantle olivine normal to a
spreading ridge axis is usually considered to be a "frozen-in" feature, and in fact utilized to infer
fossil sea-floor spreading directions. This is probably true for the upper mantle within stable
oceanic lithosphere in which the oriented olivine grains drift passively with the plate, but the
stress encountered on subduction may produce new effects.

The deformation of olivine and OPX both as single crystals as well as grains within mantle
mineral aggregates under various physical conditions has been studied experimentally and even
numerically (e. g. Ave’Lallement and Carter, 1970; Carter and Ave’Lallement, 1970; Carter et al,
1972; Durham and Goetze, 1977; Wenk et al, 1991; Bai and Kohlstedt, 1992). The knowledge
of such deformation is important in the study of the rheological behaviour of the upper mantle.
The experiments of Ave'Lallement and Carter, in particular, have concentrated on the behaviour
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of olivine grains in naturally occurring dunite samples under a range of conditions of temperature,
pressure and strain rate. They showed that, above a temperature of about 500°C recrystallization
of dunite takes place by formation of new grains whose orientation is controlled by the stress
field. New grain boundaries advance into old ones until the whole medium consists of grains that
are favourably oriented with respect to the stress. The favoured orientation is with the minimum
velocity (010) axis parallel to oy, the direction of maximum compression. At low rates of
deformation (in the order of 107'4, as expected in nature), this process may take place at
temperatures of about 500°C and over. The authors claim that syntectonic recrystallization may
dominate over plastic flow as a mode of deformation. Fuchs (1987), from studying P, anisotropy
in continental lithosphere, notes that the olivine alignment is a recent process, responding to
crustal shear. Relationships between anisotropy directions and the present crustal stress field have
been found in Southern Germany.

Experiments concentrating on the plastic flow mechanism of olivine also yield similar results
( e. g. Babuska, 1981; Nicolas and Christensen, 1987). The numerical simulations of the plastic
flow of peridotite (Wenk et al, 1991) predict olivine (010) (slow) axes aligning with the direction
of shortening, normal to the compression axis (Figure 7.5).

Other experiments have also shown that the alignment of olivine and OPX is facilitated by
an increase in the ductility of the material, which in turn depends on temperature and pressure
conditions as well as on the presence of water. Dunite at low temperatures is difficult to deform,
but at high temperatures it flows easily (Chapple and Forsyth, 1979). Bean and Jacob (1991)
propose that the formation of anisotropic layers within the lithosphere (including continental
lithosphere) is a result of a "shear heating" mechanism. They argue that shear stresses in the
lithosphere generate enough heat which, after leaking into surrounding material, increases its
ductility and its susceptibility to preferred crystalline alignment by the ambient stress field.

Within a subducting plate, Chapple and Forsyth (1979) note that mechanisms of earthquakes
in the 40 - 50 km depth range within subducted slabs are difficult to explain in terms of frictional
sliding on a fault, according to their rheological model of the bending plate. In this depth range
the maximum compressive stress is almost horizontal and the minimum compressive stress is
approximately vertical and equal to about 15 kbar (the overburden pressure). This would require ,
they argue, stress differences of about 34 kbar to cause failure, and this is difficult to achieve with
their model. They thus propose that the most likely mechanism in this depth range is "some sort
of material instability in the plastic regime, a zone of concentrated strain softening”. This
mechanism is referred to as "ductile faulting" by Post (1977). It is interesting to observe that this
depth coincides well with the depth of the high velocity material found in this study, hinting at the
possibility of a correlation between this ductility and P-wave anisotropy.

The conditions of temperature, pressure and water content with depth within the subducted
slab below New Zealand are less well known. The temperatures in old oceanic lithosphere at
depths of around 40 km would lie in the range 400 - 600°C (Chapple and Forsyth, 1979; Hales,
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Fig.7.5 Results of numerical simulation of the orientation of
olivine grains under axial compression along the 001 axis (Wenk et al, 1991)

1991). Moreover, Bean and Jacob (1991) estimate that a relative velocity of 2 cm/year between
sliding blocks would result in a temperature rise of about 250°C at 45 km depth, a condition that
would apply at a subduction zone.

The formation of anisotropic layers within the upper mantle need not then be confined to the
regions of mid-ocean ridges, and the "frozen-in" state within the oceanic upper mantle, but may
be a more dynamic phenomenon, responding to a changing stress pattern such as that within a
subduction zone. It is proposed here that the combination of stress, temperature and pressure
conditions at about 35 - 50 km depth is favourable for the realignment of olivine crystals within
the plane of the Pacific upper mantle along strike of the plate in response to the downdip
compression. The discrepancy between the magnitude of (Vp)max (8.37 km/s ) in the stable
Pacific plate and that in the downgoing slab (8.75 km/s) may be tentatively explained by an
enhancement in the alignment of olivine grains as a result of the change in stress field, and/or by
the increase in pressure. The overburden pressure alone on a subducting plate at about 30 km
below the surface is calculated to be about 10 kbar (Chapple and Forsyth, 1979). In the

153



experiments of Christensen and Ramananantoandro (1971) on samples of dunite, the P-velocity
along the fast axis in one sample increased from 8.568 km/s at 1 kbar to 8.762 km/s at 10 kbar,
and in another sample from 8.939 km/s to 9.150 km/s at the same pressures. Thus, velocities of
8.75 km/s within oceanic upper mantle at a depth of 36 km are not unlikely to occur.

7.3 Discussion of the velocity profile

The modelling of whole waveforms carried out in this study has not been exhaustive, and
there is scope for much wider and deeper investigation, even with the same data. However, it has
been shown from the results that this method can be a powerful tool for revealing some special
velocity structures. With the right data, and with complementary techniques, such as 2 and
3-dimensional ray tracing, it provides extra constraints on structures.

The focus of waveform modelling in this study has been on the subducted upper mantle
structure, and on the presence, or otherwise, of a low velocity layer at the top of the subducted
plate. Although the modelling did not strictly distinguish between an 8.75 km/s half space and an
8.75 kmV/s layer, the presence of a layer is assumed. This is reasonable when we consider that the
pre-existing anisotropy in the Pacific plate is confined to a layer, and that the stress, temperature
and pressure conditions that favour enhanced, along-strike olivine alignment within the slab
probably only occur within a limited depth range.

The process of wave propagation within the "thin" high velocity layer has not been
mathematically treated. From the modelling carried out, it appears that the P, pulse and high
frequency Py phase can be adequately explained for this data set in terms of propagation through
a layered structure around the 8.75 km/s layer. A problem with the data is that the epicentral
distance is too small for enough separation of the initial phases to be observed, and also that it
represents only one point in the propagation. The long-range synthetic profile (Figure 5.7) shows
the high frequency phase to have an apparent velocity of approximately 8.0 km/s. This apparent
velocity could not be confirmed from the data as was done for P, because the coherency of the
signal across the array broke down too rapidly after the first arrival for the purpose of measuring
very small differences in arrival time. If a long range data set is available with these phases
evident, then such a measurement would be useful for confirming the mode of propagation. A
high-velocity layer would be an inefficient waveguide because energy is refracted out of the layer,
as opposed to a low-velocity layer. This is consistent with the result that the phase following P, is
associated with the overlying layers rather than with the high velocity layer itself.

Sereno and Orcutt (1985) have studied oceanic P, phases in the Pacific Ocean, which consist
of a high frequency, low attenuation wavetrain of long duration with a velocity near 8.0 km/s. By
generating synthetic seismograms they concluded that this phase could be explained simply as a
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set of refractions from the lower lithosphere. The long duration in the ocean phase was explained
as due to reverberations in the ocean column. They argued that the propagation of the high
frequency P, does not require special features of the lithosphere, not even high Q values. This
agrees with the interpretation of Py in Chapter 5.

There are similarities and differences between this study’s interpretation of the mantle
phases and that of Gubbins and Snieder (1990) regarding the high frequency precursors. In their
study of the subducted Pacific plate, these authors also conclude that any high velocity layer
cannot be thinner than 6 km, otherwise it would not retain energy. This is similar to the results of
Section 5.6.3, in which the thickness of the layer was inferred to be greater than 4 km. Their
waveforms showed a high frequency precursor arriving before a low frequency phase, the latter
corresponding to "normal” upper mantle velocity. They interpreted this as a dispersed wave
signal through the structure consisting of a high velocity layer bounded by velocity gradients
and/or finer layering. This is also similar to the present interpretation of structure, however it is
unjustified to compare the two waveforms, because the distance of propagation is on a totally
different scale . The petrological interpretation of the high velocities is different, but Gubbins and
Snieder’s wavepaths sample greater depths, hence an eclogite interpretation in their case is
reasonable.

The results of this study are also very similar to those of Ouchi et al (1983), who studied the
high frequency P, and S, phases in the Pacific. These phases were previously studied by Walker
(1977), who proposed the presence of one, or two, waveguides capable of transmitting high
frequency P, and S, to large distances. Ouchi et al recorded high frequency P, phases at
distances between 6° and 18 in the north-western Pacific. These phases consisted of a lower
frequency (3 Hz) mantle refracted phase travelling at 8.4 - 8.6 kmvs, followed by a higher
frequency ( > 6 Hz) phase travelling at 8.1 - 8.3 km/s. The high frequency phase had a long
duration and small attenuation with distance. These phases are analogous to the P, and Py
phases observed in this study.

7.4 Unanswered questions and suggestions for further research

This study has touched upon several features of the subducted slab structure that merit
further investigation.

1. In Chapter 3, the determination of the value of the refractor velocity through
3-dimensional ray trace modelling has been shown to be sensitive to local variations in the form
of curvature of the slab. It is worth considering in more detail the extent to which this is
influencing the measurements of P, and S, velocities in the North Island. Purposely designed
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array measurements of wavefront characteristics, in conjunction with 3-dimensional ray tracing,
might conversely yield information about the finer details of local slab geometry.

2. The high velocity layer inferred in this study has been assumed to represent the fast
direction of an anisotropic medium, but the existence of anisotropy within the slab has not been
demonstrated. Shear wave polarization analysis and reflectivity modelling incorporating
anisotropic media may supply further evidence, provided the effects are distinguished from those
due to anisotropy in the overlying crust (Gledhill, 1991). In the Weber data set, although shear
wave splitting was not specifically studied, some evidence of its existence was seen in a few
seismograms, although its origin cannot be ascertained. One example is shown in Figure 7.6, in
which the radial and transverse components of the horizontal motion show that the corresponding
S-waves are separated by about 0.3 s. Jacob et al (1991) have modelled anisotropic layers within
the lithosphere by generating seismic sections at varying azimuths. The appearance of such
sections is highly sensitive to the direction of propagation. Such techniques, however, may be
difficult to apply in the case of New Zealand, where the 3-dimensional structures make it difficult
to interpret sections at different azimuths.

P-wave anisotropy within the subducted upper mantle is expected to have an effect on the P-
wave polarization anomaly, due to deviation of the seismic ray paths from the vertical plane
connecting source and receiver (in the case of horizontal layering). Thus the azimuthal anomaly
at the station is a sum of this effect as well as of slab geometry, although the anisotropy effect is
expected to be smaller than the geometry effect (Shearer and Orcutt, 1985; de Parsceau, 1991).
This effect should be investigated.

More complete determination of the anisotropy within the subducting lithosphere may
contribute to the knowledge of the state of stress within the downgoing slab.

3. A more detailed velocity profile in the vicinity of the high velocity medium, as well as
more rigorous constraints on aticnuation parameters may be investigated, using the reflectivity
modelling used here, by utilizing a long-range refraction profile, such as that produced in the
Hikurangi Margin refraction experiment. Amplitude - distance variations could also yield
information on velocity gradients.

4. The idea of enhancement of a pre-existing anisotropic layer within oceanic upper mantle
on encountering the stress conditions within a subduction zone could be further investigated by
looking for similar effects in other subduction zones around the world.

5. The S-wavefield has not been investigated in this study. Waveform modelling could be
extended to the S-waves, and the horizontal components of displacement, to yield more
information about Vp/V ratios, as well as Qp'/ Qs' relationships.
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Fig.7.6 Example of shear wave splitting observed in the Weber data set

6. The effect of the low-velocity layer on top of the subducted slab was one of the clearest
results illustrated by the reflectivity modelling. The similarity of the synthetic signal and the
character of some East Coast data is strong evidence for the presence of such a layer, and
confirms previous reports from independent methods. The question of how far down this layer
penetrates along with the slab has not been addressed. Other methods for detecting it may be
applied, particularly looking at path effects updip along the slab, using deeper intraplate
earthquakes (e. g. Crosson et al, 1994).

7. A competely different problem, entering the domain of the palaeotectonics of the Pacific
Ocean, would be to explain the N60°E "fast" direction of upper mantle anisotropy in the
triangular section of lithosphere studied in Chapter 6. The problem arises when one correlates
this direction with the fossil spreading direction. This particular area poses a problem with regard
to its origin because it lacks magnetic lineations, presumably having been formed during the
Cretaceous Quiet Zone, in which no known reversals of the earth’s magnetic polarity occurred. It
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is generally assigned an age of around 100 My (Hilde er al, 1977).

The NG60°E direction is approximately at right angles to the present direction of motion of
the Pacific plate where it subducts below New Zealand. The area in question appears, at first
sight, to be continuous with the crust currently being formed at the Pacific-Antarctic Ridge in a
general N-W wending direction. This would be inconsistent with the fossil spreading direction
inferred by the anisouopy.

The tectonic history of the South Pacific ocean is complex. Hilde et al (1977) propose that
the Pacific plate had its origin at a triple junction that existed about 190 My ago between three
major plates - the Kula, Phoenix and Farallon plates, which subsequently moved apart, forming
an initially triangular shaped new plate (the Pacific plate) between them (Figure 7.7), and three
active spreading ridges. The Pacific - Phoenix spreading direction was roughly N - S (Hilde et al,
1977; Larson and Chase, 1972). The east-west trending Phoenix magnetic lineations, mapped
just north of the Phoenix islands, date as far back as approximately 120My (Larson and Chase,
1977) and are believed to represent this ancient spreading system. As the Pacific plate increased
in size, the Kula plate was subducted in the North below the Asian plate (Uyeda and Miyashiro,
1974), and at the same time, the Phoenix - Pacific - Farallon triple junction migrated rapidly
south-eastward. The Phoenix plate is presumed to have subducted below the Gondwana margin
at a time when New Zealand was still joined to Antarctica. The breaking away of New Zealand
(including the Chatham Rise and Campbell Plateau) from Antarctica is believed to have occurred
81 My ago (Molnar er al, 1975).

The present day tectonics of the South Pacific (Figure 7.8) are largely dominated by the
Pacific - Antarctic Ridge, where sea-floor spreading is causing the Pacific plate to move in a
general NW - SE trend at a rate of 6 to 10 cm/yr (Molnar et al, 1975), with spreading taking
place along large scale fracture zones, such as the Eltanin, Heezen and Tharp fracture zones
(Watts and Weissel, 1988). Magnetic lineations on both sides of the ridge date back to 81 My. It
is not unequivocally clear what the origin of the part of the Pacific plate presendy subducting
below New Zealand is.

An interesting development has been reported recently by Engebretson-er al (1991). These
authors have discovered weak magnetic lineations south of the Phoenix islands (3°S, 175°W),
becoming progressively older to the south-east. These lineations, which they name the Tonga
lineations, are believed to be as old as 125 - 150 My. If this is the case, they argue, then the crust
east of the Tonga trench may be older than the Cretaceous Quiet Zone, and may even be a
remnant of the old Phoenix plate that got "trapped” with the Pacific plate during a period of plate
reorganization. This would be more consistent with a fossil spreading direction as indicated by
the anisotropy results of this study, as well as those of Shearer and Orcutt (1985).

Further discussion of this topic here is unjustified and beyond the scope of this thesis, as it
requires far more detailed information and elaboration on the tectonic history of the Pacific
Ocean. It would be interesting and important, however, if the presence of upper mantle
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anisotropy could help in some way unravel the complexities of this fragment of the South Pacific

Ocean.
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Appendix A

TableA. 1 The Weber Data Set

Event Date Origin Time  Latitude Longitude Depth Magnitude

I.D. yymmdd h:m:s S E (km) M,
01 900513 04:23:10.00 40.34 176.27 19.0 6.3
02 900513  04:58:59.67 40.37 176.39 19.4 4.0
03 900513 05:02:06.54 40.36 176.40 30.0 4.0
04 900513 05:10:51.91 4041 176.31 294 3.7
05 900513 05:22:38.47 4041 176.34 24.1 3.6
06 900513  05:25:16.30 4041 176.36 27.4 4.0
07 900513 05:34:39.40 40.37 176.36 20.6 3.5
08 900513 05:41:34.13 40.39 176.42 26.6 45
09 900513 05:50:38.33 4043 176.47 31.0 35
10 900513 05:59:13.09 40.39 176.30 21.4 4.1
11 900513  06:08:29.98 40.52 176.32 17.7 3.7
12 900513 06:30:30.80 40.36 176.46 31.6 3.7
13 900513 06:37:40.77 40.37 176.41 34.1 39
14 900513 06:40:31.08 40.35 176.44 315 33
25 900513  06:55:45.55 40.40 176.52 31.0 3.5
33 900513  06:59:33.84 40.39 176.39 24.1 39
26 900513  07:11:36.50 40.42 176.45 304 44
27 900513  07:36:36.54 4048 176.28 215 3.7
34 900513 07:39:29.53 40.32 176.37 249 3.1
28 900513 08:01:51.15 40.30 176.38 229 3.7
29 900513 09:16:28.46 40.40 176.52 304 4.2
30 900513 09:37:05.17 40.36 176.37 15.4 3.5
15 900513 10:10:56.60 40.45 176.49 293 49
16 900513 13:00:32.94 40.42 176.37 34.2 4.7
17 900513 15:47:49.20 40.32 176.41 342 4.1
18 900513 18:32:25.96 40.40 176.35 215 42
19 900513 19:35:14.45 40.43 176.43 343 4.1
20 900513 21:58:00.92 40.28 176.00 19.8 4.1
36 900514  01:11:55.07 40.19 176.35 21,3 3.2
37 900514 01:57:16.04 4042 176.17 14.8 4.0
39 900514  04:17:14.21 40.26 176.28 20.7 34
40 900514  06:03:55.42 4031 176.20 18.4 29
41 900514  06:09:22.94 40.31 176.30 15.5 32
43 900514  06:33:54.02 4031 176.26 19.3 3.2
44 900514 07:51:32.93 40.25 176.35 20.1 3.2
36 900514  08:02:16.59 40.23 176.33 20.7 35
37 900514 12:31:11.91 40.33 176.24 19.2 29
38 900514 12:37:51.81 40.34 176.33 13.1 4.2
39 900514 14:11:39.27 40.28 176.31 21.8 35
40 900514 16:14:05.93 40.26 176.34 26.5 29
41 900514 18:58:13.84 40.19 176.34 15.8 25
43 900515  04:59:11.92 40.24 176.32 21.2 3.2
44 900515 12:39:14.78 4032 176.39 19.2 4.0
45 900515 19:24:02.63 40.37 176.29 14.8 3.1
21 900515  04:21:50.09 40.34 176.29 179 43
22 900516 14:26:41.38 4035 176.31 18.9 39
49 900516 17:20:09.03 40.24 176.27 223 32
23 900517  00:57:38.68 40.24 176.31 22.1 45
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Event Date Origin Time  Latitude Longitude Depth  Magnitude
I.D. yymmdd h:m:s S E (km) M,
50 900517 01:02:41.58 40.22 176.31 215 33
52 900517 05:01:23.90 40.22 176.33 225 3.5
53 900517 09:54:42.99 40.28 176.28 21.1 38
54 900517 17:09:52.16 40.28 176.38 21.8 35
55 900518  00:43:11.97 40.38 176.31 20.0 35
35 900519  22:57:31.68 4047 176.34 334 4.5

TableA.2 Some other Central North Island Events recorded on

the L-Network

Event Date Origin Time  Latitude Longitude Depth Magnitude
I.D. yymmdd h:m:s S E (km) M
106 900309 16:53:40.04 40.52 176.27 38.1 3.0
107 900310 02:20:26.70 40.47 176.37 41.2 33
108 900311 00:42:19.40 39.93 177.05 323 3.6
132 900313 09:45:35.06 40.89 175.59 448 3.1
109 900318 13:35:09.89 40.38 176.42 40.5 3.0
133 900318 16:00:31.55 41.17 175.82 26.3 22
110. 900318  09:49:44.18 40.35 176.45 39.0 29
111 900319 09:47:04.24 40.46 176.39 409 39
134 900321 12:58:53.58 41.04 175.26 234 2.0
112 900322 17:33:04.38 40.43 176.47 40.2 34
113 900323  04:06:20.81 40.49 175.97 22.6 3.6
114 900323  07:17:21.31 39.86 176.65 61.5 3.8
115 900326 15:41:43.53 40.44 176.51 40.5 32
116 900330  06:07:33.92 40.39 176.41 41.6 4.0
135 900330 15:25:20.42 4041 176.81 31:2 3.8
117 900331 03:36:22.50 40.65 176.55 28.0 3.2
118 900406 20:36:00.35 4041 176.42 41.4 3.6
119 900407 19:22:06.82 40.40 176.47 395 33
136 900408 20:56:08.77 40.12 176.17 66.5 438
120 900408 21:36:01.19 40.64 175.88 333 4.0
121 900408 21:38:27.67 40.64 175.88 333 34
122 900408 21:53:13.45 40.40 176.44 39.8 3.0
131 900410 17:46:52.98 40.72 175.87 322 45
123 900417  07:09:31.30 40.63 175.53 31.7 2.6
137 900421 13:13:33.67 40.36 176.60 236 35
124 900422  09:55:15.82 40.44 176.48 40.5 3.2
125 900428  04:21:39.80 40.44 176.48 40.5 3.2
126 900429  06:24:22.36 40.33 176.30 23.6 35
127 900430 23:26:50.51 4042 176.43 422 3.6
128 900502  02:14:17.52 40.40 176.38 33.0 2.6
138 900505 11:34:35.08 40.49 176.92 419 38
129 900506 11:46:40.70 40.13 176.71 61.7 3.7
130 900512  03:32:29.42 40.40 176.38 299 43
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TableA.3 L. Tennyson Events recorded on the L-Network

Event Date Origin Time  Latitude Longitude Depth Magnitude

I.D. yymmdd h:m:s S E (km) M,
307 900310  01:03:21.11 42.26 172.72 17.4 33
301 900310 12:09:28.74 4224 172.73 5.0 4.2
303 900311 13:05:00.13 42.24 172.73 5.0 4.2
304 900329 10:43:57.91 4230 172.78 5.0 36
315 900329 11:13:28.77 42.26 172.69 12.0 3.7
318 900410  00:32:41.82 42.27 172.70 5.0 28
319 900412 11:20:50.76 42.23 172.71 11.1 33
320 900412 18:28:11.87 42.25 172.69 50 3.2
321 900412 19:10:25.11 42.24 172.70 5.0 34
323 900415 20:36:50.30 42.24 172.74 5.0 3.2
328 900425 14:58:57.90 42.28 172.69 5.0 3.6
329 900427 07:03:10.76 42.27 172.67 5.0 3.2
332 900429 09:53:52.94 42.28 172.72 5.0 31
334 900506  00:40:29.72 42.28 172.70 5.0 34
335 900507  02:10:59.84 42.29 172.69 2.8 3.1
336 900510  06:30:52.64 42.30 172.74 0.8 3.2

169




170




MULTIPLE FILTER ANALYSIS

Fourier Transform Signal
f(t) - F(w)

I

Choose Centre Frequencies
ml,...a)j.. LWy

L

Construct Gaussian Band-Pass Filter

0 !
_a(—ﬂ‘m‘- )1 w[< wl
— (] u
Gi(w)=1e s w; < 0 < o
0 a)>m‘;

where o) = (1 - BAND)w;
wj =(14+BAND)w;

¥
Multiply Spectrum in turn by
G(@),..,Gj(w),..,G,(w)

F(@).Gj(w)-> H j(w)

]

Construct Quadrature Spectrum
Qj(ﬂ)) = iH,-(tD)

FFT H j(w)andQ (@) back to time
H (@) = h;(1); Q;(@) — q;(1)

1

Envelope Function:
h,(1) - iq;(t)
*
Instantaneous Amplitude:
Aj()=1lh;(t)-ig;(OI

]

Output result as a matrix of numbers.
Rows represent time-sampled envelope of the signal,
band-pass filtered at the given frequency.
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Appendix C

C1 Take-off angle within plane dipping slab
In this section, the expression for a, the take-off angle of a refracted ray down a plane
dipping slab, as in Section 3.1, is derived.

In Figure 3.1, consider the origin of the x, y, z coordinate system to be temporarily shifted,
for simplicity, to point O, the origin. E is the epicentre. The equation of the dipping plane ABCD
is

xtand+z=0

Let the equation of the plane of propagation ORLN be

Ax+By+Cz+D =0 " |
This plane must contain the unit vector along the normal ON, given by

n =(sind,0,cos §)
and the unit vector along OR, given by
OR = (sina cos §,cos a, —sin & sin §)

The plane ORLN also contains the point (0,0,0). Substituting these three vectors into equation C1
we get

t
x—an—y—ztan5=0 C2
0s

for the equation of plane ORLN.
The equation of the line where this plane intersects the surface is given by putting z = h.
Thus this line has the equation

The plane ORLN must also contain the receiver point L, whose coordinates are (X,Y, H).
Therefore

x-m—‘;y-mms=o

cos
(X—htan&)
tana =cosd —y

The term htané is equal to the distance NE in Fig.3.1, so that if we choose to work in the
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coordinate system whose origin is at N, as in Chapter 3, then the angle a may be written as
X
tana = —
7 cos é

In the case of an updip travelling wave, the derivation is analogous, and we get

X+htané

tana =
a=(225

)cos )

so that, if the origin of the coordinate system is again taken to be at the point where the normal to
the dipping slab at the source hits the surface, then we still have

X
t = —Cosd
an a Yco

C2 Travel time of the ray (derivation due to Ansell (pers. comm., 1990))

Consider first the plane of propagation (Figure C1). ORL is the ray. y is the critical angle,
given by

Fig. C1 Plane of propagation of refracted ray ORL
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The travel time T is given by

T= OR RDsmr
- Vz Vi

OR RD

T=——4—

Va2 V2

T= 0D_0F+FD
- V2 - V2

In the parallelogram NLDF, we have

NL _ FD
siny  sin(y + B)

Therefore

OF + NLsin(y + B)/siny
V2

1=

ONcoty + NL sin(y + )/ siny
V2

T =

_ dcoty - NLsin(y + )
T vy siny

where ON=d
or:

d NL
coty — (cos # +coty sin ) B3

V2 Vz

T=

We also have
NL.n =sin g ...C4

where NL is the unit vector along NL.
Now consider the plane in its 3-dimensional setting (Figure 3.1) with the origin of the
coordinate system again at N. (X, Y) are the coordinates measured from N.

X Y )
ol e, ..
(Vx2+y2 VX2 +y2
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NL.n =( 0) (sin g, 0, cos 8)

X Y
VX24+ Y2 ' Vx2+y2’

Therefore, using equation C4

X
sin f = ———=siné
VX2 + 72
X2%sin* 8 X2+Y2-X2sin*§
cosf = \]l-sm ‘\/1- Sy _'\/ XTi 77
— szcos25+Y2
Xi+1?

Therefore equation C3 becomes

e dcoty . VX2 +Y2 (_\/ X2cos? 6+ Y2 Xcotysin&]

+
Xt+712 Vx2+y2

V2 Va2

dcot 1
T= 7+V—(VX7-cosza+Y2+Xcotysin5)
2

V2
To find the surface wavefront, we must find the surface locus of constant T, i. e.

T(x, y) = C(constant)

Thus
1
doary + — (‘JXZ cos® &+ Y2 + Xcoty sin5)= C
V2 V2
dcoty .
vo| C - =VX2cos?é + Y2+ Xcotysiné
V2
t
LetD = vz(C - dio 4 ] = constant
2
Then

D - Xcoty siné = VX2 cos2 & + Y2
D? = X%(cos® & — cot’y sin’ 8) + 2DXcoty sin 5 + Y?

D? 2, __ 2Dcotysiné " &
cos? & —cot?y sin® & cos? & —cot?y sin®§ ~ cos? 8 —cotly sin® &
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D? ( . Dcoty sin & )2 D*cot?y sin® §
. = = +
cos? & — cot?y sin® & cos? 6 —cot’ysin*6 )  cos? 5 - cot’y sin? 62 cos? & — cotly sin 6

Multiplying by cos® § - cot®y sin? &

D*coty sin® &
¥ sin + 72

D? = (cos® 5 — cot?y sin? 8)(X + E)? —
) cos? § — cot?y sin® &

2., cinl
cot“y sin“ &
Dz{l * cos? § -Zotzr sin* & ] R R e

or:

D?*cos® s

(cos? & —cot’y sin® )X + E)} + Y2 = .
cos? § —cot?y sin* &

Dcoty siné
cos? & - cot?y sin’ &

The above is the equation of an ellipse with centre (-E, 0). Note that if § =0 (i.e. a
horizontal slab), E becomes 0 and the equation becomes that of a circle.

where E =

C4. Alternative derivation of surface slowness

The horizontal slowness p at the surface is given by

aT ar)

p=VT(X.Y)=(a—X.a—Y

Using the equation for T we get

1 X cos® 5 , Y
p=—| —=——————+C0lysSinf, —e
V2 | VX2cos? 5 + Y2 VX2 cos? 5 + Y2
Using the relation

— Xcoséd
T ¥

obtained in Section C.1, we find
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cos? & .
p= + coty sin é,

1
cos? & Vtan? @ + 1
cos? § +

tan? o

p = (cos § sina + coty sin §, cos )

This is identical to equation 3.2.
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Appendix D

The EARSS Instrument Response

The frequency response of the EARSS seismograph can be written as the product of the
frequency response functions of the seismometer, the coil and the electronic components as
follows (Chadwick, 1991):

g(w) = wry(w)r(w)s(w) D1

where

w is the angular frequency in radians;

g(w) is the total instrument response;

ri(w)is the response of the anti-alias, second-order Butterworth low-pass filter in the EARSS
recorder, given by

1
"l(w)=1—

— =4

1)
r2(w) is the response of the first-order Butterworth high-pass filter, with half-power at (1/2x)Hz,
and corner frequency wg given by 0.6 fy, fy being the Nyquist frequency (50Hz). ry(w) is given
by

and s(w) is the seismometer response, given by

Uw?
w* +2ihow, - w?

sS(w) =

in which U, h and w, are the gain constant, damping constant and critical angular frequency of
the seismometer respectively. Chadwick(1991) measured these constants by a least-squares
inversion technique which fits the observed response curve to the theoretical one. Typical values
for an EARSS seismograph operating at 100Hz sampling frequency are:

U =1.563x10"

h=0.587
w,. = 6.58 radians
The factor @ in equation D1 in effect accounts for the response of the seismometer coil.
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Addendum to Chapters 2/3

(i) Error in the apparent velocity arising from possible short-wavelengih heterogeneities in the
medium between refractor and seismograph network

In using the arrival times of the P, phase at stations of the L-network to invert for wavefront
speed and azimuth, it has been assumed that the structure between the refractor (along which Py,
travels) and the L-network is homogeneous, except for surface topography, corrections for which
were made to the arrival times at the different stations (Section 2.4). Although the linear
dimensions of the L-network are small (approximately 3 km), it is possible that there are short-
wavelength heterogeneities. especially in the overlying crust, which represents a tectonically
deformed region on the Wellington peninsula. Such heterogeneities would introduce differences
in the time-terms at the receiver end for the same phase (P, ) arriving at different stations of the
network. Corrections for these differences are of the same nature as those for station elevations.
An evaluation of the uncertainty in the apparent velocity introduced by these time-term
differences is here attempted.

Consider, in the simplified case of a plane, horizontal refractor, a wavefront incident on two
stations of the network, as shown:

station /<\1ation i

17 i

X

Let d;, v; be the distance and average P-velocity above the refractor applicable to the wave
reaching station i. If d;, v; are the same for all stations, then the arrival time difference f; - f;
yields the velocity v, by vy = x(1; —1;). But if they are different, this introduces a time-term
difference of

d; d;
Atj—1)=-L-=
Vj Vi

or, if it is assumed that the distances d;, d ; are equal, then
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From Figure 5.5 (basic velocity model used in waveform matching), the average crustal P-
velocity is 5.68 km/s, and the average velocity in the subducted crust and upper mantle above the
refractor is 7.30 km/s. A difference of 1% in the crustal velocity (where the main small-scale
heterogeneity is expected to occur) will yield a change in the average velocity above the refractor
of 20.02 km/s in 6.49 km/s. This produces a time-term difference of the order of + 0.02 s.

Since the apparent velocily was measured by a least-squares inversion of the arrival times at
6 network stations, it was decided to estimate the effect of the above uncertainty by adding time-
term differences arbitrarily to the observed arrival times, and re-doing the inversion several times
to observe the variations in ¢ and ¢. This gave a measure of the stability of the inversion with
respect to such fluctuations. The arrival times from event number (01 were chosen as a test data
set. This event yielded ¢ = 8.53 km/s and ¢ = 53.7°.

Clearly, the effect on the best-fit result is sensitive to which stations are involved. As
expected, the maximum variation in ¢ was observed when adding (or subtracting) time-term
differences to the end-stations PDD and NDE.

Adding a time-term correction of +/- 0.02 s to single stations SAL, RKK, KSE and SEF
respectively caused the solution for ¢ to swing between 8.40) km/s and 8.61 knv/s, an approximate
error of £ 0.1 km/s.

Adding a time-term correction of £ 0.02 s to stations PDD and NDE respectively caused the
solution for ¢ to swing between 8.73 km/s and 8.42 km/s, an uncertainty of + 0.2 km/s. This is
approximately equivalent to having a 1% difference in crustal P-velocity between the ends of the
array - a distance of around 4.3 km.

Adding random time-term corrections to all stations in the array produced variations in ¢
within £ 0.2 km/s.

The extreme situation af adding a correction of 0.02 s to PDD and -0.02 s to NDE, and
vice — versa (representing an approximately 2% change in the crustal velocity) caused variations
in ¢ of 0.4 km/s.

In all the above cases, the swing in the slowness azimuth, ¢, was not greater than +3°.

In conclusion, the apparent velocity obtained by inverting the array arrival times is
considerably sensitive to lateral heterogeneity in the crust. In the absence of a proper least-
squares analysis to estimate the magnitude of the time-term corrections at the 6 stations, the
assessment of the error in the wavefront speed due to lateral heterogeneity would be that a 1%
change in the crustal P-velocity between the ends of the seismic network produces an uncertainty
of £0.2 km/s in ¢ and +3° in ¢. Added to the observational errors (due primarily to uncertainty in
pick times) of * (.2 km/s, this means that the apparent velocity should be quoted as 8.70 + 0.4
km/s. This is a fairly large uncertainty, however it is important to note that the presence of a high-
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velocity layer (exceeding 8.6 km/s) within the subducted Pacific plate is revealed through other
means, such as travel time curves (Section 2.4), waveform matching of the first few seconds of
the signal (Chapter 5), which could not be achieved with a normal upper mantle structure, and the
Lake Tennyson data set (Section 2.5).

(it) Final error in the quoted true velocity

As explained in Chapter 3, when converting from the apparent velocity to the true P-velocity
below the refractor, it was found that an analytical method could not be used, since the form of
curvature of the slab appeared to influence quite highly the apparent velocity. Of necessity,
therefore, a method of forward modelling (3-d ray tracing) had to be applied. This involved
uncertainties of a completely different nature to the ones involved in estimating the apparent
velocity from the observations. These uncertainties arose mainly because of the non-unique
nature of the geometry/velocity maodel, and trade-offs between certain features of the model.
The forward modelling may be thought of more suitably as an exercise in demonstrating, as
clearly as possible, that the influence of the curvature of the slab is such that a single "conversion"
from apparent to true P-velocity is not strictly justified, and that such conversions which assume a
plane subducted slab in this region would yield misleadingly high results for the true velocity.
Nevertheless, it is possible to state resonable bounds for the P-velocity below the refractor, as
follows:

The uncertainty in the modelling arises mainly because (a) the precise nature of the slab
surface curvature is not known, and (b) the P-velocity in the layer immediatel overlying the
subducted slab surface, which has a significant effect on the apparent velocity, cannot be
ascertained by deductive means or form results of other studies. From the modelling outlined in
Section 3.4 (see particularly Figures 3.7 and 3.9), if we discard the model of a regular cylindrical
curvature (Ansell and Bannister, 1991), a given apparent velocity could be modelled by a true
velocity that is between 0.05 and 0.15 km/s higher. This value is obtained promarily from the
effect of the P-velocity directly above the slab surface, but also includes the effect of small
departures of the slab curvature from that of Figure 3.8/Table 3.3. It means that an apparent
velocity of 8.70 km/s would correspond to a true velocity of 8.80 % 0.05 knvs.

Since the total error in the apparent velocity may be as large as + 0.4 km/s, then the true
velocity should really be quoted with an uncertainty of £ 0.45 km/s.
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Errata
last para, 13: 44.40°S to read 40.40°S
para 1 to continue: ...first portion, at station NDE is again notable.
12 of Section 2.5.1: 8.7 m/s to read 8.7 km/s
Section 3.2.2: The slowness vector to read:

—¢cosdsiny sina +sind cos ¥
s§=— —siny cos a
sind siny sina + C0S 8 COS ¥

The equation for ¢ to read

1
= vz(cos2 o+ c0127 sin® & —sin 26 sin acoty + cos?® § sin® o) 2

114: "P-SV"toread "SV - P"

116/17: "SV to P" toread "P to SV"

Reference to Boudier, F. and Nicholas, A. : 1986 to read 1985
1-3: (X,Y,H)toread (X, Y, h)
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