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ABSTRACT:

The temperature profiles of certain lakes in Taylor Valley,
Victoria Land, Antarctica, are shown to be consistent with the
hypothesis that these lakes we.re formerly cold brine pools; that
their levels were raised by the addition of fresh water; and that
they have since been heated principally by the absorption of sunlight.

The temperature profile of a lake in Wright Valley, Victoria
Land, is shown to be consistent with the hypothesis that this lake
was formerly warm and stable, as are those Taylor Valley lakes which
were analysed; that the addition of a further large quantity of fresh
water caused instability and limited convection; and that the heat
source is again absorbed sunlight. The study of this lake requires
an understanding of convection in the presence of a gradient of solute
concentration. A survey of existing knowledge of this type of
convection shows that it is inadequate for the task. Experiments

which provide the necessary information are described. ) ‘
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Chapter 1

Introduction

The first recorded observation that Antarctica contains lakes of
considerable size seems to have been that of Scott (1905). To reach
the Polar Plateau he had ascended the Ferrar Glacier, and on returning
from the Plateau he made a detour to investigate its northern arm, which
is now known as the Taylor Glacier. After following this large glacier
for a day, he was surprised to find that it ended not at the sea but in an
inland basin several miles long, the bottom of which was occupied by
"a shallow frozen lake". Beyond the lake the valley floor rose for some
distance before an exit was found through a series of defiles. Further
down, another lake could be seen, but no cutlet to the sea was visible,
and the party retraced its steps to Ross Island by way of the Ferrar
Glacier.

The lake which occupied the ""very curious valley" through which
Scott and his companions tramped was named by them Lake Bonney.
Scott was mistaken in his belief that ‘it was shallow and frozen since, as
will be seen, his own measurements imply that it was about 20m deep
at the time, and the ice was probably only 2m thick. He appears to
have regarded both the '""frozen' lakes which he saw as fossil remnants
of a2 former extension of the Taylor Glacier. |

Some smaller lakes were found by Shackleton's (1909) expedition at
Cape Royds, on Ross Island. One of these, Clear Lake, contained
fresh water, while the others were saline. Blue Lake was 8m deep
and frozen to within 1.6m of bedrock in the winter of 1908; it had
apparently not thawed completel'y for at least three seasons. Coast
Lake and Green Lake, both about 1.5m deep, were completely thawed
in the summer, but while the former froze solid in the winter, a few

inches of highly saline water remained in the latter. Hutchinson (1957)




2,

regarded these lakes as being practically the only examples to be found

of lakes permanently insulated by ice from changes at the earth's surface,
and referred to them as "amictic", In fact they are probably too small
to be truly amictic; Lake Bonney and others in the Taylor Valley are
better examples.

A thorough investigation of the Taylor Valley was made by a party
during Scott's second expedition, 1910-13 (Taylor, 1922). Once again
the approach was made by way of the Ferrar Glacier, but this time the
valley was followed to the coast. This party visited all the lakes now
known as Bonney, Henderson, Popplewell, Chad, Hoare and Fryxell
(see fig.1), but the only observation relevant to the present investigation
was that the level of Lake Bonney had risen markedly since 1903. The
difference was sufficient to cause Scott to ponder its origin in his
journal (Scott, 1913),

It was not until the summer of 1960/61 that an expedition was mounted
specifically to investigate the lakes of Victoria Land. The result was
the unexpected discovery that they contained considerable depths of
water, and that moreover the temperature of this water was well above
freezing point (Angino et al., 1962; Armitage and House, 1962;

Goldman, 1962; Angino and Armitage, 1963). This expedition investigated
Lakes Vanda, Vida, Bonney and Fryxell on the mainland, in addition to

the smaller lakes at Cape Royds and Cape Evans, on Ross Island. The
expedition was regarded as a reconnaissance and was concerned primarily
with biological and chemical aspects. In consequence, the curious fact
that the lakes (except for Vida) contained liquid water in a region whose
average temperature is about -20°C received little attention. Except

in the case of Lake Fryxell, where solar radiation was thought to account
for part of the heating, it was suggested that geothermal effects were

responsible.
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During the 1961/62 summer Lake Bonney was investigated again by
Angino et al. (1964), and the origin of its high temperatures was considered
in more detail. The conclusion was reached that hot springs probably
existed under the lake, solar radiation being an inadequate source of heat.
During the same season Lake Vanda was studied by Wilson and Wellman
(1962). The maximum temperature in this lake is about 25°C, compared
with only 7. 5°C for Lake Bonney. However it was shown that even such
a high temperature could be maintained by the absorption of sunlight,
since convection was inhibited by a stable gradient of salt concentration,
and heat loss by conduction was very slow.

The following summer, Ragotzkie and Likens (1964) visited Lakes

Bonney and Vanda, and an expedition from Victoria University of Wellington

studied Lake Bonney (Shirtcliffe and Benseman, 1964), Further VUW
expeditions investigated a number of lakes during the 1963/64 and 1964/65
summer seasons; results have so far been published concerning Bonney
(Hoare et al., 1964), Fryxell (Hoare et al., 1965; Henderson et al.,
1966), Vanda (Hoare, 1966) and Miers (Bell, 1967) only.

From all these investigations it appears that there are certain
features which characterise the lakes of Victoria Land. They are all
ice-covered, the thickness of ice being such as to allow a balance between
the annual depth increment due to meltwater, the annual accretion at the
bottom of the ice cover, and the annual loss of ice through ablation at the
surface; this thickness is about 3-6m generally. The lakes are fed by
fresh meltwater from the surrounding glaciers during the summer. They
have no outflow, except for Lake Miers » Which overflows intermittently.
They contain large quantities of various salts in solution, the strength of
the solution being greater at depth; the resulting density gradients inhibit
convection in the lakes to varying degrees. Finally, some sunlight
penetrates the ice cover, and provides a weak heat source which may

have a significant long-term effect in the absence of convection,




It is clear that the relationship between these lakes and their
environment is quite different to the case of lakes in other, more
temperate, areas. In particular, because convection is inhibited,
there exists a possibility that palaeoclimatic information may be stored
in the profiles of temperature and solute concentration. Such information
would be of obvious value in the study of an area such as Antarctica, in
view of its likely influence on the climate elsewhere and the lack of
direct observations in the past, This work is an attempt to account for
the observed profiles, in the hope that this information can be recovered.

Scope of the work. The work which is described in this thesis began

with the expedition to Lake Bonney led by the author in January 1963,
The aim of that investigation was to test the hypothesis that absorbed
sunlight is the major source of heat in the lake, A detailed analysis of
the results has already been published (Shirtcliffe, 1964), and shows
clearly that the hypothesis is correct. This analysis is repeated here
in chapter 2, and extended both to give more information about Lake
Bonney, and also to describe other similar lakes,

Consideration of the heat balance in Lake Bonney is simplified by
the apparent absence of convection. Since all heat flow is conductive,

it is possible to discuss the problem in terms of exact solutions of the

equation governing heat conduction. Some of the Victoria Land lakes !
are subject to limited convection, however, which raises additional !
problems of analysis. The most interesting such lake on which
information is available is Lake Vanda. Here the convection occurs

in a series of layers, the distinction between the layers being maintained
by the downward stepwise increase of salinity. The question of

convection is taken up in chapter 3, ard it is clear from this discussion

that existing knowledge of the character of convection in the presence
of a solute concentration gradient is not sufficient to allow an analysis

of the heat balance in Lake Vanda to be made. f
|
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Chapter 4 describes laboratory experiments which were conducted
in order to clarify the nature of thermosolutal convection. The
experiments cover both the question of the stability criterion which
governs the onset of such convection, and also the nature of its fully
developed form.

Finally in chapter 5 the discussion returns to Lake Vanda. It is
shown first that the observed development of thermosolutal convection
in layers can be predicted quite well by a simple numerical model.

The nature of this model is such that » although it is tested only against
experiments performed in the laboratory, it may equally be applied to

a system of greater magnitude such as a lake, with only minor changes.
This is done, with respect to Lake Vanda, and it is shown that the
pPresent unusual character of that lake is consistent with its development

as a thermosolutal convecting system, the heat source being entirely

absorbed solar radiation.




Cha.gter 2

Non-convecting lakes

2.1 Lake Bonney: Description and measurements
2,1.1 Introduction

Lake Bonney lies in a drainage basin at the foot of the Taylor

Glacier, in the upper part of the Taylor Valley. The lake is nearly
6 km long over-all, but is separated into two lobes by Bonney Riegel,
a steep spur which runs nearly across the valley from the southern
side. Of the two lobes the western, nearer the glacier, is much the
smaller, though it has the larger catchment area, and it is connected
with the larger lobe by a narrow and relatively shallow channel.
Mountain ranges border the lake to the north and south, shading it to
some extent even in midsummer. To the east, the valley floor rises
gradually to Nussbaum Riegel, pPreventing any outflow of water. The
annual inflow of meltwater is therefore compensated only by evaporation
of the permanent ice cover.

At the time of the author's visit to the lake, two mechanisms
had been advanced to explain the high temperatures found in the Victoria
Land lakes. The first of these was due to Armitage and House (1962)
and ascribed the heating to geothermal effects, either springs of warm
water or a high geothermal heat flux. The second theory was that
advanced by Wilson and Wellman (1962), who showed that the temperature
gradient near the bottom of Lake Vanda varied in a manner consistent
with the production of heat by exponentially absorbed solar radiation.
The geothermal theory apparently arose from the first investigators'
attempts to describe these lakes in the traditional terms which have
arisen from studies of temperate lakes, Although solar radiation
accounts for a major part of the heat budget of many lakes, heat gained
in this way is normally lost when winter cooling of the surface induces

convection, and the average annual gain is zero.




T

In the case of Lake Bonney, the maximum temperature occurs
about 20 m above the lake bed. Since the temperature falls at depths
greater than this, heat is clearly flowing downwards, and a high upward
geothermal heat flux could not account for the observed distribution of
temperatures. Angino et al. (1964) suggested that warm water of
intermediate density may flow into the lake from springs, float up to
a level determined by its density, and there act as a heat source. This
theory exploits the fact that the maximum temperature occurs where the
density gradient is greatest, since that is the level most likely to provide
the appropriate density. It would be expected that the temperature
would vary horizontally as well as vertically, being somewhat higher
near a spring, and indeed the isotherms near the level of maximum
temperature do show some lenticular deviation from the horizontal.

Any water originating in the springs would have to be compensated by

an increased rate of surface evaporation, but the quantity need not be
large. For example, an intrusion of water at 30°C need only amount

to 50 gm per c:m2 of the lake's surface area annually to supply all the
heat required, a quantity of the same order as the ablation rate observed
on nearby Lake Fryxell (Henderson et al. 1966).

There are two main arguments against the hot épring theory.
The first is that no springs are observed outside the lake. This may be
fortuitous, but if paths could be melted through the permafrost to allow
springs to appear undexl the lake, it is equally possible for this to
happen elsewhere. A Spring may be encouraged to appear underwater
if another heat source is 'available to melt the permafrost, but in this
case it becomes unnecessary to invoke the spring.

Secondly, the temperature distribution should tend towards a
linear reduction with distance above and below the heat source. This is
not the case, and it would be difficult to account for the detail of the

observed temperature profile on the hot spring theory.




2,1.2 Measurements

The author's expedition to Lake Bonney was intended to give
data which would allow the solar heating theory to be tested, and
accordingly it was planned to measure temperature, density, chemical
content and solar radiation as a function of depth at numerous stations
on both lobes of the lake. In fact difficulties over transport prevented
completion of the planned program, but sufficient measurements were
made in each category to allow a test of the theory as it applies to the
eastern lobe of the lake, In all, measurements were made at ten
stations, the locations of which are shown on the map of fig.2, In each
case a period of at least 12 hours elapsed after drilling a hole before
measurements were taken there, to allow any disturbance in the water
to decay.

Temperature. Water temperatures were measured with

copper-constantan thermocouples. The surface water of the lake was
fresh, and the cold junction, which was held in a vacuum flask containing
this water and ice, was assumed to be at OOC.

A Cambridge portable potentiometer was used to measure the
thermocouple emf. The slide wire of this instrument was marked in
10 uv steps, but calibration by the Physics and Engineering Laboratory,
DSIR, showed that interpolation to + 2 .v was justified. This implies
an ideal limit of error of + 0.05 C deg for the temperatures, although
other factors undoubtedly tended to widen these limits and may have
produced readings in error by + 0.1 C deg on occasion. The most
serious threat to accuracy was the strong wind, and it was found
necessary to rest the potentiometer on a triangle of wooden pegs
fixed in the ice to prevent the galvanometer rocking.

Temperatures were measured at depth intervals of 1.52 m
(5 ft) at the ten stations between January 6 and January 9, 1963, The

mean profile is given in table I, and the horizontal variation is shown

by the isotherms plotted in fig.3,



Fig.2.

Hole numbers

12 3 4
o+ { ) (|

Hole locations

e/ 7 \e‘: b)

10 n

|
LS

5
| 1
77 CE T 777777 577 7777

Lake Bonney, showing locations of measuring stations.

[0
aao'n

7

%

s
3'c

-1t
~s'c

0r N\e—oome—
b ':-——_‘;ATC_—-——-_--'"“\ L
wvr N — el a--lTD
Depth, m
20
i K ______
.
304 b i ]
1 1 1 | '] 1 I
0 500 1000 1500 2000 2500 3000
East Distance, m West
Fig.3. Vertical section of Lake Bonney, showing isotherms.




Mean temperature profile in Lake Bonney

Depth (m) Temgeratu;e Q'OC)

4.57

6.10

7.62

9,15
10.68
12,20
13.72
15,25
16.78
18.30
19.82
21,34
22,87
24.40
25,92
27,44
28,96
30.48
31,70

Radiation,

0.94
3.00
4.97
6.22
7.01
7.48
7.52
7.13
6.52
5.69
4.67
3.74
2,66
1.72
0.70
-0.08
-0.96
-1.74
-2,60

Radiation measurements were made on only one

occasion. This was at station 10 at midday on January 9. Light

clouds drifted across the sun at times, but, when possible, readings

were taken with the sun clear. The instrument used was a selenium

photocell potted in perspex and araldite and coupled directly to the

potentiometer.

of 550 m . , which is near that at which water has its maximum

transmission.

The photocell had maximum response at a wavelength
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The results are shown in table II and figure 4. Because of the
peaked response of the photocell, readings taken near the surface
cannot be compared directly with those taken at other depths. After
the light had penetrated some distance, however, the filtering effect
of the water restricted the bandwidth present within the acceptance
bandwidth of the detector, Thus the logarithmic variation of the
readings between 12m and 30m is taken to indicate directly an
absorption length of 8.2 + 0.6m (that is, an extinction coefficient of

0.12 +0.01 m-l) between those depths.

Table II
Light intensities in Lake Bonney (midday, 9/1/63).

Depth (m) Photocell output (mV)
Lowering Raising
0 63.0 61.25

1.53 15,55 -
3,05 9.75 8.10
6.10 7.15 6.60
9.15 6.60 6.15
12,20 5.55 5.50

15.25 ' 4.0 4,0
18.30 ' 2,55 2,55
21,34 1.73 1.68
24.40 1,40 1,20
27.44 0.92 0.87
30.48 0.56 0.59

Immediately under ice cover: 7.0 mV (raising).
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It seems likely that the rough ice acted as a diffusing surface,
so that the major part of the radiation ini"the water was travelling almost
vertically downward, nearly along the axis of the detector. A reading
taken at the surface is, however, subject to correction not only on
account of the bandwidth considerations mentioned above but also because
the radiation from the sun was incident from a &irection some 56° off
axis. While the radiation readings are chiefly of interest in the
evaluation of the extinction coefficient, it is also useful to know what
fraction of radiation incident on the ice actually penetrates to the water.
An attempt was therefore made to correct the readings taken above and
immediately below the ice, to evaluate the true ratio of radiation
intensities. The corrections are described in Appendix 1, where it is
shown that between 1% and 2% of incident radiation penetrated the ice.

Density, Water samples were taken from station 4 at depth
intervals of 1.52 m. A hose lowered to the appropriate depth was
coupled to a hand pump and a sufficient quantity of water drawn from
each depth to ensure that the whole system was thoroughly purged and
the sample representative. Later, the density of each sample was
measured in the laboratory using calibrated hydrometers. In each
case the measurement was made at a temperature sufficiently close
to that of the sample in situ, usually within 0.2 C deg, for the density .
to be equal to that in situ, within the measurement :liccuracy of +
0.0005 gm/ml. The results are shown in table III,

Salinity, The electrical conductivity and chloride content of |
the water samples were measured in the laboratory, and are also shown

in table III.




Table III
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Results of Laboratory Measurements on Samples Taken from

Various Depths in Lake Bonney

Electrical
Conduc~-
Temper- tivity at Chloride
Depth Density ature, 19°C, (ohm Content,

m g/ml % cm)—1X1 03 pPpm
0-3.5 Ice

4.6 1.0014 1.2 3.40 800
6.1 1.0022 3.0 4,84 1300
7.6 1,0062 4.9 11.75 4320
9.2 1.0096 6.2 16.6 7360
10.7 1,0195 7.0 29.8 16680
12.2 1,0508 7.4 52.8 44750
13.7 1.0885 7.4 66.4 78000
15,2 1,1266 7.1 64.6 119000
16.8 1.1510 6.4 64.6 138000
18.3 1.1660 5.0 66.4 151000
19.8 1.1751 4.6 68.4 164000
21.4 1.1801 3.6 68.4 175000
22.9 1.1846 2.6 68.4 180000
24,4 1.1868 1:5 68.4 180000
25,9 1,1888 0.6 68.4 180000
27.4 1.1895 0.0 68.4 180000
29.0 1.1932 -1,0 68.4 180000
30.5 1,1985 -2.0 68.4 180000

The temperature indicated in column 3 is that at which the density

measurement was made.
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2,2 Lake Bonney: Analysis
2.2.1 Basis

The in situ densities show that the water in the lake is stably
stratified, while the electrical conductivity and chloride measurements
show that the increase of density with depth is caused by the increasing
salt content. (A later,apparently more accurate, investigation by
Hoare et al. (1964) showed a chloride concentration increasing downwards
even near the lake bottom, so the apparent constancy of the present
results at depth is not inconsistent with this conclusion.) Thus the solar
heating hypothesis can be tested on the assumption that heat, produced by
the absorption of radiation, is transferred by conduction only, there
being no vertical circulation of the water. The isotherms plotted in
fig.3, and similar measurements taken by other investigators, all show
that there is very little horizontal variation of temperature except near
the lake edge. Thus over most of the lake it may be assumed that the
heat flow is vertical, and the relatively small departure of the lake bed
from a horizontal planar form may be neglected.

The development of the temperature profile can therefore be

represented by the equation governing the conduction of heat in one

dimension,
20 o 20 KA

-b_t: = K 73 -2 T T (1)
where , e = temperature

t = time

z = depth

K = thermal diffusivity

k = thermal conductivity

A = rate of heat production per unit volume,
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If the radiation is absorbed logarithmically, as is approximately the
-2 -1
case in Lake Bonney, and is incident at a rate Q cal cm  sec = at the

upper surface of the water (i.e. atz = 0), we may write

- 1Z
A = 9% Qe (Z)

where z is positive downwards, and 5 is the extinction coefficient.

2.2,2 Seasgonal effects

In equation (2), Q is not constant; in addition to the diurnal

effect due to variation of the sun's altitude, there is a large annual
fluctuation. Most of the radiation‘occurs in the 4-month period from
November to February, and there is none from mid-April to mid-August.

The quantity of heat absorbed in the lake each year is so small that
the annual oscillation of temperature is of little interest in comparison
with the long-term trend towards an equilibrium state. Furthermore,
the extreme values of the oscillation occur at the beginning and end of
the summer heating period. The seasonal effect should thus be minimal
in the measurements, which were made only two weeks after midsummer.

An indication of the amplitude of the seasonal oscillation is available
in the data of Angino et al. (1964), which show increases of up to 1 C deg
between the begin.ni.né and end of the 1961-62 summer. Alternatively,
the fall which should occur during winter can be estimated by the
Schmidt graphical method, which can be used to solve (1) when A = 0,
This method predicts a maximum fall of about 0.5 C deg if the temperature
profile at the beginning of winter was the same as that measured at mid-
summer. Since the heat flow would be rather greater at the beginning
of winter than at midsummer, owing to the extra heating, both figures
agree quite well. Thus the seasonal oscillation of temperature is no
more than t 0.5 C deg superimposed on the long-term heating, and this-
variation is small compared to the lake's existing temperature excess of

about 20 C deg over the annual average temperature of the environment.

This fact and the timing of the measurements justify the neglect of

seasonal effects in the analysis.
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2.2.3 Steady state solution

It is instructive to solve (1) first for the equilibrium state,
so that the extent to which the lake at present deviates from this state
may be seen. With

20 =0
ot
and boundary conditions
6 = 0 at z = 0

de

dz- 0 at z = zZ_
the steady-state temperature distribution is given by
. Q 1 -2 1 -NZ
Q:igg-ze m-;e % (3)

in the case of a lake of infinite depth.

Fig.5 shows a comparison of the observed mean temperature
profile with that predicted by (3), where z and n are observed values of
the depth of the temperature maximum and the extinction coefficient
respectively, and% has been chosen to give satisfactory agreement
between theory and experiment. Note that the theoretical profile is
referred to the depth at which the temperature is zero. The measured"
profile suggests that the base of the ice cover has been displaced upward
from its mean annual level, presumably by a combination of fresh melt-
water flowing into the lake and melting of the ice, so the theoretical

curve has been related to a lower level.

The value Of% used in the profile of fig.5 was 0,032 deg cm-l.
Taking 0.0012 cal sec - deg -1 cm-1 for the conductivity k, and assuming
that 1.5% of radiation incident on the ice penetrates to the water, the
incident radiation amounts to 80,000 cal r:.m-2 yr B » Which compares
well with the Scott Base value of 91,000 (Thompson and Macdonald, 1962).
There is reasonable agreement of form between the measured and
calculated profiles, and this, together with the satisfactory estimate of
radiation intensity, constitutes good evidence in favour of the solar

heating theory. However the steady state theory cannot explain the

e 5 At e s e e S,




-4 - 0

Temperature, °C

10
Depth, m
15
20
25
| | 0
(o]
- 30
(o}

=0

Steady state
solar heating

Fig. 5

Mean temperature profile

Lake Bonney.




16.

smalldecrease in downward heat flow which occurs below a depth of
25m. In order to account for the detail of the temperature profile it
is necessary to remove the steady state restriction.

2.2.4 Non-steady state solution

Here again the basic equation to be solved is (1), without
restriction on the value of i—i « Once again attention will be focussed
on the long-term effects by assuming Q to be constant. It will also be
assumed again that the extinction coefficient » is the same at all depths,
though the value in the uppermost 5m of water is uncertain.

2:2.5 Initial conditions

Solution of (1) demands a knowledge of the temperature
distribution at time t = 0. Fortunately the solution for values of t in
the range of interest is not unduly sensitive to the initial distribution,
and a satisfactory estimate can be made by reference to the present salt
distribution (fig.6). This is of a form similar to that which is to be
expecied as a result of diffusion from a uniformly concentrated layer of
solution into a layer of fresh water. It is therefore inferred that at one
time the lake was somewhat shallower than now and of uniformly high
salinity, and that fresh water ran in over the brine to bring the surface
up to its present level. The fact that the lake is coldest at the bottom
implies that this brine was cold.

At the boundary between the fresh water and the salt solution
a density gradient would have been established which would have prevented
any convection in that region, heat transfer being entirely conductive.
By the absorption of sunlight, and because of the low rate of transfer of
heat through it, this conductive region would have tended to become
heated relative to the water above and below. The heating from above
would have further stabilized the lower part of the lake. In the upper
part stability would have been induced firstly because fresh water heated
from below is stable until its temperature exceeds that of its maximum

density, and secondly because while the temperature was below that
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limit a stabilizing salt concentration gradient would have been produced
by diffusion from the concentrated lower layer.

It is to be supposed that the lake was formerly in equilibrium
with its environment, and that the postulated inflow of fresh water
produced a relatively rapid transition to a new equilibrium. The nature
of such an equilibrium is considered in appendix 2, both generally and
as it applies in Lake Bonney. It is shown that a cold brine lake can be
in equilibrium with its environment provided the annual inflow is so
small that convection is induced in the brine every winter when its
upper surface is cooled. Once the ice is separated from the brine by
a layer of fresh water which is too thick to be frozen during a winter,
annual stirring is not provided, a stable density gradient is set up, and
long~-term solar heating starts.

The inferred position of the boundary between the primary
brine and the fresh layer must be consistent with the present distribution
of salt. Fig.6 includes a partial graph of the gradient of chloride
concentration, and the boundary must be assumed to have existed where
this curve goes through a maximum. Thus the primary brine lake was
18m deep.

The base of the present ice cover was found to lie at an
average depth below the free water surface of 3.35m. However the
upward heat flow was much less at that level than it was at slightly
greater depths, which suggests that water immediately under the ice
was being heated relatively rapidly. As in the steady state analysis,
it is assumed that this water resulted from the summer thaw and can
be neglected in the analysis, and that throughout the period concerned
in the analysis the effective 0°C level lay a little below that measured.
The magnitude of this offset will be considered later.

While the temperature Tj of the primary brine is an important
parameter, initial conditipns in the fresh layer are less so. Two simple_

possibilities present themselves: firstly, that the fresh layer was
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initially uniform at OOC; and secondly, that there was a linear variation
of temperature between the surface at 0°C and the brine boundary at Tj.
The second alternative defies the observation that fresh water freezes
at OOC, but takes some account of the presumption that the layer was
not in fact formed instantaneously, but arose over perhaps four or five
consecutive summers, during whicﬁ period salt would have diffused
upward and lowered the freezing point somewhat., On balance, the
second alternative appears more realistic, and is the one adopted.

It is necessary to allow for some minor geothermal effects.
This is done most simply by assuming that before the lake increased in
depth heat entered from below by means of a temperature gradient in
the underlying rock, this gradient extending unchanged to a great depth
below the lake. As the lake temperature rose, heat would still have
flowed upward under the influence of such a gradient, even though at
the bottom of the lake there was a downward net flow of heat. The main
result would therefore have been to heat the rock under the lake and
reduce the heat loss through the lake bed. Whether the magnitude
deduced for this temperature gradient can be interpreted literally is
open to doubt. The value is not inconsistent with a geothermal origin
but on the other hand it is conceivable that the heat concerned may have
been stored in the rock during some previous epoch when the lake was
heated. Whatever its true origin, the effect will be referred to as
geothermal for the sake of convenience.

2.2.6 Boundary conditions

As well as the condition that the temperature 'is maintained
at OOC at the level taken as z = 0, three other boundary conditions must
be satisfied:

(1) The temperature must be continuous at z = 1} and z = 13,
where 1, is the depth to the junction of the primary brine and the fresh

water layer, and 1, is the depth to the lake bed (see fig.10).
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(2) Any radiation reaching the bottom of the lake is absorbed
there, causing a discontinuity in temperature gradient. Thus, at z = 15,

392 30 _ =112
kz — k3 3 - Qe

o 2 Z
where kjp, 02 and k3, 03 are values in the regions 1} < z < 12 and z > 12
respectively.
(3) As z => 00 the temperature gradient tends to a constant
positive value 7.

2.2.7 Solution

The problem divides naturally into three parts, which correspond
respectively to the radiation effect, the geothermal effect, and the effect of
heat flows which result from the nonuniform initial temperature distribution
in the water.

The temperature distributions R, S, and T due to these effects
are found separately by solving the basic equation for three different sets
of initial and boundary conditions. Superposition of these sets leads to
the initial and boundary conditions stated for the problem as a whole, and
superposition of the three temperature distributions gives the required
total distribution.

The three' problems and their solutions are given below, the
solutions having been obtained by Laplace transformation. For simplicity,
it has been assumed throughout that there is thermal matching between

the lake water and the underlying rock, that is,

1/2 1/2
k, /K‘2 = k3/K3 .

The effect of this assumption is to remove from the solutions a number
of terms which appear to be negligible if the mismatch is not large.
Taking the range of values given in the Smithsonian Physical Tables for
granite as an indication of probable magnitudes, we get, in cgs units,

k 0.0012

2
k 0.0045—0.0050

3

]




K, = 0.0012
K, = 0.0127
Hence
kZ/Kzl/Z = 0.035
and
k3/K31/2 = 0.040—0.045.

The mismatch indicated seems

calculations seriously.

unlikely to affect the accuracy of the

Solutions will be given here only for the region 0 g z < 13,

since this is the region in which measurements are available, and

because the expressions for z > 1, are very lengthy.

Radiation part.

2
1 9R1 d°R1 7Q =7z
Klbt -bzz + kle 0‘z$11
1 3R bzR
= -2, 18 T ca<
Kz ot ezl k2 2
l 3R3 _'32R3 > 1
K3dt  5z2 z7
where
K, =K
=K
R1 = 0 at z = 0, all't
By = R,
at z = 11, all t

20,




RZ = R3 j
atz = 12' all t
QRZ 3R3 _.,’12
kzaz - k33z —Qe
R1=R2=R3=0 at t = 0, all =z,

Then the temperature in the water (0 < z < 1,) is given by

Q z —wey Kan*t
Rzm{erfc(g—mm—t,,a)+e'(e -1

— iex"”[c_'" asfo (21(,2 7 = qK"/’t“’) + & erfe (21{,2 - & qK,”'t‘“)]}

s 213" {elrnn[en erha (2;2"j'; g <= ’,K‘ue‘vn)

E—_ i, = - . l, — z I, -+ 2
— ¢ " erfc (W -+ qK,”’t”’)] + & [erfc 212,"’!"’ — erfe 2123"?”]}

The first of these two expressions is the solution for an infinitely deep
lake (12 = 00) and the second is the correction for finite depth. The

quantity Rkln/Q is shown plotted for various values of the time t in

Figure 7.

Geothermal part.

2

1 98] = 9981 0<z<1

= = ; = ]

] 3S3_ 3783 .

K3 ot Bzz z * 2
where

S = 0 at z = 0, all t
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S1 = 53

kz S, - k3-5-; at z = 12, all t
= = <

S1 0 at t 0, =z 12

S, =?(z - 12) at t = 0, z>1,

Then the temperature in the water is given by

2
5= vy gy /o) e m /A

- 2
e Uz-+z)/4K1t

)

+31 (12 +z) eric [(12 + z)/ZKll/2 t l/Z]

-1 (12 - z) erfc [(12 - Z)/lel/z t 1/2-]§

The quantity SA ¥ 12) is plotted in Figure 8.

Conduction from initial temperature distribution.

t

3T 32T
1 1 1
- —= = <
Kl . $2 ' 0$z_11
2
LBT2~_ 3'1’2 B g
K, 3t gt 1° 2
1 3T; 3%t z> 1
K3 ot dz2
where
T1=0 at z=0, all t
Tl:TZ t = 1 11
aT aT a z - 1, a
1 “"2
2z 3z
T, = Ty
k‘)TZ = % BT3 at z =1
13z = "3 2z
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Fig. 8

Increase of temperature with time, due to geothermal
flux,




Then the temperature in the water is given by

(ol - z)2/4K t (1) + 2)2/4K, f

+1 (11 + z) erfc [ (11 + z) /ZKII/Zt 1/2]

- %(1:l -z) erfc [(11 - Z)/ZKII/Ztl/Z ] - z}
and

= - (1,/1,) §(x,1/x)

.(e-(ll - z)2/4K1t -(11 + z) /4K )

+3(z+ 11) erfc [(z + 11)/2K11/2t1/2]

+4(2-1) erfc [ (= -11y2K11/2t 121, 1

The quantity T /'ri is plotted in figure 9.

2,2.8 Evaluation of the parameters

The temperature in the water is
0(z) = R(z) + S(z) + T (z).

@ depends on ten parameters (t, Q, 7, k 1, K 11, 12, 7, and T ),

1!
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and it is not possible to specify the values of these parameters completely.

Thus the problem becomes one of choosing values for the parameters

which give a theoretical temperature profile 9 (z) which best matches the

measured temperatures. It will be seen that the appropriate values
accord well with such other evidence as exists, and that they are unique
(or at least that each lies within one fairly well-defined range). This
provides good evidence that the model advanced to account for the

temperature profile is qualitatively correct.
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Two methods were used for ‘evaluating the parameters, one
based on manual computation and the other on the use of an electronic
digital computer. The manual method was developed before electronic
computing facilities became available, and is very tedious in application.
However it is of interest, since it shows explicitly the development of
the components R, S and T of the solution, and makes it clear that only
one set of values for the parameters is admissible. The computer

solution is more powerful, in that it allows up to six of the parameters

to be optimised simultaneously, compared to three in the manual method;

but the latter is a desirable counter to the suspicion that almost any
experimental profile could be matched by adjusting enough parameters.
Both methods will therefore be described.

2.2.9 Manual optimisation.

This method allows the variation of the three most important
parameters, time t, radiation flux Q and geothermal gradient Y. Of
the remaining seven, kl’ Kl and K3 can be found from published tables,

1

and the extinction coefficient 7 has been measured; this leaves 11, 2

and ';i which warrant further discussion.

11 and 12 are the depths respectively to the antediluvian brine
surface and the lake bed, measured from the level at which 0 is zero.
It has already been mentioned that this level is somewhat below the
measured 0°C isotherm. Extrapolation of the measured temperature
profile according to the shape of the steady-state solar heatmg profile
near z = 0 showed that the level z = 0 (at which 0 = 0) should be set about
lm below the measured OOC isotherm. This fixed 11 and 12, as shown
in fig.10,

The choice of a value for Ti is somewhat arbitrary. A lower
limit is imposed by the freezing point of the primary brine, but this
itself is not well defined. The freezing points of samples taken from

the lake in 1963 showed that the solution is eutectic at a depth of about
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23m, with a minimum freezing point of -23,5 + 0.5°C. In the case of
a sample taken at 30m, salt was deposited at temperatures below
-20.5 + 0. 5°C, but it is conceivable that the solution at this depth had
become stronger as a result of the dissolution of salt which had been
lying on the lake bed when the temperature began to rise. In any case

o .
the temperature was probably not even as low as -20.5 C, since it must

have been at least as high as the annual average temperature in the region,

in order to allow heat produced by the absorption of solar radiation to be
conducted out through the ice cover. The average temperature is now

about -17°C (Péwé 1960) or -18°C (See Hoare et al., 1965, The value

was deduced from measurements in the Canada Glacier near Lake Fryxell,)

Hence, if air temperatures have remained fairly constant over the period

of interest, Ti was not far from -17°C.

The procedure adopted for optimising t, Q and Y was as
follows. First, a series of graphs like that of fig.11 was drawn. In
these graphs the value of (R+T)ata particular depth z was plotted as
a function of t for one value of Q, six such graphs sufficing to cover the
reasonable range of Q, On each graph nine curves were plotted,
corresponding to depths taken at intervals of 3.05m (10 ft). Thus each
curve in fig,1ll indicates the development of temperaturé at the specified
depth which would be expected if the radiation input had the particular
value stated and the geothermal flux was zero,

Second, on each of the graphs like fig.1l the temperature
observed at each depth was marked on the curve for that .depth. The
result was the distribution of short bars, the length of each bar being
indicative of the experimental uncertainty. If the geothermal flux had
actually been zero, the required value of Q would have been that which
resulted in all the bars appearing at the same value of t, since it was
assumed that all depths had been heating for the same period. Clearly,

such a distribution would also have evaluated t.
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If the geothermal effect is neglected, there is no value of Q
which places all the bars at one value of t. Thus it must be included,
but the problem is reduced to finding that distribution S(z, t) which, when
subtracted at each depth from the measured temperatures, results in the
bars being shifted to lie all at that value of t for which S (z, t) was
calculated.

2.2,10 Values.

The best choice of S (z, t) is that given by ¥ = 0,08 C deg m-1

- -2
andt = 1.8 x 109 sec, applied to the graph for Q = 4.3 x 10 > cal cm

sec-l. This choice places the bars in the positions shown by the boxes
in fig.‘ll, which is the graph for this value of Q.

The reason for the uniqueness of this set of values for t, Q
and 7 can be seen in figs. 7, 8 and 9, which show the growth of R, S
and T with time independently. Variation of t affects all three components
more at depth than near the surface, while variation of Q and 7 alter
R and S respectively by fractions which do not change with depth. Thus
variation of t cannot be compensated (beyond the limits set by experimental
uncertainty) by variation of Q or ¥ . Again, since R is a maximum at
intermediate depths while S is a maximum at the lake bottom, variation
of Q cannot be compensated by variation of 7 .

Thus, making reasonable allowance for experimental
uncertainty, it may be claimed that the solar heating model advanced
is consistent with the observed features of the lake, provided

(a) the heating process began (1.8 + 0.2) x 10 sec (57 + 6 yr)
before 1963, i.e. between the years 1900 and 1912;

(b) solar radiation amounting to (4.3 + 0.4) x 107> cal cm
sec-'1 (1350 + 150 cal cm-2 yr-l) penetrates the ice cover; and

(c) the geothermal gradient in the area is 0.08 + 0.04 C deg

m , corresponding to a heat flux of 4 + 2 ucal cm-z sec” ! (130 £ 60

eal g 2 yr-l).
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Discussion of these results will be postponed until after a
description of the computer method of optimisation.

2.2.11 Computer optimisation.

The manual method relies on a subjective assessment of the
best graphical fit between theory and measurement. In the computer
method, the objective least-squares criterion is used; that is, the sum
of the squared deviations between calculated and measured temperatures
at the various depths is minimised with respect to variation of individual
parameters. Symbolically, writing E for the sum of the squared

deviations,

= o, Z - 2..
E _nz=1§ din] g () |

Here 0 (zn) is the temperature calculated, while @ (hn) is that measured,
at the n th depth of measurement. This depth is hn below the free water
surface, and z_ below the theoretical 0°C isotherm. Then if 6, and thus

E, depend on several parameters Xi’ the criterion for the best fit is

that
JE JE JE
_— = e— = ——— = e— = 0 (4)
3X1 ‘ d 2 9 o

A primary requirement is, therefore, that any parameter to be varied
should show a clearly defined minimum of E,

The first step in developing the computer method was to write
a i)rograrn which calculated E for a large number of combinations of
values for the parameters, This gave some idea of the gross behaviour
of E, and showed in particular that it was very insensitive to variation
of 11, the depth to fhe primary brine surface. This value was therefore
fixed by reference to the salinity profile and not included in the optimisation
1° K1 and K3 were fixed.
The depth scales h and z used for measurement and calculation

routine. Likewise the physical constants k

are offset with respect to each other. Writing
d = h-z,
d is the "depth shift" and represents the distance that the theoretical O°C
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isotherm lies below the free water surface. E is rather sensitive to
d, which is therefore included in the optimisation. However l2 can be

written

where hmax is the measured depth of the lake. Thus 12 is not varied
explicitly, and the number of parameters to be optimised remains at
six -t,Q, v, d, Tiandv.

The problem of varying P parameters to obtain the best
theoretical fit to N experimental observations, where N > P, occurs
elsewhere. For example, in seismology there may be N instruments
which observe a particular earthquake; the problem is to vary such
parameters as seismic wave velocity, time of occurrence and coordinates
of focus of the earthquake until there is best agreement between the
calculated and observed arrival times at the N stations according to a
least-squares criterion(see, for example, Bolt, 1960). Or again, in
geometrical optics the problem appears as a best choice of positions
and radii of curvature of refracting surfaces to give the desired overall
behaviour for an instrument (Wynne, 1959; Nunn and Wynne, 1959),
The usual method of Solution is derived from the condition (4). This
criterion supplies P simultaneous equations in P unknowns, which can
be solved by standard methods of matrix manipulation to yield the best
values of the parameters Xi' The method is necessarily iterative,
étarting from assumed values for the X.i, since the differentials of the
calculated quantity (e.g. 9) with respect to the Xi appear as coefficients
in the equations. If these differentials were constant under variation of
the Xi’ solution of the P equations would yield the best Xi directly. In
general, however, the new values Xi are accompanied by slightly

different values of _3d 6n .
. 9 X.
i
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In the present case a different method was used which involved
much less algebraic manipulation at the price of rather less efficient
convergence towards the final solution., Since good starting values were
available for the X this was not a serious drawback. In addition, the
method readily gave approximate values for 2_2 and thus showed the
sensitivity of the solution to variation of md1v1dua.1 parameters.

The basis of the method was to approximate E near its
minimum by the simplest function which possesses a minimum with
respect to each of the six parameters:

2 2
E = E0+a.1(t-to) +aZ(Q-QO) +a3(7 - 70)

2

2 2 2
ta,(d-d) +a (T -T ) +a, (7= 1)

Starting values (tl, Q1 - vl) were adopted, and small positive and
negative increments were chosen so that each parameter could take
three values in all (e.g. ts tys tl_). Then in a six-dimensional space
with the parameters as coordinates, thirteen points were defined, grouped
around (tl, Ql’ - 111), by varying each parameter in turn. E was
evaluated at each of these points, yielding 13 simultaneous equations of

which the first three were

~t): ta, (@ Q)%+ - tay (7, - vb)z (5/1)
) (5/2)
(5/3)

Y these can be

E,=E,ta; (t1
B 2 2

EZ-EO+a1(t1+-tO) +a2(Q1 -.QO) +---+a6(n1- vo)

2

. 2 2
=E +a1(t1_-to) +a2(Q1-QO) + ===+ a

E, 0 6 (1 = 7p)

Since there are only 13 unknowns EO, a; -a and to

ascertained from the equations. Furthermore, since equations (5/2) to
(5/13) differ from (5/1) only by the variation of one of the parameters,

the solution is particularly simple; equations (5/2) and (5/3) give a; and
tye (5/4) and (5/5) give a, and QO and so on, and finally (5/1) gives E e
Then to - 1, are estimates of the coordinates of the minimum of E.

Owing to the approximate nature of the representation of E these estimates
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will be in error, but generally less so than the starting ones. The point
(to, -—— 70) is then taken as a new starting point, and the process repeated
until Eo is reduced sufficiently., In practice only about five iterations
were required to achieve a satisfactory solution. The Algol program
for the scheme, and an example of the output, are given in appendix 3,

In order to reduce the dependence of the solution on measure-
ments made near the surface, which may have been disturbed by the inflow,
the uppermost measurement was given a weight of 0,5,

2.2.12 Results.

The best representation of E near its minimum was

E =0.218 +4,3 x 10-16 (t -1.78 % 109)2 +9.8(d - 4:.67)2
+8.2x 107 (@ - 1511) + 3700 ( 7- 0.0966)?
+4.9 (T, +16.07)° + 5.6 x 10* ( , - 0.1188)2

This expression can be rewritten as

E =0.0118 + 75,5 ( At/to)z + 11,9 ( Ad/do)z
+ 104 (AQ/QO)Z +1.94(ar/ 70)2
+ 70 (ATi/TO)Z +43.9(a7/ vo)z,

where At =1t - to etc., and E is the mean square deviation E/N (N =_18).
The value of E can be compared directly with the value obtained for the
Same quantity in later analyses of other lakes, for which N is different.
The coefficients in the second expression are those called b1 ----- b6
in table IV, and show that the solution is most sensitive to variation of
Q and least to variation of Y. This implies that Q is the parameter
which is most closely determined by the optimisation, and 7 is that
least well determined. The first expression shows that the optimum
values are (""manual' values in parentheses):

t=1.78 x 107 sec = 57 yr (57 + 6)

Q = 1500 cal cm "> yr = (1350 + 150)

Y = 0.10C dagm (0.08 + 0.04)
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Table IV

Calculated parameters
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=y
Lake and °© ! g b A
observer 3 M.m 1 (% 2 Do BWmm.dw 7o Ww«o vp Tio vm 70 | méas.|% mo .\M
(] N ® ] N
Qe >
Fryxell Nov 6.9[48 [7.5| 545 - 4,1/ 0.16 8 8.1 -10 | 1,4 | 0,26 1.2 |2.3|4.53 0:11
(Hoare et al.) 63 ! ,
Joyce Dec 14 [80(1.7| 194 12 .21 |10 19 -13 | 0.57 0,18 0.151.9]6.58 | 0,076
(Hoare et al.) 63
Bonney (East) Dec 82 (58|98 (14301000 (2,0/ 0.098 5 71 -16 | 41 0.11 0.19 |12 | 4,82 0.12
(Hoare et al.) 63 40,02
Bonney (East) Jan 76 [57[104|1510 (1500 [1.9| 0.097 5 70 -16 | 44 0.12 0.12 (12 | 4.67 [0.11
(Shirtcliffe and | 63 +500 +0,01
Benseman)
Bonney (East) Jan - |57 - |1350(1500 - 10.08 4 - =17 - 0.12 0.12 | - ]14.35 0.13
(S&B, manual 63 16 +150 (4500 +0.04 | +2 (fixed) (fixed) +0.01 (fixed)
analysis)
Bonney (West) Dec 1.8/43|3.4| 507 | 200 (2,2 0,14 7 41 -10 | 5.6 | 0.28 0.19 |5.4|3.76 0.25
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d =4.6Tm (4.35, fixed)
T, = =16% (-17, fixed)
7 =0.12m (0.122, fixed).

The closeness of fit is indicated by the root-mean-square deviation
between the N calculated and measured temperatures, i.e. by Jf_:.

This is 0.13 C deg for the manual method, 0.11 C deg for the computer

version. Both of these are acceptable when compared to the measurement

uncertainty of + 0.05 C deg, bearing in mind the idealised nature of the
model. The calculated temperature profile is shown in fig.12 with the
observed mean profile. '

2.2.13 Discussion.

It is gratifying that variation of six parameters yields
essentially the same result as variation of three, giving confidence that
the process yields values which have physical significance. It is,
however, fortuitous to the extent that the original choice of -1 7°C for
Ti was not based on firm evidence.

The value given for the geothermal flux is about four times
"normal'. While this estimate is very rough, and it is not certain that
the effect corresponds to geothermal heating as usually understood, the
value would not be unreasonable for an area showing some signs of
volcanic activity. Indeed, a flux 40 times normal has been found at
Scott base (Robertson and Macdonald, 1962), though the proximity of
the sea may have affected the temperatures there.

The value given for the radiation flux at the base of the ice
cover leads to an estimate of the flux incident on the ice surface if the
approximate measurement of 0.015 + 0.005 for the ratio of the two is
accepted. The incident radiation would amount to between 60,000 and

-2 =1
150,000 cal ecm ~ yr , which is consistent with the value of 91, 000

2
calem ~ yr " measured at Scott Base ( Thompson and Macdonald, 1962),
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The most significant value is that given for the duration of
the heating process, and this can be corroborated in two ways. First,
the width of the peak in the curve of salt concentration gradient versus
depth = that is, the distance between the points where the concentration
gradient has half its maximum value — is simply related to the time for
which the salt has been diffusing. Ideally, the concentration distribution
C (z, t) is given by (Crank, 1957)

C(z, t) = Co_ erfc[ 1] "= J
2 2pl/2 ,1/2

where C 0 is the initial concentration below the boundary and D is the

diffusion coefficient for salt in water. Therefore
2
ac/az = (002/4 - o)/ 25 (11 - 2)°/4Dt

This is clearly a maximum at z = 11 » and half the maximum value at the
depths where
o-(11 - 2)%/4Dt _ L
i.e, at
z = lli (4Dt1n2)1/2
The width of the peak is therefore
Az = 4 (Dt In 2)1/2
3.33(Dt)1/2

Taking (1.25 + 0.25) x 107° cmz sec-:l for the range of coefficients of
diffusion of chloride ions in aqueous alkali chloride solutions of the
strength found in the lake (Tyrell, 1961), and 5.5 + 0.5 m as the width
of the peak, we find that the age of the diffusion is 60 + 20 yr. Although
the observed chloride concentrations do not correspond exactly to the
ideal model assumed, the two are sufficiently alike for the agreement
between this age and the thermal age to be significant.

Corroboration of the age is also available from the accounts
of the first two parties to visit the lake. The two lobes of the lake are

connected by a narrow channel, the width of which was 5.2 m (17 £t) in
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1903 (Scott, 1905) and about 31 m (100 ft) in 1911 (Taylor, 19Z2).
Soundings were made in a line across the narrowest part of this channel
in February 1964, and these indicate that in order for the channel to be
as narrow as 5.2vm the ice surface would have to be 9.2 m lower than
its present level (see fig.13)., If,in 1903, the ice covering the main
lobe was about half its present thickness (see appendix 2), this would
have allowed only about 20 m of water beneath the ice, a value very
close to that postulated for the previous state of the lake. By contrast,
the depth in 1911 must have been close to the present depth, the channel
width being 42.3 m in 1963. Thus there is good evidence that the
increase in depth, which was postulated as the event which initiated the
current phase of the lake's history, took place close to 60 years ago, as
calculated.

2.3 Other applications .

Three other lakes in the Taylor Valley have temperature and
salinity profiles similar to those of the eastern lobe of Lake Bonney,
namely Lake Fryxell (Angino et al., 1962; Hoare et al., 1965), the
western lobe of Lake Bonney (Angino et al., 1964; Hoare et al. ’ 1964),
and Lake Joyce (R.A. Hoare, pers. comm.). It is of interest to apply
the foregoing analysis to these lakes, and also to the measurements by
Hoare et al. (1964) of the temperatures in the eastern lobe of Lake Bonney
in December 1963; these differ somewhat from those of Shirtcliffe and
Benseman (January, 1963), |

2.3.1 Iake Fryxell.

This lake is 15 miles east of Lake Bonney, in an enclosed
di’ainage basin near the seaward end of the valley., Itis 5 km by 1.5 km

in size and is permanently covered by ice about 4.5 m thick. As in Lake

Bonney, the increasing salinity with depth prevents convection at all levels. |

Some light penetrates the ice cover, but the amount has not been reliably
measured. Measurements by Hoare et al. with a selenium cell showed

-] 3
that the extinction coefficient in the water was 1.15m ~, butin matching
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a theoretical steady-state solar heating profile to the observed temperatures
those authors adopted a value of 0.69 m-l, suggesting a lack of confidence
in the measurement. An attempt to measure the fraction of incident light
Penetrating the ice gave an anomalously low value of 0.1%, which was not
considered typical for the lake.

The result of the analysis is shown in Table IV and fig.14, The
main points of interest are:

(1) The calculated extinction coefficient is much nearer to that
found in the other lakes than to that measured in Lake Fryxell. This
suggests that the high value actually measured could be a temporary
phenomenon. Both this and the anomalously low light penetration of the
ice cover could result from a sudden inflow of melt water containing a
rather high concentration of suspended material of a brownish colour; the
extinction coefficient changing because of the changed spectral composition
of light penetrating to the stagnant water, and the change of penetration
being accentuated by a tendency for the coloured inflow water to gather in
the hole through which the detector was lowered. Whether this could
occur without detection is questionable, however.

(2) The calculated fraction of incident radiation penetrating to
the level z = 0 is about one third of the corresponding value in Lake Bonney.
This is consistent with the higher extinction coefficient in Lake Fryxell as
indicating either less clarity in both the water and the ice, or a greater
difference between the passband wavelengths of the ice and the water,

(3) The temperature of the primary brine exceeds that in Lake
Bonney. This reflects the much lower salinity of Lake Fryxell (S 4 gm/
litre of chloride) and the concomitant higher freezing point. In accordance
with the arguments advanced in appendix 2 it must be supposed that the ice
covering the lake before its increase in depth was thinner than that now
present. However this appears inconsistent, since the relatively high

Primary brine temperature would have led to an excessive loss of heat

through such thin ice. An answer to this difficulty can be found by
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considering the stability problem for the case of low initial salinity.

The stabilising effect of fresh water flowing over the Fryxell brine would
have been much less than that in Lake Bonney, owing to the smaller
contrast of salinity. In Lake Bonney there was a sharp boundary between
the brine and the thin layer of inflow water, maintained by periodic
convection induced partly by downward ice growth in winter; in Lake
Fryxell the brine may well have been separated from the ice by a
permaﬁent layer of water in which there was a sufficient gradient of
concentration to prevent convection, while convection in the brine itself
was maintained enfirely by the solar heating. The brine would have been
insulated from the atmosphere by both the ice and the non-convecting
layer, allowing the annual heat Ioss to balance production. The lake
would have been stabilised finally when the inflow of additional water
reduced the intensity of radiation reaching the brine below that required
to maintain convection. The Present salinity profile lends support to
this hypothesis by showing a rather less marked maximum in salinity
gradient than is the case in Lake Bonnéy. This could be due to the fact
that there was a pre-existing chemocline which increases the apparent
age of the present profile,

(4) Table IV includes the coefficients by --- b, which show
the relative sharpness of the minimum in E with respect to the various
parameters. These coefficients are generally much lower for Lake
Fryxell than for Lake Bonney, so that the parametric values are less
well determined. Nevertheless the final agreement between theory and
experiment, as represented by the RMS deviation of 0.11 C deg, is quite
satisfactory.

2.3.2 Lake Joyce.

Lake Joyce lies beside a lateral extension of the Taylor Glacier,
about 10 miles from Lake Bonney and at a somewhat greater altitude. It
was investigated by VUW Antarctic Expendition No.8 and appears

qualitatively similar to Lake Bonney in its temperature and salinity
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profiles, its permanent ice cover and its lack of outflow. The
bathymetry is more variable than that of Lake Bonney. There appears
to be a small region which is much deeper than the bulk of the lake,
and contains more saline water with a higher extinction coefficient.
This region was omitted from the analysis, the lake being assumed to
have a horizontal bed at a depth of 26 m.

Results are shown in table IV and fig,15. Tolerably good
agreement is shown between calculated and measured values of radiation
input and extinction coefficient. The calculated parameters are
generally less well determined than their values in Lake Bonney, the
values of the coefficients b1 - b6 being comparable with those found
for Lake Fryxell,

2.3.3 Lake Bonney, eastern lobe (Hoare et al,)

These measurements agree well with those taken 11 months
earlier by Shirtcliffe and Benseman, except in the region near and above
the temperature maximum. Since this is the region most susceptible
to seasonal fluctuation, it is probable that the difference is due to no
more than this. Nevertheless, since the analysis neglects seasonal
effects, it is remarkable that the parametric values inferred are so
similar for the two cases {sce table IV and fig. 16), even to an increase
of 1 year in the age. The main difference is a reduction of 5% in the
inferred radiation input, which is scarcely significant., The similarity
between the two sets of results shows that the optimising process
operates preferentially on the deeper measurements.

2.3.4 lake Bonney, western lobe,

This lobe is separated from the main, eastern, one by a
channel containing only about 5 m depth of water. Thus at depths greater
than this the two lobes are chemically and thermally distinct. Superficially
the two temperature and salinity profiles are similar, although the
temperature maximum in the western lobe is sharper, cooler and

shallower than that in the eastern lobe.
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It is clear that the results in this case (see table IV and
fig.17) are significantly worse than those obtained for the other lakes.
This failure of the model could possibly be ascribed to two causes.,

The first of these is associated with the influence of the Taylor Glacier
on the temperatures in the lake. The temperature profile examined

(in all lakes) was that obtained by averaging at each depth the readings
taken at the various stations at that depth. The horizontal variation

of temperature is small in the other lakes considered, but in the western
lobe of Lake Bonney temperatures measured 150 m from the snout of

the glacier average 1.5 C deg, and those measured 300 m from the

snout 0.4 C deg, below corresponding values of the mean profile. Thus
there is a noticeable horizontal component in the heat flow at least near
the glacier. In principle, this will have two effects:

(a) In an otherwise homogeneous fluid, any horizontal
temperature variation produces a movement of the liquid, since the
condition for hydrostatic equilibrium is that the surfaces of constant
density should be horizontal, When the fluid contains a second
component, such as a solute, which can also affect its density,
hydrostatic equilibrium can exist in spite of horizontal temperature
variations provided that the concentration of the second component
varies in a compensating way. Such is probably the case here, an
upward displacement of the isotherms being accompanied by a downward
displacement of the isohals (surfaces of constant salinity). Although
this implies a horizontal component of salt diffusion, and a consequent
continuous flow to maintain the desired horizontal concentration
variation, this flow should be negligibly small. Thus it is probably
satisfactory to assume that heat flow is entirely conductive.

(b) The solar heating model assumes one -dimensional heat
conduction, with horizontal isotherms. Again, the effect is probably

not serious, provided the horizontal component of the heat
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flow is much smaller than the vertical one. The temperature
variation indicated suggests a lateral transport of about 3 cal cm”

yr- near the glacier, which is small compared to the vertical flux

at all depths except near the temperature maximum, where the vertical
flux is zero. The region where the horizontal flux is dominant is so
restricted that the effect is probably negligible.

The second, and more important, reason for the failure of
the theory in the case of the western lobe of Lake Bonney is associated
with the shallow channel connecting it with the eastern lobe. It is
noticeable that at depths down to about 15 m the salinity of the western
lobe is greater than that of the eé.stern lobe, and that there is a sharp
salinity gradient in the western lobe at the level of the channel bottom.
This implies either that the western lobe has only very recently filled
above this level, or that there is a loss of salt from its upper region.
The first alternative is certainly untrue, since as has been shown the
whole of Lake Bonney has had roughly its present depth at least since
the year 1911,

Hence salt is being lost from the upper waters of the western
lobe. This implies a flow of water through the channel into the eastern
lobe, which can arise in two ways. Firstly, neglecting flow through
the channel, the annual depth of inflow to the western lobe is probably
greater than that to the eastern lobe, both by virtue of the great
collection area of the Taylor Glacier and by virtue of the small surface
area of the western lobe when compared with that of the eastern lobe.
This difference in inflow must be compensated by a nett flow through
the channel from west to east. However the flow would not be steady.
Inflow occurs to both lobes in a variable manner, aand there are no
doubt periods when flow into the eastern lobe exceeds that into the
western. During such periods flow in the channel would be from east
to west. A second possible cause of flow (in either direction) in the

channel is internal waves generated by reversals of direction of the
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wind, which apparently blows either up or down the valley most of

the time. Thus irrespective of the existence of a mean flow from west
to east there must be an exchange of water, and hence of both salt and
heat, between the two lobes. By virtue of its smaller volume (about
10%) the western lobe must be rhore affected by this than the eastern
lobe. Since the salinity is higher and the temperature lower in the
western lobe, that lobe must experience a nett gain of heat and a net
loss of salt in the process, the corresponding fall in temperature and
rise in salinity in the eastern lobe being much less marked. Hence
the no-flow solar heating model fails when applied to the western lobe,
but accounts adequately for conditions in the eastern lobe.

2,3.5 Summary and comment.

A model based on the absorption of sunlight in non-convecting
water has been considered in detail, and shown to accounf for the
temperature profile in three lakes in the Taylor Valley. The model
assumes a particular origin for the development of the temperatures,
and to that extent is speculative. However observations confirm that
a rise in level of the required magnitude did occur in at least one of
the lakes at the appropriate time. Moreover, insofar as the model
requires a particular pre-existing configuration, such an é.rrangement
has been shown to be plausible, particularly in regard to its stability.

The applicatic - of the model proceeds by the evaluation of
up to six parameters according to the criterion that the calculated
temperatures should match those measured as well as possible. The
inferred values of the parameters are unique and reasonable, and
agree with such reliable observations as exist. Hence it is concluded
that the model itself is correct, both in regard to the assumption that
no sources of heat exist other than the absorption of sunlight and a
geothermal heat flow, and also in regard to the assumed former characters

of the lakes.
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The correct estimation of those parametric values which
can be checked against observation implies that the values are physically
significant even when no observations are available to check them.

This being so, the procéss becomes in effect a method of deducing
climatic history for the lakes' envirénments. All three lakes, Joyce,
Bonney and Fryxell, appear to have responded to an increase of humidity
in their respective regions within the last 50-80 years. Since they are
all situated in the Taylor Dry Valley, the climate throughout that valley
generally has been becoming less arid over the period.

It is intriguing to speculate on the relative timing of the onset
of non-convective heating in the three cases. Lake Joyce, high up the
valley, was affected about the year 1885; Lake Bonney, at the foot of
the Taylor Glacier, about 1905; and Lake Fryxell, nearest the sea,
about 1915, Although the time difference between the Bonney and
Fryxell events is barely significant iﬁ relation to the uncertainties
involved, it seems possible that the climatic effect propagated down

the valley from the Polar Plateau.
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Chapter 3

Convecting Lakes

3.1 Introduction

The non-convecting lakes already described, together with
a few other minor examples from the same area, probably represent
the only examples in the world of totally amictic lakes. Even in those
lakes elsewhere in which deeper water is stabilised more or less by a
solute concentration gradient, the so-called meromictic lakes (Hutchinson,
1957), the upper part is subjected both to turbulent mi xing due to wind
and also to intermittent gross circulation caused by changes of surface
temperature. Other lakes are to be found in Victoria Land which are
intermediate in character between the amictic and the meromictic lakes.
Although protected from surface disturbance due to either temperature
éhange or wind by a permanent cover of ice, these lakes are subject to
some circulation where the gradient of solute concentration is insufficient
to maintain stability against the heat flow. In contrast to the meromictic
lakes, however, the intermediate class of Victoria Land lakes may be
called stratomictic, since continuous convection occurs in a series of
layers which may be very thin and which are bounded above and below
by regions of high, solute-induced stability.

Details have been published of only two stratomictic lakes,
namely Vanda (Wilson and Wellman, 1962; Goldman, 1962; Ragotzkie
and Likens, 1964; Hoare, 1966) and Miers (Bell, 1967). Of these, the
latter contains relatively little salt (maximum concentration of solutes
is less than 300 p.p.m.), and the water temperature exceeds that of
maximum density by only a small amount (maximum temperature is
5.25°C), so that the layered convection is not well developed. Lake
Vanda, on the other hand, contains a very well-marked series of layers,

with thicknesses varying from less than 1 m to about 20 m (Hoare, 1966).
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The present study was therefore confined to Lake Vanda, and aimed at
clarifying the origin and development of the layered convection in that
lake.

3:2 Lake Vanda.

Fig.18 is reproduced from the work of Hoare ( 1966) and
summarises the pertinent data on Lake Vanda. The lake may be divided
into two regions; that below a depth of about 50 m, in which transport of
heat and solute is due entirely to diffusion, and that above this level where
layers of convective transport are separated by stable boundary regions.

Wilson (1964) has shown that the distribution of salt in the
lower region is consistent with upward diffusion from a very thin bottom
layer for a period of about 1200 years. Thus the time scale for the
development of this lake is an order of magnitude longer than that for the
Taylor Valley lakes. For this reason no information on age can be
obtained from the temperature profile below 50 m since, the diffusion
constant for heat heing much greater than that for salt, this profile is
effectively a steady state one (Wilson and Wellman 1962), The analysis
of the Taylor Valley lakesis irrelevant to the problem of Lake Vanda
then, except insofar as it has shown firstly that there is no immediate
cause to invoke any abnormally high geothermal heat flow, nor any other
energy source apart from solar radiation, to explain the high temperatures;
and secondly that the depth of the lake is susceptible to climatic changes
but otherwise stable. The primary interest in an investigation of Lake
Vanda therefore lies in explaining the origin and development of its
unusual stratiform nature rather than the elucidation of climatic history
in the Wright Valley. |

Two origins of the layered convection have been suggested.

(in discussion) by A, T. Wilson and H,W. Wellman, namely internal
waves and changes in lake level. An origin in internal waves pPresupposes
the presence of a solute gradient throughout the lake. The resulting

density gradient could support internal waves, which might be excited by
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- movement of the ice cover by wind. However it is difficult to see how

this in itself could produce mixed layers. Provided there is no
discontinuity of density, there will be no dis continuity of velocity (Lamb,
1932), and no vortex formation. Once layers had been formed by some
other process, a discontinuity of density would be associated with vortex
production at the layer boundaries, and the resulting transport of solute
would modify the density distribution; but even if it could be shown that
this modification tended to maintain the discontinuity (which seems
doubtful), diffusion of solute would ensure that a discontinuity of density
could not in fact occur. Thus although internal waves are probably
present in the lake, and may modify its nature, they could not produce
a layered structure from an initially uniform one, and must therefore be
discarded as a possible origin,

Mixed layers could have been formed by changes in lafce level.
If the level fell, in response to a change toward greater aridity in the
area, the salt would have remained in solution as evaporation proceeded.
Thus if the ice/water boundary fell to a level where the salt concentration
was significant, it would have swept the dissolved salt ahead of it until
an unstable density profile was produced, when convection would have
occurred and produced a mixed layer under the ice. If the lake level
subsequently rose the mixed layer might have been perpetuated if the
heat flow was sufficient to maintain convection against the stabilising
tendency of the underlying salt gradient. If the salt flux into the bottom
of the mixed layer slightly exceeded that out of it, the concentration in it
would have'gradually increased. Then if the lake level fell again, a new
mixed layer might have been formed above the old one and of lower
concentration. In this way a whole series of layers may in principle
have been built up.

In order for changes of lake level to be acceptable as a theory

of origin of the layers now present in the lake, it is necessary to show
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that each layer could have retained its identity from the time of its
formation until the present. It seems unlikely that layers as thin as
those near the 50 m level would still retain their identity after a time
perhaps as long as 1000 years, during which the salt concentration in
them has increased by an order of magnitude. The observations of
Hoare (pers. comm.) show that the layers are dynamic in character,
so that although the main features are preserved from one summer to
the next, differences in detail are apparent even over that time. Thus
even if layers had been formed by this process, it is probable that their
character would have been so modified by the convective processes in
the lake that they would no longer be recognisable. The origin of the
present layers therefore lies more with the convective process itself.
Indeed, as will be seen in the following sections, this process is capable
of producing layers without the assistance of level changes, so it is
clearly desirable to investigate convection itself before falling back on
level changes to explain the observations.

e Convection.

3.3.1 Basic work.

Thermal convection in a fluid is a process of which the physical
basis is obvious, but the details are not. Basically, if the density of an
otherwise homogeneous fluid layer is made greater above than below A
owing to the imposition of a temperature gradient, a flow results in which
the lighter fluid floats upwards in some regions and the heavier sinks
downwards in others. So long as the temperature difference is maintained,
the flow continues.

The first controlled experiments on convection were carried
out by Bénard (1900 a, b, ¢, 1901 a, b), although Thomson (1882) had
observed the effect in a layer of hot soapy water cooling from its upper
surface. The experiments of Bénard were carried out with liquids

having a wide range of viscosity. In each case the liquid layer was thin
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(about 1 mm), and was heated uniformly from below by a hot metal plate.
These experiments showed that after an initial transient stage in which
the structure of the layer was somewhat irregular, the flow was clearly
resolved into a cellular pattern. The cells had vertical boundaries and
showed a strong tendency to a hexagonal planform, in which flow was
upwards in the centire and downwards round the perimeter.

The first theoretical analysis of convection was published by
Rayleigh (1916). He cited Bénard's experiments as evidence that the
flow pattern is basically cellular. The cause of Bénard convection was
assumed to be buoyancy forces, as outlined above, but later authors have
shown that in such a shallow layer of fluid the variation of surface
tension with temperature provides the major driving force (Pearson 1958,
Nield 1964). Nevertheless the flows produced by both effects are very
similar (Nield, 1966). Thus although Rayleigh analysed Bénard's
experiments on the basis of a false hypothesis as to the driving force,
his analysis was correct when applied to buoyancy induced convection,
which is the more usual type.

Rayleigh's analysis began with the equations of motion,
continuity and heat conduction for the fluid, expressed in an approximate
form due to Boussinesq (1903). In this form the fluid is assumed
incompressible, and the temperature variation of density insofar as it
affects momentum is neglected, only the buoyancy effect being retained.
Physical properties of the fluid were assumed to be constant. An
additional constraint was an equation of state which assumed a linear
variation of density with temperature. These equations were first
solved for the equilibrium case in which the velocity was everywhere
zero. This solution was then perturbed slightly, and the velocity
assumed to grow as exp ( yt) as a result, Assuming 7 to be real, that
is the flow to be monotonic (non-oscillatory), the stability of the initial

equilibrium was then demonstrated by the sign of v . If 7 <0 the
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perturbation would die away with time, while if ¥ > 0 it would grow with
time, indicating instability. Rayleigh solved for the case of marginal
stability ¥ = 0 which separated these two possibilities, and showed that
it corresponded to a non-zero temperature gradient. Thus if the
temperature gradient was initially zero and then slowly increased (in
the direction favouring instability), convection would not immediately

ensue, but would occur only when the quantity

R = gaﬁh4
¥ K

exceeded some critical value., This value depends on the root-mean-
square horizontal wave number, but is a minimum at some wave number,
the corresponding critical value being 27 14/4 (= 657). The non-
dimensional group R is now known as the Rayleigh number, and its
minimum critical value is the critical Rayleigh number Rc above which
convection should occur.

The particular value 657 for Rc follows from the assumption
of hydrodynamically free horizontal boundaries with fixed temperatures.
This choice of boundary conditions, and the assumption of rectangular
rather than hexagonal cells, allows a simple derivation of Rc’ but the
arrangement is physically unrealistic, ,

Other boundary conditions do not allow an exact solution for
Rc to be obtained so easily (for example, see Low, 1929) and approximate
methods have usually been adopted. Jeffreys (1926, 1928) solved for a
variety of situations in which one or both horizontal boundaries were
hydrodynamically rigid and had either fixed temperature or fixed heat
flow (i.e. fixed temperature gradient). More recently, Sparrow et al,
(1964) have included both constant temperature and constant heat flow
boundaries as opposite extremes of a general "radiation" boundary
condition. These and intervening calculations such as those of Pellew
and Southwell (1940) show the following general behaviour: If a surface
is held at constant temperature, the fluid is more stable than if the heat

flux is kept constant at the surface; if a surface is hydrodynamically
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rigid, stability is greater than if that surface is free; and a choice of
conditions at one boundary such as to produce greater stability will be
reinforced by a similar choice at the other boundary. In each case,
greater stability is associated with a higher value of Rc. If the lower
boundary is rigid (the only practical possibility), variation of the remaining
boundary conditions gives values in the range 320 S R_ s 1707.

3.3.2 Non-linear temperature profiles.,

The calculations of Rayleigh, Jeffreys and Pellew and
Southwell assumed a constant temperature gradient throughout the fluid
layer. Batchelor (1954) and, in more detail, Morton (1957) considered
the effect of a non~linear temperature profile such as may be produced
by rapid heating from below, and showed that the critical Rayleigh number
was greater than that for a linear profile having the same boundary
temperatures, though by only a small amount. Sparrow et al. (1964)
showed that when the non-linearity was of the opposite sense, that is
when the internal temperatures were greater than those of the linear
profile, stability was reduced; this effect was also small provided the
non-linearity was not sufficient to reverse the sign of the temperature
gradient anywhere.

A more searching analysis by Currie (1967) showed that rapid
heating from below could have a marked effect on the critical Rayleigh
number. For very slow heating, the value was 1707 (rigid, constant
temperature boundaries); as the heating rate increased the value initially
diminished to a minimum of 1340, and then increased sharply, without
limit.

Debler (1966) showed that a non-linear temperature profile
could cause the fluid layer to break up into sub-layers, but only in a
very restricted case; it was necessary for the temperature at the upper
surface to exceed that at the lower one, and for the maximum temperature
to occur within the layer rather above its mid-section. Under these

conditions (or analogous ones produced by expansion behaviour such as
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that of water near 4OC) the unstable upper part of the layer can drive
a separate circulation in the stable lower part.

Another effect of a non-linear temperature profile results
from its transient nature. Foster (1965) showed that a non-linear
profile resulting from surface cooling of a liquid did not produce
detectable motion as soon as some critical temperature difference was
exceeded. Instead, a small but observable time lapse occurred during
which the rate of growth of instabilities was negligible.

3.3.3 Overstability.

Rayleigh showed that the onset of convective instability was
characterised by time-independence of perturbation quantities. When
this is the case, the principle of "exchange of stabilities' is said to
hold (Jeffreys 1926). Rayleigh effectively proved the validity of this
principle for the particular case of stress~-free boundaries, and Pellew
and Southwell (1940) gave a general proof for any boundary conditions.

The alternative mode of instability was called "overstability"
by Eddington (1926). Here the motion which develops from the initial
perturbation is oscillatory. As distinct from (monotonic) instability,
in which a displacement induces forces which lead the system further
from equilibrium, in overstability a displacement from equilibrium
induces restoring forces great enough to return the system through
equilibrium and beyond the corresponding point on the other side.
Although overstability cannot occur in a homogeneous fluid subjected
only to a temperature gradient, the imposition of a second constraint
on motion can lead to overstability in certain cases. Chandrasekhar
'(1961) has shown that, in general, a stationary instability occurs when
the rate of supply of energy by the thermally-induced buoyancy force
can just balance the rate of dissipation by viscosity; while overstability
will occur if, at a smaller heat flow, it is possible to balance in a
synchronous manner the periodically varying amounts of kinetic energy

with similarly varying amounts of dissipation and Iliberation of energy.
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It has been known for some time that overstability may be !
expected when a homogeneous fluid is subjected simultaneously to an
appropriate temperature gradient and to rotation (Chandrasekhar and |
Elbert, 1955). This type of overstability should occur only in fluids
whose Prandtl number P (ratio of kinematic viscosity to thermal
diffusivity) is less than 0.677. In accordance with this prediction,

Fultz et al. (1954 and 1955) have observed the effect in mercury
(P = 0.025) but not in water (P = 7.5).

According to the theory of Chandrasekhar (1952) it is also
possible for overstability to occur when the fluid is electrically conducting
and is subjected to 2 magnetic field as well as heating. In this case,
however, no experimental check has been possible, since overstability is
only possible when the thermal diffusivity K, the magnetic permeability
and the electrical conductivity ¢ are very large; specifically, when
K #9>1. Under most terrestrial conditions this criterion fails by a
wide margin, though it may be met in some stars.

Not surprisingly, in view of the above, overstability can also
occur when an electrically conducting fluid is subjected to both rotation
and magnetic field when heated from below (Chandrasekhar, 1956). It is
found that the system exhibits overstability when suﬁ'icien’cly heated provided
the magnetic field is not too intense. Overstability in this category has
been observed by Nakagawa (1959) in mercury.

3.3.4 Thermosolutal convection.

The first stability analysis for the case of a fluid containing
a vertical gradient of solute concentration in addition to a vertical
temperature gradient was given by Vertgeim (1955). This paper
considered only the possibility of monotonic instability, when the liquid
was contained in a vertical cylinder. The question of monotonic
instability for ideal (i.e. stress-free, constant temperature, constant

solute concentration) horizontal boundaries was discussed by Stern (1960).

e — S ————d
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The analysis of Gershuni and Zhukhovitskii (1963) considered both
monotonic instability and overstability, but for simplicity they chose
the geometry of a plane vertical slot of finite width and infinite height.
This gave a simple flow field at the cost of physical reality, but showed
that overstability is to be expected under certain conditions.

Other authors have considered the possibility of overstability
in a horizontal layer with ideal boundaries (Weinberger 1962, Lieber
and Rintel 1963, Walin 1964, Veronis 1965, Sani 1965, Nield 1967).

The analysis of this problem is a straightforward extension of Rayleigh's
pure-fluid analysis, with the added constraint of a second diffusion
equation which describes the diffusion of solute. Gershuni and
Zhukhovitskii included the effects of thermal diffusion and diffusive
thermal conductivity, but in practice these are generally negligible and
the other authors have assumed 1_:he two diffusion processes to be
independent.

Whereas in a homogeneous fluid convection will occur if the
Rayleigh number exceeds a critical value which is unique for a given
geometry, when an additional constraint such as a solute gradient is
present the critical Rayleigh number is a function of the magnitude of
that constraint. In the thermosolutal case the solute effect is expressed

through a solutal Rayleigh number R, where

R =g_____717 h4
s v K

Since Rc is now a function of RS, it is convenient to present
it in graphical form. Fig.l9 is the resulting stability diagram for the
thermosolutal extension of the Rayleigh problem, for a case Ps > P
Corresponding to monotonic instability and overstability respectively,
there are two straight lines on the graph. These have the equations
(derived from Nield, 1967)

R +f_5_ R_ =27 1r4/4 (monotonic instability)
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and Ps gPs R PRs } 27 =%/4 (overstability).
P+P_(P_+1 P+1)

For the case of aqueous solutions (P ~10, P_~ 1000) the second expression
may be approximated by
P
+ e ———

(P+1)

The angular frequency of oscillation « in the case of overstability is

R R, = 27 w4/4.

given by
w2 - y & g Ps(Ps_p).(R) 57 ;,'4}
3P52d4 P(P +1) s 4

« is zero at the intersection of the monotonic instability and overstability
lines and increases at points along the overstability line towards more
negative Rs, that is towards a stronger stabilising concentration gradient.

The interpretation of the stability diagram is as follows: If
Rs is constant and R gradually increased from an initially stable value,
overstability is to be expected if the point (R’ Rs) crosses the overstability
line. If, however, the point crosses the monotonic instability line,
whether it has previously passed through the overstability line or not,
monotonic convection will ensue.

The line R+ R_ =0
is plotted on the stability diag;am. Along this line the density gradient
in the solution is zero, and below the line the fluid is "gravitationally
stable'". It is apparent that the condition that density increases down-
wards is not sufficient to guarantee stability, since both stability lines
cross the line of zero density gradient. The possibility of convection
occurring under these apparently stable conditions derives from the
different diffusion rates for heat and solute. In the monotonic case
R < 0 and R_ > 0, so that (in terms of a heavy solute and a solution
which expands on heating) hot, concentrated solution overlies cool, weak
solution, the temperature effect predominating in the determination of

density. If a mass of liquid starts to fall, it rapidly loses heat to its
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surroundings without a corresponding loss of solute (Ps> P dwies

K > D), so that the fluid mass becomes more dense than its surroundings
and is accelerated. In the overstable case, R > 0 and Rs < 0, which

is the inverse of the previous situation. Here a rising mass of liquid
loses heat to its surroundings and experiences a restoring force greater
than that which would result if all diffusion were absent, and which
continues to operate even when the fluid mass has returned to its original
position. Hence an increasing oscillation results.

Not ail studies have been concerned with ideal boundaries.
Walin (1964) discussed the problem without defining boundary conditions
at all, though his solution for the vertical velocity component is that
required for ideal boundaries. Nevertheless his paper is of mainly
qualitative interest.

Nield (1967) described a method which in principle enables
the evaluation of a stability diagram for any set of boundary conditions.
Except for the case of ideal boundaries, his calculated results are
limited to monotonic instability owing to the tedious algebra involved
- in overstability. He showed that when the boundary conditions for
temperature and solute concentration are formally identical, the stability
line is given by |

R + Ps R = R

Y s c

where RC is the critical value when the solute is absent, for the same
boundary conditions. That is, the ordinary Rayleigh number R is replaced
by Re =R + Rs PS/P, the critical value being unchanged. However, if
the boundary conditions for temperature and concentration are different,
for example if at a boundary one of these variables and the gradient of
the other are held constant, the stability condition is more complex.
Because the flow pattern favoured by the temperature distribution is

now different to that favoured by the concentration distribution, the two

effects are less tightly coupled, resulting in the stability line becoming

curved, concave toward the origin.
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3.3.5 Finite amplitude effects in thermosolutal convection,

The analyses so far mentioned have been concerned exclusively
with the stability problem, neglecting non-linear effects which result from
finite velocities. The papers of Veronis (1965) and of Sani (1965) are
particularly interesting in that they are attempts to include non-~linear
effects, and hence to investigate the stability of motions of finite
amplitude. Both authors assumed ideal boundaries, but used different
approximations in order to make the problem tractable., Veronis
assumed, for velocity temperature and concentration, the simplest
trigonometrical solutions which would make some allowance for convective
redistribution of these quantities. Sani, on the other hand, used series
expansions which were formally exact, and truncated the (infinite) series
after at most three terms. From the calculations of heat and mass flow,
it appears that the latter method is unsatisfactory for overstability, the
retention of more terms being required, although it is qualitatively
satisfactory for monotonic disturbances.

In spite of their approximate natures, both these studies indicate
qualitatively what special effects may be expected to result from the non-
linearity of the problem. Both, of course, predict the monotonic
instability and overstability previously deduced from lmeér theory.

.In addition, they indicate the possibility of sub=-critical monotonic
convection when Ps > P; that is, it is possible for certain disturbances
to be maintained at a steady, finite amplitude even though the thermal
Rayleigh number is less than that required for either of the cases of
"marginal stability''. Such convection will not occur, however, unless

it is initiated by an appropriate disturbance of sufficient amplitude. Its
origin lies in the greater diffusivity of heat compared to that of solute,
which results in the solute gradient being deformed by an imposed
disturbance more than the temperature gradient. The mid-region of

the convecting layer may then have a relatively high temperature gradient

and low concentration gradient, favouring convection.

S,
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Sani's calculations are concerned almost exclusively with

the r 02 R = _ﬂ_P'*'_ll . 27 4 -
o Ps(Ps - F) 4 = (for Ps > P), that is for

values of R between zero and the intersection of the monotonic instability
and overstability lines on the stability diagram. It appears that the
limitations of his method prevent reliable conclusions for greater IRSI .
Since this range is very limited for PS >> P (as for aqueous solutions),
interest in practice centres on much greater le| and his results are of
little quantitative value. Where they are valid, however, his calculations
agree qualitatively with those of Veronis,

Experimentally, then, if the fluid is not disturbed convection
will grow only from the appropriate case of marginal stability, where
the required amplitude for initiation tends to zero. However Veronis
predicts that the oscillation associated with overstability will quite-
rapidly reach an amplitude sufficient to initiate the sub-critical monotonic
convection. If this was the case, the onset of overstability would be
difficult to identify, any form of instability giving rise to monotonic
convection,

It is not possible to deduce how long the oscillation would
persist, since the time-dependent calculations were performed numerically,
However a solution is given for the steady state of the finite amplitude
monotonic motion, and this shows that where the conditions are marginal
for the occurrence of overstability, the lowest equilibrium amplitude of
the temperature disturbance for the monotonic motion is about 5% of the
temperature difference across the layer. Thus one might expect to
observe overstability as an oscillation which continues for a long time
provided the amplitude is much less than this limit.

It is possible to draw more specific conclusions by comparing
the analyses of Sani and Veronis. Although the range of validity of the
former is limited, within that range the method not only gives solutions

for the equilibrium amplitudes of finite amplitude disturbances, but also
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permits an evaluation of the stability of such equilibria. In those cases
where an increase of equilibrium heat flow (or equilibrium amplitude of
disturbance) is associated with a reduction of Rayleigh number, the
equilibrium is unstable, and the disturbance is amplified until the
equilibrium heat flow is an increasing function of Rayleigh number.

A similar situation is apparent in Veronis' calculations for
overstability. His paper includes a sketéh of the variation of equilibrium
heat flow with Rayleigh number for low amplitude oscillations, which
shows higher equilibrium heat flow to be associated with lower Rayleigh
numbers. Hence we can expect that, if the Rayleigh number is held
constant, any finite oscillation which occurs must be continuously
amplified, no matter how small its initial amplitude. Whereas the
unstable solution for monotonic flow found by Sani led to a higher
equilibrium amplitude of the same type, however, the increasing
oscillation will not achieve an equilibrium amplitude, but will lead to
monotonic convection.

The reason for this is the relatively rapid redistribution of
solute caused by small disturbances. Turning to Veronis' equilibrium
solutions for monotonic flow, the ratio

r = convective component of heat flow
b non-convective component of heat flow

may be compared with the similar ratio for solute transfer (rs). It is
found that, for small disturbénces,
r # Pg? p ~ 104. r, for aqueous solutions,
s (=) +'n h
P
whereas for large disturbances

T = r
s h'

Assuming the situation for overstability to be similar, it is apparent that
even though small oscillations would not be expected to provide efficient
heat transfer (cf the observations of rotation-induced overstability by .
Nakagawa and Frenzen, 1955, also Goroff, 1960), they may give a

significant solute flow. An increase of solute flow implies an increase
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of concentration gradient at the boundaries, where the transfer is entirely
conductive. Since the concentrations are fixed at the boundaries, the
mid-layer concentration gradient must be reduced. Thus any increase

in solute transfer must tend to reduce the solute-induced stability of the
mid~layer region. In the absence of the solute gradient, the existing
temperature gradient would be highly super~-critical to monotonic motions.
Hence the convective transfer of solute, even for small disturbances, has
a tendency to induce monotonic flow.

3.3.6 Experiments: Marginal stability.

Experimental work on the observation of convective onset has
been summarised by Chandrasekhar (1961). Briefly, the experiments

fall into three classes according to the method used to observe the onset:

heat flow measurement, optical methods, and internal temperature
difference measurement. .

When a fluid layer transfers heat by conduction only, the heat I
flow rate increases in proportion to the Rayleigh number. After convection
has set in, the total heat flow is the sum of conductive and convective
components. For Rayleigh numbers which are not too much in excess
of the critical, the convective component is proportional to this excess,
so that the total heat flow still varies linearly with R but at a greater
rate than during pure conduction. Measurements of heat flow for a series |
of values of R above and below the critical allow the junction of these lines,

and hence the critical Rayleigh number, to be found without direct

observation of the vanishingly small effects which occur at marginal

‘
stability. This method of finding critical Rayleigh numbers was fir'st ”
used by Schmidt and Milverton (1935), and later by others, notably :
Silveston (1958). Its use is dependent on the ability to make an external |
measurement of the heat flow through the liquid layer. This measurement

is usually made in terms of the current supplied to an electrical heater,

and is essentially indicative of the horizontal-average heat flow. The

method is not applicable to thermosolutal overstability, both because the
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horizontal average heat transport by this type of convection is very small, [
and also because there are no stable equilibrium states associated with it.
It is possible to detect the presence of convection optically, |
since the refractive index of fluids changes with temperature. The presence
of a temperature gradient therefore deflects a beam of light which is
transverse to the gradient in a manner similar to that which is responsible
for a mirage. In the presence of cellular convection, the temperature
gradient has a spatial variation which produces a corresponding variation
of the light deflection. Several methods have been devised to use this
effect, indeed the original work of Bénard is the first example; see also
Schmidt and Milverton (1935), Schmidt and Saunders (1938) and Silveston
(1958). However such methods depend on effects produced by convection
of finite amplitude, and are more suitable for observation of the re sulting
cellular pattern than of the convective onset itself.

Fultz et al. (1954, 1955) detected the onset of convection by

monitoring the temperature difference between two different levels within
the layer of fluid. While the disturbance of this temperature difference I
is vanishingly small at marginal stability, it is possible to take readings '
for values of heat flow less than and greater than critical, and determine
the critical value by interpolation in a manner reminiscent of that of
Schmidt and Milverton. The method involves making a continuous record

of the temperature difference from the time at which the electrical heater

is first switched on. The temperature difference increases from zero \
towards some equilibrium value. If convection occurs, the recording
shows a fluctuation which precedes the attainment of equilibrium, the
amplitude of the fluctuation being proportional to the extent to which the
heat flow is super=-critical; in addition, the equilitrium temperature

difference is below that due to conduction alone by an amount proportional

to the same excess.
The method of measuring internal temperature differences has

three advantages. Firstly, so long as the thermal conditions are not too
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far from equilibrium when convection sets in, the temperature difference
indicated may be interpreted directly as a measurement of the (almost
uniform) temperature gradient throughout the layer. This allows a
reasonably accurate measurement of the critical Rayleigh number without
the attainment of equilibrium. Indeed, it is not necessary for the system
to possess an equilibrium state insofar as the convection is concerned,
but the measurement is more accurate if made near the condition of
conductive equilibrium.

Secondly, the fluid temperatures are measured at points.
Fultz et al. used five thermocouple pairs spaced through the cell so that
the temperature difference was an average over a number of sites. In
principle, however, the method can measure the disturbance in one
confined region, rather than supplying a horizontal average as in the
Schmidt=-Milverton method. Thus it is suitable for the detection of
overstable oscillations, the horizontal-average effect of which is very
small,

Finally, a third advantage of this method is that measurements
are not confined to the boundaries. Thus it can be used without prior
knowledge of the exact whereabouts of the boundaries, and does not require
accurate temperature control of the boundaries, both of which features
are important in the onset of layered thermosolutal convection, as will
be seen. Further, measurement at the boundaries would show only
very small convective disturbances if the boundaries were of high
conductivity, which is the usual case in practice, since the distortion.
of the conduction-only temperature profile is a maximum at points within
the fluid some short distance from the boundaries, and zero at the
boundaries.

3.3.7 Experiments: Finite amplitude.

The vanishingly small effects associated with marginal stability
demand relatively sophisticated techniques for their evaluation. Certain
gross effects associated with finite amplitude convection can be observed

with relative ease and yield useful information.
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With regard to pure thermal convection, the chief interest
in well-developed flows lies in determining their effect on total heat flow,
particularly in regard to studies of turbulence. Heat flow measurements
have been made by Malkus (1954a), Thomas and Townsend (1957) and
Globe and Dropkin (1959). Malkus found that the convective heat transport
varied linearly with Rayleigh number; but that there were several
discrete transitions in the character of the convection, at each of which
the slope of the line changed, increasing with increasing heat flow. These
experiments formed the basis of the theory of Malkus (1954b) and of
Malkus and Veronis (1958) in which the transitions were interpreted as
steps toward the development of full turbulence. This interpretation
was challenged by Elder (1965) who found in similar experiments no
evidence that the transitions were due to the successive addition of higher
modes on the linear stability theory., Instead, he found that the transitions
were due to the broadening of cells, the number of cells present between
the vertical boundaries of the apparatus diminishing by one for each
transition. Nevertheless, irrespective of the interpretation, the
measurements of heat flow as a function of Rayleigh number are valuable,
and are substantially'confirmed by the later work of Thomas and Townsend
and of Globe and Dropkin.

Prior to the observations of Shirtcliffe (1967) which are to be
described in the following pages, thermosolutal convection had been studied
only in the finite amplitude regime. The first study, by Turner and
Stommel (1964), was a rather crude one in which a container of water
containing dissolved salt with a stabilising gradient of concentration was
heated gently from below. By means of suspended aluminium powder
and fluorescein dye it was seen that the resulting convection occurred in
layers. The layers were formed in turn starting from the bottom, and
slowly increased in thickness after formation. This observation inspired
the previously mentioned studies of Walin (1964) and of Veronis (1965),
neither of which was successful in explaining the stratiform nature of the

convection.
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Layered convection has also been observed by Schaafs (1966)
to occur in various liquids containing stable solute gradients when these
were irradiated by light from above. The effect was observed by means
of an optical system, and the photographs published without an explanation
of the phenomenon.

The paper by Turner (1965) concerned an experiment designed
to elucidate the characteristics of stratiform thermosolutal convection.
Instead of allowing the layers to appear in an uncontrolled manner, Turner
deliberately produced a two-layer system. Having set up a sharp boundary
between the strong and the weak solutions by stirring each, he studied the |
rate at which salt and heat were transferred across the boundary as a |
function of the ratio of the contributions of salt and heat to the density
difference. The resulis were published in graphical form without
explanation; but a discussion of them in appendix 4 herewith shows that
they are consistent with the following behaviour of stratiform thermosolutal |
convection: |

(1) The convecting layers are separated by thin regions in
which heat and solute are transferred by diffusion only, no convection

penetrating these regions.,

(2) The non-dimensional rate at which solute is lifted is
proportional to the non-dimensional upward heat flow, the solutal
Nusselt number being perhaps O (1 02) times the thermal Nusselt number.

(3) The upward heat flow is described by an effective Rayleigh

number R , where R =R + v R _, in the same way as R describes

the convective heat flow in pure-thermal convection.,
(4) The temperature and solute profiles adjust themselves
according to a maximum criterion such as maximum heat flow or

maXximum R .,
e
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3.3.8 Summary

Prior to the work to be described in the following pages,
information about thermosolutal convection was almost exclusively
theoretical, the only exceptions being the observation that it can occur
in a layered form, and a crude investigation of the nature of the
equilibrium of such layers. Theory predicts that this sort of convection
may be initiated in any of three ways: by a disturbance of sufficiently
large amplitude, through a state of oscillatory marginal stability, or
through a state of monotonic marginal stability. In each case, theory
predicts the necessary conditions for each type of initiation, but only
for cases of linear profiles of solute and temperature, and usually for
physically unrealistic boundary conditions.

The following sections describe experiments designed to
check the applicability of the rather idealised theories to real situations,

and in particular to the problem of heat transfer in Lake Vanda.




63.

C.apter 4

Laboratory Experiments

4,1 Experimental arrangement.

4.1.1 Backeround

These experiments had two aims. Firstly, it was hoped to
find how thermosolutal convection is initiated, whether through a monotonic
or oscillatory marginally stable state or through a sub-critical instability,
and if possible to determine the criterion for such convective onset.
Secondly, it was hoped to repeat the experiment of Turner and Stommel
under conditions which would enable the development of layered convection
to be studied in more detail.

The theories of thermosolutal stability have invariably been
predicated on linear profiles of both temperature and solute concentration.
It is not difficult to approach this thermal condition quite closely, since

heat can easily be supplied and extracted through the materials used in

constructing the tank which is to contain the fluid. However these materials

are generally impermeable to solutes, so that the concentration gradient
normal to any such boundary is necessarily zero; and in fact it would be
very difficult to establish a near-steady-state flux of solute through a
layer of fluid and at the same time control the flow of heat through it.
Thus one is forced to carry out experiments using non-linear profiles of
concentration, and possibly also of temperature. While it may be argued
that non-linearity probably has very little effect in the pure~-thermal case
provided it is not extreme, and therefore perhaps in this éase, the
comparison with theory must be viewed with some reservation on this
account.

Consider the case of a layer of fluid in which there is a
stabilising concentration gradient with impermeable horizontal boundaries,
and a linear destabilising temperature profile. Fig. 20 is a sketch of

the contributions to density of the concentration and the temperature.
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Superimposed is a sketch of the variation of Re with z, when Re is
defined in terms of the temperature and concentration at the lower
boundary and those at z. Because Re oC z3 it is zero at z = 0, and goes
through a maximum at some value z = h.

It is a natural extension of the discussion of convection in
chapter 3 that, if the maximum value of Re exceeds some critical value,
the layer of depth h will become unstable. The critical value of Re,

Rec’ will presumably depend on the hydrodynamical conditions at the
boundaries of the unstable layer; but in all other types of convection,
changing the boundary conditions only changes the critical Rayleigh
number without reducing it to zero, and the same behaviour may be
expected here. Convection produced in this way may therefore be
expected to exhibit the same propertiés as that considered in the idealised
theories, though with some quantitative difference.

In order to measure Rec’ it is necessary to evaluate the
temperature and concentration at z = 0 and z = h. Since h is not known
before the convection begins, it is necessary in practice to know the
complete profiles of concentration and temperature at the critical moment,
In fact, as will be seen, h is not well defined until the conditions are much
beyond marginal stability. However Rec can be regarded as the maximum
of Re (z) with respect to z at the marginal state, and can be calculated
from the profiles of temperature 0 and concentration X .

Since the moment of initiation is not known in advance, it must
be possible to specify the profiles 6 (z) and X (z) continuously. As far
as the solute is concerned, since the boundaries are impermeable the
profile at any time can be calculated from that measured at an earlier
time provided the diffusion constant is known, at least until convection
begins. In order to calculate a temperature profile, however, both an
initial profile and some additional information such as the variation of
temperature of the heated boundary with time are required, though this
problem can be simplified by always starting an experiment with the fluid

isothermal.
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Minimum requirements for the experiments were, therefore,

(2) a tank to contain the fluid, with heating facilities underneath,

(b) 2 means of measuring the initial concentration profile,

(c) a continuous recording of the temperature of the tank bottom,

(d) a sensitive detector of the onset of convection, and

(e) 2 means of monitoring the profile of some convenient
quantity such as density during the development of layered
convection.

4,1,2 Optical equipment.

In practice, (b) and (e) of the foregoing requirements were
satisfied by the same equipment. The refractive index of aqueous
solutions is a function of both temperature and concentration, but in such
a way that it is defined at least approximately by the resulting density.
Thus an optical method was used to measure the concentration profile at
the start of the experiment, when the liquid was isothermal, and it also
gave an approximate density profile at other times.

The basis of the method is indicated in fig. 21 (a)-(c). It is
closely related to the ''scanning schlieren' method of Longsworth (1939,
1946), but has additional components and a different scanning method.
For the present purpose Longsworth's method had two disadvantages.
Firstly, it required a specially modified camera which contained a
mechanism for scanning the plate past a slit. It is cheaper, and more
convenient in operation, to use a standard camera with an external
scanning arrangement. Secondly, the graph produced on the plate was
not in the form of a dark (or light) curve drawn on a light (or dark)
background, but was a curved boundary between light and dark regions.
When analysing such a record, it is more accurate to judge the centre
of even a rather broad line than to locate the effective edge of a uniform
region, since the edge is seldom sharp, and because its apparent position
is likely to depend on the time for which the plate is exposed. Longsworth's

knife edge was therefore replaced by a horizontal slit placed at the
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these gave satisfactory depth resolution, and the resulting record then
took the form of several identical curves offset horizontally from one
another.

A further development was to make one of the schlieren slits
very wide. This was necessary for the study of well-developed convection,
since the turbulent conditions tended to obscure a thin trace. In addition,
one edge of this wide slit could be used as a conventional schlieren knife-
edge for qualitative investigation of cell shapes and layer development in
the convection.

The light source was a 100-W bulb placed behind a small pinhole,
and this was followed by a 5-inch diameter Bausch and Lomb three-element
collimator lens. These were mounted on a light framework supported by
bearings at one end, under the tank, and suspended from a nylon cord at
the other. The nylon cord was attached, through pulleys, to the mounting
of the large vertical slit, which was moved sideways on an accurate lead
screw driven by an electric motor. A complete scan took about 30 seconds,
during which time the camera shutter was held open. The camera was an
Exakta 35 mm using Ilford HP3 film, with a 100 mm lens mounted on rings
so that the tank image filled the field of view. The tank had two sides
made of plate glass, chosen for good optical flatness., Intérnally, it was
25 cm long, 6.4 cm wide and 17 cm high, the largest vertical faces being
glass and the ends Tufnol:

In order to ensure even heating of the liquid, the base of the
tank was made of brass 1,25 cm thick, and it rested on a bath of oil which
was electrically heated. The glass sides could be insulated with plastic
foam during experiments, to ensure that heat flow was vertical.

The vertical slit was 1 mm wide, which was the minimum
justified by the limits imposed on the resolution by the schlieren slit.

In order to give a scale to the final record, cotton threads were put across
this slit at intervals of 2 cm. These were illuminated by a lamp which

was out of the field of view at the top of the slit construction. The lamp
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was supplied through a microswitch which was operated by a cam on a
gear wheel in the traverse drive mechanism. Thus the cotton markers
were lit briefly at intervals which represented a constant increment of
lateral motion of the slit. This produced a grid of points which were
accurate indicators of refractive index gradient and approximate indicators
of depth.

For qualitative investigations the vertical slit was taken off,
and the light source rotated until undeviated light was just passed by the
lower edge of the wide schlieren slit. The changeover could be made
rapidly, so that a series of frames could be exposed using each method
alternately to give the maximum information on a run.

Examples of both applications are shown in Chapter 5 and
Appendix 6, which describes the procedure for calibration of the system.

4,1,3 Thermal equipment: instability indicator.

In order to indicate the onset of convection, a pair of thermo-
couples were used in the manner of Fultz et al. (1955). It was expected
that onset would occur as overstability, and that the oscillation would,
at least initially, be very small. A galvanometer amplifier was therefore
built, of the type described by Sirs (1959). The unit was built in a
Cambridge spot galvanometer, two light-dependent resistors being mounted
side-by-side in place of the scale. These were placed in a bridge circuit
so that movement of the light spot produced a large out-of-balance voltage.
Part of this voltage was fed back to give approximately critical damping
at reduced gain. The lamp was mounted externally and the unit otherwise
encased in polystyrene foam, which served to reduce thermal drift to an
acceptable level. To maintain stability, the lamp was sﬁpplied from a
12V accumulator. Although much higher gains were feasible, the amplifier
was usually operated with a gain of about 4000, The output was recorded
on a Moseley strip chart recorder, usually operated with 0-10 mV

sensitivity.
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It was not known in advance how deep the convecting layer
would be. Two pairs of thermocouples were therefore employed, oné
measuring the temperature difference between 0.5 and 1.0 cm above
the tank bottom, the other between 1.5 and 2.0 cm (see fig.22). As
heating progressed both these temperature differences became substantial,
up to 2 C deg on occasion, giving an e.m.f. up to 80 gV. Most of this
was backed off by a Tinsley vernier potentiometer used as a voltage
source, so that the input to the amplifier had a maximum variation of
only 2 4#V. The potentiometer, which switched in steps of 1 4V, had
three inputs (apart from the standardising circuit) which could be chosen
in turn by a switch. These were connected respectively to the lower
thermocouple pair, the amplifier only, and the upper thermocouple pair.
The amplifier-only connection was used to short the amplifier input and
check the zero drift.

The thermocouples were made of 36 SWG copper and constantan
wires mounted between the legs of a perspex H-bracket that fitted inside
the tank. The horizontal part of this bracket defined the upper surface
of the liquid in the tank and prevented evaporation.

4.1.4 -Thermal equipment: bottom temperature,.

A miniature-bead thermistor was mounted in contact with the
upper surface of the brass slab which formed the base of the tank. This
was made one arm of a bridge circuit in which it was balanced against one
of 24 resistors chosen by switches. The out-of-balance voltage of the
bridge was recorded by a Moseley chart recorder with 0-5 mV sensitivity,
giving a lateral displacement of about 1 inch per C deg. over the
temperature range 0°c to 70°C. |

Each of the 24 ranges was calibrated separately against a
mercury~-in~-glass thermometer. This thermometer, which had been
calibrated by D.S.I.R. Physics and Engineering Laboratories, had
divisions at 0.1 C deg intervals, and readings were interpolated to

0.01 C deg. The resulting graphs of bridge output, as read on the chart
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recorder, against thermistor temperature were accurately linear, Only
exceptional points departed from this relationship by more than 0.01 C
deg, though the slopes of the lines decreased slowly with rising temperature,

4,2 Experiments.

4,2.1 Stability

These experiments were run in three series, the tank being
refilled at the start of each. The method of filling was that later
advocated by Mowbray (1967), in which a series of layers are set up,
of which the successive concentrations increase downwards. The stepped
nature of the initial concentration profile decayed quite rapidly by diffusion,
so that in the central region of the tank the concentration increased
uniformly with depth. Sugar was again used as the solute, as in
calibration, and the concentration was initially zero at the top of the tank.

Each experiment of a series began with the liquid isothermal.
A concentration gradient profile was measured under these conditions,
so that at any later time in the experiment up to the onset of convection
the profile could be deduced from a knowledge of the diffusion constant.

In practice, change in the profile during this period was very small.

After the concentration gradient profile had been measured,
the heater was switched on and the current adjusted to give the desired
rate of increase of temperature at the bottom of the tank. Both this
temperature and the amplified output of the differential thermocouples
were recorded continuously throughout the experiment. Both records
showed an increase with time; the former was kept on scale by switching
to successively lower balance resistors in the bridge circuit, the latter
by switching in successively greater bucking potentials from the
potentiometer. The rate of rise of both records fell off with time, and
the heating rate was modified from time to time to maintain progress
towards marginal stability. It was not known in advance when this
condition would occur in the case of the first run of a series. Thereafter
the steady decrease of concentration gradient in the tank, which resulted

from diffusion and such limited convection as occurred during individual
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experiments, was accompanied by .a steady decrease in the temperature
gradient necessary to bring about marginal stability. Thus for runs
other than the first of a series it was possible to predict roughly the
critical output of the differential thermocouple. As this condition was
approached the rate of increase of temperature gradient was maintained
at a modest value.

Marginal stability was reached in different runs after times
varying from 15 minutes to nearly 3 hours, depending on the heating rate
and the magnitude of the concentration gradient.

4,2.2 Resulis.

When marginal stability was reached, it was invariably marked
by the appearance of an oscillation superimposed on the steady rise in
output of the differential thermocouple. This result is consistent with
the theories discussed in chapter 3, although it was not certain in advance
that overstability would be observable.

The ease with which the onset of the oscillation could be
detected depended on two factors, the rate of change of output of the
thermocouples before the oscillation was superimposed, and the position
of the thermocouples in relation to the cellular structure of the convection.
Fig. 23 shows the important section of the record in a particular clear
case (run S8), in which the heating rate was low and the thermocouples
were apparently located advantageously. (This record was published in
Shirtcliffe (1967).)

The temperature gradient near the bottom of the tank was about
2 ¢° c:m-:l at this time. The heating rate was increased slightly at the
point marked A, while at that marked B the sensitivity of the recorder
was reduced by a factor 50. As marginal stability approached, the
record became increasingly noisy. The appearance of the oscillation
was followed by a rapid growth of its amplitude, and after about 12 minutes

it became increasingly disordered.
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About the time that the oscillation became large, that is
just after B, it became possible to observe cells at the bottom of the
liquid. These could be seen by direct observation of the tank, and in
this and other runs 2 record was kept of their development, The cells
in this run were initially quite separate and 0.75 cm high. They grew
rapidly (in about 30 seconds) to 1.0 cm, while at the same time other
cells formed about 0.7 cm in height, and then all the cells steadied at
a height of 0.8 cm. About 5 minutes after they first appeared, the
layer of cells had increased in thickness to about 1.0 cm, the individual
cells being about 1.5 cm wide at the base. One of the initial cells was
situated so that it enclosed the lower thermocouple, which presumably
explains the clarity of the temperature record.

In order to provide a range of thermal and solutal conditions
under which the overstability was observed, a total of 15 runs were made
in the three series. The results of the other runs differed from those
of run & mainly in showing the onset of overstability less distinctly.
However two other runs gave additional information.

Fig. 24 shows a section of the thermocouple record for run S4.
In this instance an attempt was made to vary the heating rate in such a
way as to prolong the period of small oscillations. The result was a
period of nearly 10 minutes during which the amplitude of the oscillations
was approximately constant. In order to maintain zero growth rate it
was necessary to reduce the temperature gradient continuously, at a
rate of 0.2% per minute. Presumably, therefore, the difference in
concentration between bottom and top of the convecting layer was being
reduced at about the same rate. Diffusion alone would have changed
the concentration contrast by only about .006% per minute. Hence even
this low amplitude oscillation was apparently transferring solute 30
times faster than pure diffusion Wouldl. The corresponding figure for
the convective heat flow could not be determined but was apparently small,

This result is consistent with the prediction of Veronis (1965) that the

{
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increase in solute transfer rate due to small-amplitude (monotonic)
convection would be (K/D)2 (i.e. about 104) times as great as that for
heat.

Fig. 25 shows the tops of the cells formed at an early stage
of a typical run (run S 15). These pictures were taken by removing the
large vertical slit and using the optical system as a standard schlieren
device. The light source was set 50 that the system would pass only
that light which had penetrated the tank in a region where the refractive
index was increasing downwards at more than a certain rate. Thus the
image of the lowest part of the tank, where the density (and hence
refractive index) actually decreased downwards, was not illuminated.

The cell tops were illuminated, and hence were regions in which the
density increased downwards more rapidly than in surrounding liquid at
the same level. This is consistent with the observation that solute was
transferred more rapidly than heat by the convection; in terms of their
respective effects on the density, the build-up of solute at the top of the
cell exceeded that of heat, producing a relatively stable density gradient
there.

The sequence in fig.25 (a)-(e) shows that the cells were
independent and dynamic., They migrated sideways, and in addition were
continually appearing and disappearing. The system only revealed those
in which the solute flux was sufficiently high at a given time; so it is not
known whether the whole layer was populated by cells of which only a few
were sufficiently active at any time, or whether their apparent independence
was genuine. The first alternative seems more reasonable hydro -
dynamically, though there is evidence that the second is actually true.

In either case the situation was clearly not the orderly array of rectangular
contiguous similar cells assumed by the theories of this type of convection.

4.2.3 Periods of the oscillations,

The measured periods of the oscillations just after marginal

stability are shown in table V. In each case, the measurement was made
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over as many complete cycles as possible until the oscillation became
irregular. This number of cycles varied from 2 to 20, producing a range
of uncertainties in the periods.

Table V

Observed periods of overstable oscillations.

Run Period (sec)
s1 53 + 5
s2 - 85 + 2
S3 73+ 2
s4 69 + 2
S5 45 + 2
S6 48 + 5
s7 56 + 2
S8 55 + 2
S9 53 + 1
S10 32 + 2
s11 30 + 5
s12 47 £+ 1
S13 65 + 5
S14 53 + 2
S15 59 + 4

4,2.4 Turner-Stommel layers.

It was not planned to investigate the development of convection
in layers in great detail, but simply to seek a deeper qualitative insight
into the phenomenon. In the event it was found possible to describe the
process through a relatively straightforward model, which made the
experiment semi-quantitative.

The elements of the process could be deduced from the

observations described in the previous section. Convection occurred

initially in a thin bottom layer for the reason outlined at the beginning

of this 'chapter. Having begun, it transferred solute relatively quickly
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to the top of this layer, forming a stable upper boundary through which
both heat and solute could pass by diffusion only. The development of
the convection would have increased the rate at which heat and solute
were supplied to this boundary. This extra heat flow would have
become apparent rather earlier than the extra solute in a region some-
what above the boundary, owing to the greater diffusion constant of heat.
If the concentration gradient was sufficiently small in this region, the
additional heat supply would have induced convection in it, there being
then two layers rather as in Turner's (1965) experiment. Repetition
of this process could have produced a further succession of layers
provided the heat flow was sufficient to counteract the concentration
gradient at the higher levels.

This picture of the origin of layered convection was tested in
four experiments, runs T1 to T4:

Run T1l. A rather low heating rate was chosen, similar to
those used in the stability experiments. Convection began 3 hour after
the heater was switched on. Fig.26 shows the profile measured after
convection had continued for 33 hours. The disturbed layer, initially
1 cm deep, had increased slowly to 2.5 cm over this period, and was
surmounted by a thin boundary region containing a highly stable density
gradient.

Apparently the heating rate here was too low for convection to
occur in a second, higher layer. The disturbed layer w;as of uniform
composition and slowly lost solute upwards at a rate determined by upward
diffusion out of the boundary region. As the concentration in the convecting
layer fell, the boundary was maintained by its motion upwards into liquid
of lower concentration. |

An interesting feature of this profile is that the density gradient
was apparently unstable only at the bottom of the convecting layer. When
convection occurs in a homogeneous liquid heated from below, the density

gradient is unstable at the top of the layer as well as the bottom.



Fig.26

Density gradient profile, run T1 , after heating for 3.5 hrs.
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Run T2, This run was made 6 days after T1, without
refilling the tank. The concentration gradients were therefore some-
what less intense. The heating rate was 50% greater than for T1.
Convection began after 15 minutes heating with a layer depth of 1.2 cm.
Fig. 27 shows the situation 50 minutes later, with a second layer of
cells just appearing. The bottom layer was here 2 cm deep, and the
new cell tops are visible about 0.5 cm above it. Fig. 28 shows a
profile taken 12 minutes later, the lower layer having increased in
depth slightly. The {approximately) zero density gradient in the second
layer is clearly shown.

This experiment was continued until convection had persisted
for 2 hours, at which stage there were still only two convecting layers,
respectively 3 cm and 0.5 cm deep.

Run T3. The same tank filling was used, after allowing
3 days for the profile to become smooth again after T2. Heating rate
was increased by a further 50%. Convection began after 7 minutes in
a layer 1.5 cm deep, and the experiment ran for a further 4 hours.

A second layer was formed 25 minutes after convection began, when
the lower layer was 2 cm deep. A third layer occurred after a further
90 minutes, when the lowest layer was 3.5 cm deep, and was rapidly
followed by two more layers of which the uppermost occupied the top

2 cm of the cell.

Towards the end of this run schlieren observation showed
a monotonic, rather than oscillatory, motion of liquid elements in the
.lowest layer. Profiles taken about this time all showed that the density
gradient was unstable immediately under the stable boundary at the top
of this layer, as well as at the bottom.

Run T4, The tank was refilled before this run to provide
greater concentration gradients, and the heating rate was 80% greater
than that used for T3, Convection began in a layer 0.8 cm-deep

10 minutes after heating began, and the experiment continued for 2 hours.




Fig.28 Profile, run T2, 62 min.
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The sequence of profiles and schlieren observations in
fig.29 covers the whole experiment. The first profile was taken before
heating began, and shows the initial disposition of concentration gradient.
The last profile was taken 95 minutes after the heater was switched off;
since the temperature profile decays much more rapidly than the
concentration profile, this is substantially indicative of the distribution
of concentration gradient at the end of the experiment.

Intermediate observations were made at the indicated times
after heating began. The second layer first appeared after 21 minutes,
the cells showing a tendency to occur preferentially over the more active
cells in the bottom layer.

After 40 minutes there was still no clear pattern of motion
in the bottom layer. Instead, throughout the field of view rising elements
could be seen which dissipated before reaching the upper boundary of the
layer. A steady motion developed after about 45 minutes, from which
time the profiles began to show an unstable density gradient at the top
of the layer.

A third layer appeared at about 50 minutes. At 60 minutes
the flow in the bottom layer was apparently such as to give a cool region
in the centre of the field of view. This tendency for a variation of
vertical heat flow across the tank persisted, and at those positions where
there was greatest disturbance in the bottom layer there was also the
greatest disturbance in the other layers above. Other lé.yers developed
as the records show, until the fluid was finally broken into about eight
layers.

4,2.5 Expansion of sugar solutions.

Sugar was chosen as the solute for all the experiments because
the physical properties of its aqueous solution are well tabulated, and
because the more usual (and equally widely available) common salt was

liable to introduce galvanic effects in the thermocouple detection system.
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One property of sugar solutions on which adequate information was not
available, however, was their coefficient of expansion as a function of
temperature and concentration. In order to carry out the analysis of
the stability experiments, therefore, it was necessary to measure this
quantity.

The apparatus consisted of a specific gravity bottle of 60 cm3
volume, to the stopper of which was fused a 1-m length of precision
capillary tube with 0,05 cm diameter bore. The bottle was immersed
in a water bath in a thermos flask, with the capillary tube protruding
through the stopper. The water bath was electrically stirred and could
be electrically heated, and its temperature was monitored (o +0.,01C
deg) by the same thermistor arrangement as had been used in the stability
experiments. A scale, checked against a NPL - calibrated steel rule,
was mounted on the capillary tube.

A solution of known concentration was placed in the bottle,
and the height to which it rose in the capillary tube measured as a
function of temperature. Writing V for the effective volume of the bottle,
A for the cross-sectional area of the tube, z for height up the tube, 0 for
temperature, “g for 'the expansion coefficient of glass and « for that of
the liquid, the apparent change of volume of the liquid between two readings
is given by

by = V(a-ag) 80 = A 5 z.

app
i.e.

o)
N

wl. .

.V.
A(“"' l!g)v

The experiment was first carried out using distilled water, for
which « (0) was accurately tabulated (e.g. International Critical Tables).
The resulting graph of 'z—g' versus ¢ , shown in fig. 30, yielded values
for % (3.05 x 10 cm) and 2y (1.1 x 107> per C deg).

The procedure was repeated using 5% and 10% solutions of

sugar, giving a table of a versus © for each over the temperature range
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0 - 35°C. Best-fit power series approximations were then computed
for both these tables, and also for that pertaining to pure water. It
was found adequate to represent each by a cubic expression., The three
cubics were then combined into one expression for the expansion
coefficient as a function of both temperature and concentration. Writing
X for concentration (in fraction by weight), the resulting expression was
_105 @ =-6,674+77.65X +178.6 .x.?.

+(1.758 + 0,168 X - 59,36 x°) @

- (0.02316 + 0,119 Xx = 3,237 xz) 02

+(0.000188 + 0.00195 x - 0,0492 xz) 03.

The measurements, together with this approximation, are

shown graphically in fig.31.

4,3 Analysis and discussion

4,3.1 Stabilitv experiments.

The idealised theories predict that the boundary of marginal
stability in the (R, Rs) plane is the line

R+rR =R
s ec

where r is a constant determined. by the nature of the convection (see
appendix 4). For tixe overstability exhibited in all the experiments, r
takes the value P/(l + P), which for the solutions used was always close
to 0.88. .

Appendix 7 describes an Algol program which was used to
process the experimental data and calculate, for each experiment,
corresponding values of R and Rs at marginal stability. Both R and
RS are functions of the depth of the convecting layer. The program
therefore evaluated R, R_andR_ (=R +r Rs) at depth intervals of
0.1 cm, and the critical values of R and R8 were taken to be those at
the depth where Re was a maximum.

The resulting stability diagram is shown in fig.32, from which

it may be concluded that the theoretical linear relationship is approximately
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obeyed. However the experimental points show a marked tendency to
occur at excessive values of R when R is large, and to approach the
predicted relationship (with Rec approximately 2500) only for small R,
This departure from the predicted relationship is probably real.

4.3.2 Accuracy.

The uncertainty associated with the points on the stability
diagram has several causes. Uncertainty in the thermal expansion
coefficient and its solutal analogue amounts to + 1% in R and R
independently; and that in (K v), which is the denominator in both R and
R, amounts to + 5% in R and R jointly. A further uncertainty of 1-2%
in R and 1% in Rs independently arises from measurement of temperature
and concentration respectively. The greatest uncertainty, amounting to
about + 10%, arises from uncertainty in the depth of the convecting layer;
but this affects both R and Rs in such a way that the locus of possible
positions (R, Rs) is nearly parallel to the trend of the graph, and does
not greatly modify tfxe result. The only remaining possible source of
error is the determination of the time of onset of over stability. Except
in runs (notably S1) where the heating rate was excessive, this uncertainty
is negligible, particularly as this effect also acts almost along the trend
of the graph. '

4,3,3 Interpretation.

It is not possible to regard the graph as simply in&icati.ng that
the value P/(1 + P) used for r was wrong. Firstly, P varied somewhat
from run to run as it depends on both concentration and temperature; but
correction of the points in fig.32 to a common value of P does not affect
the results systematically, and this variation may be ignored. Secondly,
if a different value is assigned to r - for example unity - this effects the
calculations of convecting depth in sich a way that the same disparity

remains between the experimental points and the new line R + r Rs = Rec'
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Finally, calculation of the temperature profile is heavily
dependent on a knowledge of K. But variation of K would change all
the values of R by much the same fraction, and would have the same
effect as a change in r. In any case, the only significant uncertainty
in K is the effect of concentration on it, and this is of minor importance;
and the calculated temperature differences between 0.5 and 1.0 cm
agree, within experimental uncertainty, with those measured by the
differential thermocouple.

Thus it seems very probable that, although the theoretical
linear stability criterion is approximately correct, it is not exact; and
that the true criterion is represented by a curve rather than a line in the
(R, Rs) plane. This result accords with the study made by Nield (1967)
of the case of a monotonic instability. The curvature can result from the
fact that the temperature and the concentration are subjected to formally
different conditions at the lower boundary.

In view 6f the method used to calculate R and Rs , it is not
, possible to decide directly from fig. 32 what form the non-linearity of
the stability criterion takes. To do this satisfactorily it would be
necessary to have an independent measure of the depth of the convecting
layer. The only measure available is the record of observations of
cell heights. These were not very accurate, and were measured
sufficiently long after convection began to throw doubt on their relevance
to the marginally stable state. However the graph of R versus Rs’
where these are the quantities calculated at marginal stability for the
level later occupied by the tops of the.observed cells, is displayed in
fig.33, and shows reasonably systematic results. The boundary of
stability is undoubtedly curved, and is represented quite well by the
equation

R (1 + 2.5x107 R)+0.88R_ = R
8 ec

where Rec is about 5000.
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With this relationship as a guide, a search was made for a
similar one which would give better agreement with that derived from the
experiments, where the assumed relationship was used, as previously, to
determine the convecting depth. To ensure that Re had a maximum in the
region of interest, a cubic term had to be included. Fig.34 shows the
stability diagram which resulted from assuming that its form would be

R(1+4x 1070 R - lo'llRZ) +0.88R_=R__,

together with the graph of this expression for Rec = 5000,

Agreement is still not complete, but the data do not justify a
more intensive search for a better fit. One virtue of this choice is that
it gives good agreement in the main between calculated convecting depths
and observed cell heights, as shown in table VI. Discrepancies are
mainly associated with the fact that the maximum of Re is now rather
broad, so that the depth h is ill-defined.

Table VI
Comparison of observed cell heights with calculations of layer

depth using non-linear stability criterion.

Run Calculated (cm) Observed ( cm)

1 1.4 ‘ 1.4

2 1.2 1.4

3 1.2 1.2

4 1.3 1.3

5 1.0 0.8

6 1.0 0.7 = 1.0 ‘
7 1.0 ' 0.7 = 1.0
8 1.1 0.8

9 1.1 0.9

10 1.0 0.9 - 1.1
11 0.8 0.9

12 0.8 0.5 - 1.0
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Run Calculated (cm) Observed (cm)

13 0.8 1.0
14 0.9 0'9
15 0.8 0.8

The results of run S1 do not conform with the general pattern.
No source of error could be found to account for this, so it might be
associated with the particularly high rate of heating used on this occasion,
which led to a very markedly non-linear temperature profile. In the case
of monotonic pure-thermal convection, Currie (1967)has predicted that
very rapid heating may have a substantial effect on Rc'

4.3.,4 Value of R .
ec

Although the data do not supply an unequivocal value of Rec' it
is likely that the value is higher than expected. The overstable layer had
been expected to behave as though its lower boundary was plane and rigid,
and its upper boundary approximately plane and stress-free. By analogy
with pure thermal convection, Rec would then have been about 1200 (D.A.
Nield, pers. comm.), or perhaps as high as 1700 if the upper boundary
was effectively rigid. A higher value implies that, in the thermosolutal
case, more work hais to‘be done against friction by the buoyancy force.
The only possible cause for this seems to be that the cells which formed
first were independent of one another, and not contiguous as suggested by
studies of pure thermal convection. In this case the buoyancy force in a
cell would cause sympathetic motions in a relatively large volume of liquid
in addition to the oscillation in the cell itself, against the frictional effect
of viscosity.

4,3.5 Periods of the oscillations.

The period expected for each run may be calculated from the
formula given in chapter 3, but is a function of the convecting depth. The

observed periods, quoted in Table VI, are repeated in Table VII, together

with the periods calculated according to the three methods of evaluating
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this depth; by taking the maximum of the linear Re' the maximum of the
cubic Re' or the observed cell depth. In each case, the depth is taken to
the nearest 0.1 cm.

Table VII

Periods of the overstable oscillations

Run Observed period(sec,) Calculated period (sec.)

Linear Ra Cubic Ro Cell height

Sl ' 53 +5 56 49 49
s2 85 + 2 63 59 53
S3 73 4+ 2 58 50 50
S4 69 + 2 55 48 48
S5 45 + 2 39 35 39
S6 48 + 5 41 36 43 - 36
S7 56 + 2 41 37 44 - 37
S8 55 + 2 41 35 41
S9 53 +1 43 37 40
s10 32 + 2 29 24 26 - 23
Sil 30+ 5 31 29 27
sl12 47+ 1 35 33 41 - 30
S13 65+ 5 59 59 49
S14 53 + 2 43 40 40
S15 59 + 4 45 45 45

There is a strong tendency for the calculated periods to be less
than the observed ones. This tendency is least obvious if the linear Re is
used to calculate the convecting depth, since it generally gives the smallest
of the three depth estimates.

This discrepancy between calculated and observed periods is
presumably associated with the difference between the actual form of the
cells and that assumed in the theory. For a given solute distribution, the
period is determined by the thérmal diffusivity and viscosity, solute

diffusion being negligible. Since it increases with the viscosity of the
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liquid, the observation of excessive values may be ascribed to the same
cause as the high Rec' namely the high viscous damping of the motion when
the cells are not in contact.

4.3.6 Turner-Stommel lavers.

The results of the layer-forming experiments are generally
consistent with the mechanism discussed. Each convecting layer is
separated from its neighbour by a stable boundary region of finite thickness,
through which heat and solute must be transferred principally by diffusion,
vertical circulation in this region being prevented by the density gradient.

With regard to the formation of a new layer in an initially stable
region, the profiles from run T4 in particular show the development (fig.
29). The upper limit of a convecting layer is indicated by the rise of
density gradient in the boundary region. Where the region above this is
initially stable, the density gradient at the upper limit of the boundary
region diminishes with time, owing to the heat flux being greater than the
solute flux (in terms of density effect). This leads to the formation of
the new layer.

The profile taken at 71 minutes in run T4 shows an interesting
effect which possibly modifies the formation of new layers. There are
five curves recorded simultaneously, displaced laterally about 0.4 cm
apart across the tank image. In the region where the third layer is
forming, these show a variation of conditions across the field of view.

At the left hand side the density gradient shows a more marked minimum
and maximum respectively at the positions of the new third layer and its
boundary with the second. Similar behaviour is shown in other profiles,
notably that at 139 minutes; and there is also an indication, particularly
in the latter, that layers are present and being formed in regions where
the density gradient is noticeably stable.

These effects may result from the variation of vertical heat
flow across the tank, which has been referred to. Thus the layers and

boundaries may form in accordance with the postulated mechanism where
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the heat flow is high, but only approximately obey it elsewhere.
Alternatively, they may result from the presence of internal waves
excited by the underlying motion. In this latter case the formation of
a new layer might be somewhat modified by the motion and the possible
associated mixing.

Standing internal waves would represent a limitation of the
laboratory experiments, since they are maintained by the walls of the
tank. Their effect is likely to diminish as the size of the vessel increases,
and in a lake they might have no significant influence. It is likely that
they were not important in these experiments, since the layer development
was in accordance with prediction, at least qualitatively; but they provide
an element of doubt as to the extent to which quantitative analysis is
justified.

No direct analysis of these experiments has been attempted.
Instead, a numerical model of the process was developed, and this is
described in the next chapter. It was applied to the conditions of runs
T3 and T4 and found to give quite similar results to those obtained in the

experiments, showing that the model was adequate.

\
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Chagter 5

Lake Vanda

5.1 A model of the Turner-Stommel layers.
5.,1.1 Introduction.

The sequential development of convecting layers in the presence
of a solute gradient has obvious relevance to the study of Lake Vanda.

The formation of the first Turner-Stommel layer has been described in
some deta11 but the onset of convection in subsequent layers is more
complex. Presumably a similar criterion for marginal stability in terms
of thermal and solutal Rayleigh numbers applies as to the first layer, but
the fluxes of heat and solute are now due in part to the convection in the
adjacent layer. The convective fluxes through an existing layer depend
on R and R for the layer, and in turn modify R and R . Marginal
stability in the first layer can be predicted on the bas1s of diffusion and

a knowledge of the boundary fluxes of solute and heat; the development

of temperature and concentration gradients in a region where any other
layer is about to form will depend as well on R and Rs in the adjacent
existing layer, and this (R, Rs) depends in turn on that in the other layers.

To predict accurately the development of a series of layers
would therefore be very difficult, both because of this interdependence
between the layers, and also because no satisfactory theory is available
to describe the dependence of the solute and heat fluxes on R and Rs'-

It is therefore necessary to seek a limited representation of the system
which is sufficiently tractable to allow calculation.

The model adopted was a crude one, and was not expected to
yield accurate results. Nevertheless it reproduced the behaviour of
laboratory experiments closely enough for the similarity to be apparent,
and it certainly showed qualitatively the formation of layers, justifying

the ideas expressed in these pages as to their origin.
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5.1.2 The model.

The basis of the model was the representation of both diffusive
and convective transfer of solute and heat as diffusion, the relevant
diffusion constant being increased in an appropriate way when convection
was present., The problem was thus converted to one of diffusion in one
dimension through a series of slabs of variable diffusivity and with mobile
boundaries. In this form it was amenable to numerical, though not
analytical, solution.

Malkus (1954) made very comprehensive measurements of the
variation of heat flow with Rayleigh number in pure thermal convection.
The interpretation of Turner's (1965) experiments given in appendix 4
shows that the parameter which takes the place of R in the case of fully
developed thermosolutal convection is Re’
where Re'= R+rzr Rs’
and the appropriate value of r is P/(1 + P), to a reasonable approximation.
It was therefore assumed that Malkus' heat flow measurements were
relevant to the thermosolutal case if this (linear) R.e was substituted for R.

The measurements effectively gave the thermal conductivity of
the convecting layer'as a function of R. In the model, ‘the thermal
‘diffusivity of a slab was assumed to have this same dependence on the
value of Re in the convecting layer which the slab represented. The
relationship assumed was

1/3
e . - -
R ZR_: K Kc§1 + 0,72 (Re/Rec) (1 Rec/Re)i

Re < Rec: Km - Kc'
Here Km is the modified, and Kc the true, thermal diffusivity. This
expression matches Malkus' results within 3% at all the transition points,
and has the correct cube-root dependence for high Re'

The method of solution was based on a numerical solution of

the heat conduction equation due to Du Fort and Frankel (1953). This

is an explicit scheme which, in its simplest form, without heat sources
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and with constant diffusivity, is stable for any mesh spacing. This

type of stability was required for two reasons. Firstly, an increase

in diffusivity K has the same effect on the solution as an increase in

the time increment, and K increased markedly during the calculation;
and secondly the calculation was a very long one and it was necessary

to minimise the number of steps in time required to complete it. Some
stability problems were encountered, owing to the combination of spatial
and temporal variations of K. These and their solution are described
in appendix 8.

The model operated as follows. The basic information
required was a set of coordinates of a concentration gradient profile,
which were subjected to harmonic analysis and integrated in the usual
way. In addition, an initial temperature, and the coefficients of a cubic
expression defining the growth of temperature with time at the bottom
boundary, were required. The initial temperatures and concentrations
at a large number (usually 200) of equally-spaced levels in the "tank"
were thus calculated. The development of these values with time was
then calculated for successive equal time increments by a simple
numerical scheme for a small number (usually 10) of time steﬁs. This
simplé scheme was stable only for small time incrementé, but gave a
new profile in terms of the immediately preceding one only, and was a
useful "starting" scheme. The "running' scheme involved both the two
preceding profiles; the initial and final profiles of the starting scheme
were used as the first two for the running scheme, which allowed much
greater time increments.

Once the running scheme had been established, the profiles
were scanned after each pair of time increments to determine whether
Re was positive (i.e. potentially unstable) between any two neighbouring
levels. Starting at any such point, the upper and lower bounds of a

search layer were extended until Re was maximised, Then if this
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maximum value exceeded Rec all the levels within the layer were
assigned a new K, in accordance with the relationship given above,
and a new' D.

The question of how to assign the modified value of D
(diffusion constant for the solute) in the presence of convection was
decided by experiment, bearing in mind the evidence given in chapters 3
and 4 that the effect of convection on the solute ‘transfer rate is initially
much larger than the corresponding thermal effect. In modelling tank
experiments it was found satisfactory to write

R =2 R D =K =K +D
e ec m m c c

R <R D = D .
e ec m c

Since Kc~ 10% DC, the solute transfer rate was increased about 100 times
more than the thermal flux when convection began. This lies between the
limits of 1 and 104 suggested by Veronis for large-and small-amplitude
convection respectively.

The results of a run in which the conditions modelled those of
experiment T4 are shown in fig.35. The graphs of temperature and
concentration show clearly the way in which an initially smooth density
profile is broken into steps by the convection, the density contrast between
adjacent steps being maintained by the low diffusion constant of the solute
in the non-convecting regions. The concentration profiles also show the
way in which two layers may amalgamate. The two layers present up to
79 minutes have a steadily decreasing concentration difference. By 99
minutes this has diminished to the point at which convection has occurred
over the whole region, speedily extinguishing any remaining contrast.

5.1.3 Limitations

Limitations of the numerical model are evident in all the
graphs., Firstly, the temperature and concentration profiles are

represented as having constant gradients throughout a convecting layer.,

This is certainly not the case after monotonic convection has been
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established. The experimental profiles show that there is then a
considerable gradient of density, and hence of temperature, in the
boundary layers at top and bottom of the convecting region, and
effectively zero gradients between (see for example T4 at 139 minutes).
On the other hand, before the convection becomes monotonic, constant
internal gradients may be a reasonable approximation.

The second limitation is less basic, and concerns simply
the accuracy with which the computations were carried out. While
the numerical scheme is apparently stable, it is not free from errors,
which apparently arise mainly when diffusion constants are reassigned.
Such errors are shown by the non-linearity of the temperature profiles
of some convecting layers, and in a few cases by concentration profiles
as well. They are particularly evident in the density gradient profiles,
where their magnitudes are emphasised by the differentiation. They do
not seem serious enough to affect the results significantly.

A further limitation of the method, not shown by these graphs,
is that the time-development of the temperature and concentration profiles
within a convecting layer is not well represented., Diffusion in a system
of scale length h and'diffusion constant K has a characteristic time
t= hz/K. The time development of convection has been studied for a
particular configuration by Foster (1965), the characteristic times being
of order 10-3 hz/K, where K is here the thermal diffusivity. It is not
possible to deduce a general expression from Foster's results, but it
seems very likely that the dependence on h of the characteristic time
for the growth of convection differs from that for diffusion. Now K in
the model was chosen initially to provide the correct heat transfer rate
in the steady state. Foster's results show that this requirement is
incompatible with a realistic representation of the time-development of
the profile within a convecting layer, and furthermore it seems likely

that the degree of incompatibility depends on the scale of the system in

~

some way.,
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To meet this difficulty, the dependence of K on Re in the
model was increased untiil reasonable results were obtained. The
graphs shown for the model of experiment T4 were obtained by increasing

by a factor 10 the convective component of Km and Dm » that is,

_ , 1/3
K = chl +7.Z(Re/Rec) (1 -Rec/Re)}
R 2R
e ec
D =K =-K +D
m m C [

While the agreement between the experimental and the model
results is quite close, the difficulties discussed above limit the
quantitative validity of the method. Although a continued search for
better ways of evaluating Km and Dm’ and longer computations using
a finer mesh spacing, would yield more impressive results than those
exhibited, the limit of credibility has probably been reached. The
important point is that the model is based on a simple description of
the convective process entirely in terms of Rayleigh numbers, but
reproduces the behaviour observed in experiments quite well. To the
extent that this description is valid, the dimensionless character of the
Rayleigh numbers removes any problems of scale, and the model
method may therefore be applied to a system of any size.-

5 & The development of lL.ake Vanda,

5.2.1 Basis of the investigation.

Lake Vanda is clearly separable into two regions, respectively
above and below a plane about 17 m above the lake bed. Conventional
limnology does not provide suitable nomenclature, so they will be called
8 imply the upper and lower regions. Of these, the lower region has
apparently not experienced mixing for something over 1000 years
(Wilson, 1964), during which time salt (mainly calcium chloride) has
been diffusing upwards from the lake bed. The temperatures are high,
and their profile is maintained in equilibrium by the absorption of
su:ilight-(Wilson and Wellman, 1962), The upper region is occupied

—
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by a series of convecting layers in which there are relatively low
temperatures and salt concentrations.

The primary aim of this investigation is to establish a
reasonable theory of origin of the layers in the upper region. In a
sense this has already been done, since it has been shown that the
combination of a stabilising solute gradient and a destabilising
temperature gradient can lead to layers in a system of any size.

Since this effect is inevitably present in such a system, it becomes
unnecessary to invoke any other mechanism for the formation of the
layers.

However it is possible to take the matter further. Wilson's
(1964) results show that, near the lake bed, the salt concentration
varies very nearly as would be expected after upward diffusion for
1300 years; while nearer the top of the lower region the concentrations
become increasingly too small compared with this theoretical profile,
(It was presumably because of this departure that Wilson gave his age
estimate as 1200 years.) The departure could be explained if the
diffusion, instead of taking place in a region whose upward extent was
unlimited, was subjected to a boundary condition whereby, at about
20 m above the lake bed, the concentration was maintained at some
very low value. Such a boundary condition requires extraction of
solute at about the 20 m level and hence a sink of solute above it.

The situation described above is consistent with the following
picture of the development of the la;ke:r From about 1300 years ago,
when the lake consisted of a dry salt bed or a shallow saline pool, its
level has been rising more or less steadily, and sufficiently rapidly
to offer little impediment to the upward diffusion of salt. At the same
time, the absorption of solar radiation has produced and maintained
high temperatures in the lake by the mechanism familiar from the study
of Lake Bonney. Throughout the process, there have been gradients

of both temperature and salinity in the lake, a potential source of
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layered convection. Such convection would have occurred where the
concentration gradient was small enough to be overcome by the
destabilising effect of the temperature gradient, that is, some way
above the lake bed. It would have transferred salt upwards rapidly,
into the relatively large volume of nearly fresh water, thus maintaining
the boundary condition required near the top of the lake's lower region.

5.2.2 Application of the numerical model,

In order to check this view of Vanda's development, the
numerical model was suitably modified and a series of computations
performed with the aim of reproducing the temperature and salinity
profiles currently observed in the lake. In addition to the problems
already met in simulating the tank experiments, this application
introduced three further difficulties: |

(1) The source of heat was now not conduction through the
lower boundary, but the exponential absorption of downward radiation.
Thus the heat conduction equation contained a source term, and this
made the numerical scheme unstable. The solution of this problem
is dealt with in appendix 8,

(2) (2) The scale of this system was much greater than that
of the first. This had two effects, the more fundamental of which
concerned the problem of the time-development of profiles within a
convecting layer. It was found that no method of assigning diffusivities
to convecting regions which tolerably represented the steady-state
transfer rate, gave an acceptable rate of development of the profile
towards that state. Deep convecting layers were found to approach
a state of uniform concentration and temperature with characteristic
times of order 100 years, which was not realistic. Since the
calculations here covered a period of several hundred years of real
time, compared with as many minutes in the former case, it was
assumed that the time occupied by any convecting layer in reaching its

fully~-developed state was negligibly small, Thus wherever the criterion
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for the onset of convection was surpassed, the temperatures and
concentrations within the layer were immediately made uniform through-
out the layer, and equal to the mean of the previous values. Thermal
diffusivities were assigned according to the original scheme (p 88 ),
and solute diffusion constants according to

Ve = B Dc/Kc'
the latter being in accordance with Veronis' (1965) estimate for large-
amplitude convection,

(2)(b) The second effect of the scale of the problem was less
basic. Storage in the (Elliott 503) computer was limited, and the
‘vertical extent of the system could not be divided into more than about
500 steps; the minimum convenient depth increment was therefore
about 20 cm, compared with 0,05 cm in the tank model. Depths of
convecting layers, and also of the conducting regions separating them,
were quantized in the model in units of twice the depth increment. The
resulting 40 - cm unit was barely adequate to represent the many layers
whose actual depths are about 1 m, and was certainly too large to
represent the stable boundary regions satisfactorily.

(3) Given that the investigation was to be based on a
particular history for the lake, there were still many possible variations
of detail, and the system was much less determinate than in the case of
the laboratory experiments. There the depth of liquid was constant,
the initial solute distribution was known, and the temperature of the
heated boundary was known as a function of time throughout the
experiment. Here, only the final depth and profiles were known..

In these circumstances, rather sweeping approximations were
inevitable. It was assumed that the depth of the lake had increased in
only two stages, the second of which consisted of an instantaneous
addition of sufficient fresh water at 0°C to bring the level up to that now
observed. The first stage was assumed to have ended with the lake

having an intermediate depth, a salinity profile due to diffusion from
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the bed into a semi-infinite medium for an appropriate time (usually
1000 years), and a steady-state solar-heated temperature profile.
Computation was then limited to the second stage of development,
reducing the computing time considerably.

The development of convection in this system was obviously
influenced more by the variable expansion coefficient of aqueous solutions
than was the case in the tank experiments, since the temperatures and
concentrations developed through conditions of maximum density. A
repetition of the measurements of expansion coefficient carried out for
sugar solutions was not justified. Instead, the expansion coefficient was
assumed to vary with temperature in the same way at all concentrations,
but subject to a shift of the temperature origin as the concentration
changed. The temperature of maximum density (zero expansion
coefficient) of calcium chloride solutions was available as a function of
concentration (International Critical Tables), and gave the appropriate
variation of temperature origin with concentration., This probably
represented the expansion coefficient quite well in the important region
near its zero, and with tolerable accuracy elsewhere, since the
concentrations were never high in the convecting regions,

5.2.3 Results.

A number of calculations were performed with different initial
conditions. These invariably exhibited convecting layers whose depths
varied from less than 1 m up to more than 30 m, and the distribution of
these was frequently rather similar to that observed in Lake Vanda.
Typically, when a considerable depth of fresh water at 0°C was added to
the stable, heated, pre-existing lake, the temperature of this water rose
quite rapidly, since the heat loss from the top was initially zero. This
led to convection as soon as the temperatures had risen past the stable
configuration imposed initially by the inverted expansion behaviour of
fresh water at low temperatures. As a result of the increased rate at

which heat was lost once convection had penetrated to the surface, the
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temperatures in the upper part of the lake then tended to decline some-
what. Since the upper surface was held at OOC, and the heat flow through
the bottom was adjusted to give a temperature there of about ZSOC,
temperatures within the lake were maintained between these limits., In
the upper, convecting, part of the lake the steady state appeared to
involve an oscillation of temperature which was dictated by the migration
of layer boundaries. Since the total solute content was conserved,
however, the behaviour of the concentration profile was more regular.
After the initial period of rather intense convection, which conveyed
solute upwards relatively quickly, the profile showed a continuing upward
transfer at.a decreasing rate.

While the general behaviour of the model was that indicated,
interest centred on the reproduction of the profiles actually observed.
The details of the profiles produced by the model varied greatly according
to the initial conditions assumed, of which there was a great variety of
choice. In consequence the degree of similarity between model and
measured profiles depended largely on the patience and insight of the
programmer in devising more successful combinations. Since the
former at least was limited, the process was continued only to a point
where the likeness was readily apparent; as with the labofatory
experiments, better results could no doubt be achieved. ,

The quantities which had to be allocated at the beginning of
each calculation were the following:

(i) The initial concentration at z = 0,

(ii) The time for which the solute had been diffusing in

the first phase of development.
e ~(iii) The depth of the lake during the first phase.

(iv) The temperature at infinite depth at the end of the
first phase; the temperature profile at this time was
taken as that in the upper part of an infinitely deep
lake heated to equilibrium by the absorption of solar

radiation, the heat flow tending to zero at great depth.




(v)
(vi)
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The intensity of solar radiation under the ice.
The heat flow in or out of the lake bed.

For most of the calculations (ii) was set at 1000 years, though

values of 850 and 1200 years were tried, and (v) was set at 2 x 10~

4

- -1 - -
cal cm 2 sec (6300 cal cm . yr 1) in accordance with the measurement

of Wilson and Wellman (1962),

(vi) was chosen by trial and error so

that the temperature at z = 0 tended towards a value not too far from

25° C with increasing time.

Thus the problem was effectively

narrowed down to finding the best simultaneous choices for (i), (iii)

and (iv).

Fig. 36 shows the development of the profiles for the most

satisfactory case, in which the quantities were set as follows:

(1)

14% by weight

(ii) 1000 years
(iii) 30m
| (iv) 35°cC
" (v) z2x107% cal cm sec.-1
(vi) 3x 1()-6 el B sec.1 out of the lake.

The observed values are those of Hoare (1966); the concentration profile
is that which, if the solute were entirely CaClz, would give the density
profile published therein, Apparently reasonable agreement between
calculated and observed concentration profiles is given by assuming a
time of about 250 years for the duration of the lake's second phase,

that is, 1250 years in all, Agreement between the temperature profiles

is somewhat marred by excessive calculated temperatures. Neverthele-s"s,.

overall, agreement is quite good, and certainly constitutes evidence in |
favour of the hypothesis that the layers formed entirely as a result of |
conyective effects initiated by absorbed sunlight.

5.2.4 Conclusion

The development of thermosolutal convection on the laboratory

scale has been described adequately in terms of a numerical model, which
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is dependent on scale in minor respects only. The same model has
therefore been applied to the problem of Lake Vanda. In this way it
has been shown that the present layered structure of that lake could
have been caused in the following way: About 250 years ago the lake
was only 30 m deep, and was solar heated in much the same way as
Lake Bonney is now, though to higher temperatures. At that time the
lake filled up quite rapidly to its present level by the addition of fresh
water at OOC. The present structure would then have resulted from
convection, and no other mechanism need be invoked..

It does not seem possible to press the investigation far
enough to deduce any significant climatic information from the analysis
of Lake Vanda, beyond the general observation that during the last
1250 years the area has been less arid than it was before. It is clear
that the model is unable to resolve any detail of factors such as the
variation of intensity of solar radiation in the past; this is partly because
heat transfer is quite rapid in relation to the times involved, so that
thermal detail tends to be lost, and partly because of the inherent
inaccuracy of the model itself. The concentration profile proceeds
much more slowly towards its equilibrium state, but the information
it contains is of less climatic interest, and the inaccurac{r. of the

calculation is important here also.
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Appendix 1

Correction of radiometer readings.

Near the surface of the lake, three corrections had to be made
to the measurements of radiation intensity using the selenium photocell
radiometer. These corrections were for spectral response, directional
response and ice albedo, and will be considered individually.

Spectral response.

The spectral response correction was calculated graphically.
- The intensity distribution of sunlight under the ice was assumed to
correspond to that under 3 m of pure water, no reliable information on
the transmission properties of ice being available. This distribution was
calculated using values of extinction coefficient for pure water given in the
Smithsonian Physical Tables, The intensity distributions above and below
the ice were then modified according to the spectral response of the
photocell, which was published by the manufacturer. Graphical integration
then showed that above the ice the output of the photocell was 37% of that of
an instrument whose sensitivity at all wavelengths was equal to the peak
sensitivity of the photocell, while the corresponding figure under the ice
was 72%. .

Directivity.

The directional correction for the surface reading was estimated
by measuring the relative response of the instrument as a function of
direction, in the laboratory. The r‘esults are shown in fig.Al, from which
it can be seen that the response at an off-axis angle of 56° is about 35.5%.

Albedo.

A further correction is needed for the surface reading, to
allow for the reflective nature of the ice surface. Ideally, the surface
reading should have been taken with the photocell buried a short distance
below the ice surface, but this was not practicable, and consequently a
correction must be made for the albedo. This was about 50% at the time
(R. Ragotzkie, pers. comm.), but is probably dependent on the nature of

the ice surface, which is very yariable (Hoare et al., 1964).
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Total,

Neglecting the albedo correction, the fraction of the incident
radiation which penetrates the ice is thus the observed ratio (7.0/61.25
= .113) multiplied by the ratio of the spectral corrections (.37/.72) and
by the surface directional correction (0.355), that is, 0.020. The albedo
correction is variable, but may reduce this value to 0.01. Thus between
1% and 2% of incident radiation penetrates the ice. This figure may be
compared with values obtained by other investigators, on this and other
‘lakes, in table AI.
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Table AJ.
Measurements of the fraction of incident radiation which

- penetrates the ice cover of various lakes.

Lake Bonney
Shirtcliffe and Benseman (1964) Jan.1963 1.5 + 0,5%"
Hoare et al. (1964) Dec. 1963 l.l%b
Hobbie and Mason (reported by Likens
and Ragotzkie, 1964) Jan.1963 21%2¢
Lake Fryxell ‘
Hoare et al. (1965) Nov. 1963 0.19%"9
Lake Vanda '
Wilson and Wellman (1962) Dec.1961 6%b
Notes:

a. Photocell measurement.
b. Bolometer measurement.
c. Apparently uncorrected.

d. Not considered typical.




Appendix 2

The equilibrium between a Victoria~-Land lake and its environment.

The Victoria-Land lakes are characterized by high salinity
at depth, a permanent ice cover which transmits some sunlight, and a
periodic inflow of low-salinity water which is balanced not by outflow
but by ablation of the ice cover. In order for the lakes to contain a
liquid phase in a region of average temperature -17°C, either the salinity
must be sufficiently high to reduce the freezing point below this, or a
source of heat must exist to ma’mtain. a high temperature. Generally,
the lakes are maintained at temperatures well above freezing point. In
the analysis of these thermal conditions, an implicit assumption is that
the level of the lake, and the thickness of the ice cover which to some
extent governs radiation input and heat output, can both remain riearly
constant for considerable periods. It is also claimed that quite “rapid
changes of level can take place from time to time, so that a lake
occasionally undergoes a rapid transition from one state of equilibrium
to another. The following discussion justifies this picture.

If the lake is to be permanently ice-covered in spite of a
continual loss through ablation of the surface, ice must be formed
at the ice/water boundary at a similar rate. If, in addition, the water
level is to be constant, the rate of evaporation must be balanced by the
rate of inflow of fresh water.

Assume initially that inflow, freezing and evaporation are
continuous processes. Let the rate of inflow of water be Vi, the rate
of ice formation be V¢, and the rate of loss of ice through evaporation be
Ve, where Vi, Vf and Ve are volumes of water (equivalent) per unit time.
Then if the water depth in the lake is W, and the ice thickness I, the total
depth below the ice surface is D =W +1Iand

d .
a = Vi-Veo= Vi-f

8 8
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o = e = -

el f-e
8

dD _ V., - V. _

@ - A==V
8 8

where t is time, s the area of the lake, f is the thickness of water frozen
in unit time and e is the equivalent water thickness lost as evaporation
from the ice surface in unit time. Note that the quantities determined by
particular thermal and climatic conditions are respectively f and eﬂ. not

V,.and Ve. Then when the lake is in equilibrium with its surroundings,

f
aw _ d _ db _ 0
dt dt dt
ot .Y.l = f = gy
8

The stability of this equilibrium can be tested by considering
the response of the system to various disturbances. Consider first an
increase in aridity caused, for example, by an increase in mean wind
speed. This would have the effect of increasing the evaporation rate
both on the lake and in the environment. Thus e would rise while Vi ¥
which represents the residue of enviromental melt water which is not

evaporated, would fall. Hence

dD V;
— = i . -
at o e <0

and the lake level would fall. However as it did so the surface area s
would become smaller, until Vi rose sufficiently to give equilibrium
again. s

Since e would rise without an associated change in f,

a4 . f~-e < o

dt
and the ice would get thinner. However as the thinning progressed the
temperature gradient in the ice would increase, leading to greater &he_a.t
extraction and an increase in f. Hence the ice thickness would tend to

stabilize at some smaller value. Similarly,
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aw _ Vi
@& - 5 ~i=%o

initially, so that the water depth would be reduced. Arguments similar
to the above show that a temporary increase in Vi not associated witﬁ a
climatic change would lead to a temporary increase in water depth
followed by a gradual return to the original level, while a permanent
change in inflow rate not associated with a climatic change would displace
the equilibrium towards greater water depth, without changing the ice
thickness. (This last possibility would require some catastrophic event
to alter the drainage pattern significantly, and is unlikely.) Hence 80
long as the climate in the region is constant, the lake will probably remain
in a stable state, but the water depth and ice thickness are sensitive to
climatic changes.

Lake Bonney.

It has been shown that the depth of water in Lake Bonney
increased by about 10 m between 1903 and 1911, In terms of the foregoing
discussion it is possible to deduce the probable state of the lake before -
that time.

A permanent increase in depth would be caused by an increase
in inflow, probably resulting from a decrease in aridity in the region.
More arid conditions would have been associated with thinner ice, higher
rates of evaporation and ice production, and smaller inflow. A limit
can be placed on the change in area of the lake by. reference to the
bathymetric map of Angino et al (1964). While the paucity of data induces
doubt as to the accuracy of this map, it suggests that a depth increase of
10 m would have been accompanied by an areal increase of about 20%.

Thus in the equilibrium equation
Zi = f = e,
8
if 8 was formerly 20% less while f and e were greater, Vi was formerly

less by a fraction less than 20%, and the change in f and e was less than

20%. The relationship between climatically induced fluctuations of inflow
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and ablation is uncertain, but, in the absence of reliable information,

suppose that the changes in them have the same relative magnitudes.

le. de . _ _8Vi.
e Vi
Then, as 3Vi _ 3s _ e _ 3f
Vi 8 e £’
38 s 2 .§..‘_’L-
8 Vi

That is, a 20% increase in area implieé approximately a 10% increase in
inflow and a 10% decrease in evaporation and freezing rates. Thus e and
f were not greatly different from their present values.

It has been shown that in its former state the water in Lake
Bonney was of nearly uniform salinity and relatively cold, the calculated
temperature being about -16°C. Since this temperature is only about
1 Cdeg above the present mean annual temperature, the ice cover at that
time must have been much thinner in order to allow the extraction of heat
liberated both by the absorption of radiation and by the production of ice., °
It is not immediately clear that the ice could have been sufficiently thin,
without completely melting every summer, a situation which did not
apply in Dec. 1903 (Scott 1905).

A possible configuration which meets the foregoing requirements
is illustrated in fig.A2. At this point it is necessary to drop the pretence
that inflow, evaporation and freezing are continuous processes, and to
remember that the first two of these occur predominantly in the summer,
while the third is limited to the winter. (The equilibrium analysis still
holds provided quantities are averaged over an annual cycle.) In the
summer, then, the fresh inflow water, together with some melt water
from the ice cover, would have formed a thin layer between the ice and
the brine. The ice/water boundary would have been at OOC, 80 a
considerable temperature gradient would have existed in the upper region

of the brine, the mean temperature of which would have been about 162G
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Fig. A2

Hypothe'tical former state of Lake Bonney.
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This would have inhibited convection in the brine, so that the effect of
this heating would not have penetrated far into the brine within the duration |
of a summer. During this period some solar heating would have occured
in the brine. At the beginning of winter the ice surface temperature drops
to a2 very low value - for 6 months of the year it is below -25°C (Pewe 1960).
This ‘would have extracted sufficient heat from the ice to freeze all the
interstitiai water and then cause the lower boundary to migrate downwards
just as at present, through the fresh layer. This layer would have
contained a salt gradient after its period of contact with the brine, so the
temperature of the ice/water boundary would have fallen as the boundary
moved downwards. This would have inhibited the extraction of heat and
further migration of the boundary, but if the ""fresh'' layer was sufficiently
thin the ice could have grown down to a level where the freezing point was
below -16°C. At about this point convection would have occurred through-
out the brine, owing to the cooling of its upper surface, Further downward
migration of the ice would have been resisted by the large thermal capacity
of the convecting brine, the temperature of which would not have fallen much
further. The average temperature of the ice/water boundary over an
annual cycle would therefore have been about -8°C,

It has been seen that inflow and freezing rates at this time were
not very different from their present values. Thus the total heat to be
extracted through unit area of the ice annually was likewise similar to
the present, the average temperature difference across the ice being
perhaps half as great as now. Thus the system could have been in

equilibrium if the ice was about half as thick as it is now.
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Appendix 3.

Algol program to optimise parameters in a theoretical

temperature profile.

Pages 1 and 2 of the program (UPHSO4) set up the procedures
required and print out the starting data and headings. Calculation begins
on page 3 with the assignment of values in the parameter matrix. The
calculation of an individual profile is begun at the bottom of page 3 and
completed at the top of page 4; this section is used many times to give
the many estimates of E (sum of squared deviations between calculated
and measured profiles) required.

Page 4 contains two precautions against malfunction: (a) If the
variation of E with a parameter is nearly linear, the new value chosen for
the parameter is not that which minimises E, but that which gives the
smallest E at one of the trial points. (b) If the new value for the
parameter lies outside the range of trial values, the nearest trial value
is used instead., This is necessary since the approximate representation
of E is too inaccurate for greater corrections to be justified. Another
precaution, built into the procedure "fill", is that the trial points lie at
unequal distances on‘ each side of the central point in the yariation of
each parameter. Th'is avoids an indeterminacy arising when the central
point is very close to the minimum of E.

On page 5 the new values of the parameters are assigned, the
sequence is restarted where appropriate, and thé values are printed out.
If the RMS deviation is reduced to an acceptable level (defined by the
input data) the profile is printed out. Alternatively, if this criterion is
not surpassed within an acceptable number of trials (a.lso' defined in the
input data) the last profile is printed out, with an indication to this effect.

The example of printout given below is one such case.




=3 e e
Lo = s s R e e
=)
—~
= \M\ = : w.w, == : = = J;m 5 : esie

: CxLx (CBSUISTISLEL "0+

S e = _ #x (O0LLUOLEBLIEE e e ves ey >
| = .. =520 = s by (FEDZEGESI6LEOF - - — ‘ |

R e ) o B I o ¢ 3 >4 =3 2. L . B
: : s (CFOCEUYCOBG0 0+
ﬁn . e Ak (PUGZBER8 L6 L0 0~ - . . : A
| e e L e B4 (B8L0CLLEG LS00 0+ - . : e o
e e R A (EFOr0TeL0I00 e S —p———
f 84296315FEL000°0))))))))=32 .
, e :

e e e e e e e e Apd o= e === S

=== s e - Wy L > £ FT esge ‘ T e

et e e e e = T ,uma‘u‘ﬂ\M‘h wl.m e e S R MI =
¢/ (x)sque =34 urdoq &

e — == —8B{3-{T¢E UDYF=K—FT —= s A PR

STt e = == === . fu'z=*L T[Pexz TySeq - - - R

R S e — Rt - = e lnu.h._.nm*mvuuwm\ﬂﬁzﬁn*o o=)dxo- =

) Jo x o3 L3TurFuTr- woxF [BXZejUT oYl Se3BILOIEH JUCWI0D
R = = R o = = "w:luwvb]thQJﬂdthAbvwamw ¢hJﬂ®>C§CIﬁm®klllll.!ul —

S e EE - : L UANQ =

=== e e e e e e e e et e T e e e e \l!ln|.Ov.. oﬂn.u ﬁuh“@iﬂl; === - . i
IS[6 | XnQ°-Ox=:[uu]asd UOY3 Z-Wsg=u mm.

<+
O
=== —— e - ——— == = n
M = = =t = - = == =t & = = m = E
)

— —_— - 8sie prtoxsifRiuland Teu puspmu FriEeg —
B e o el ey e aerene D . _ % gL 1R L SRS =i Tog. =

B — - = e R e

¢ wfu zoZojuy

——— e e e e e e e e e e e .(WH.OM -1eeX e =
= =t e e T e =it . . 5 ! 1xfoxfu enjea er e = .
o e e o B = = XTI e .Hmu.mﬂdnmn du SSNTE8A SGITSSY pam’a.oul. e

¢ (x*ox*ufufaid)IiiF eanpeooxd
—_—— - uodaI=ivVs YO TAS ————
= = = w...”,t‘i_.ﬁi. ‘ STk = = £ [opii}y fvaIv XeSeru: =
T TR R e e R L 5 uu.mm:.oonﬁu.ﬁ.m 0C: _um?wn.&.m? E»uon [T 'einsad Rz
COATZNLItat Y H.H-F..H..h... € Jodesur
——=———-{adoopulousrfa’ g e dues- 21 13 I 5 1 Hoas o fuag fouTu tyyBy nﬁmnmpdﬂm.mu.ﬁwﬁﬁow..wmustuoﬂjl e
.oao F..muouaﬂum m+m pnuyf cswa smp _.mcu s oa.ru-u.n&w.mm worh.oorh onn:m o5 ww.w., LR _1sex nrmwn =

| . ¢ ¥osHan

; == = . = = —
e 2 = = e ——
=R - — = o = = = = =




S__mi W e Bt S e o s e, e R e b

S : eu cmnn...an .S.E»..x.. mmS_ n S33°[ L’ :a.oe.az&,.a < QEUASVEN TUNLVE m.u?.aﬁimu L1e30
- f5e 125833408 uo.oomom‘aaaaﬂm 0D NCILONIIXZEG1SI33 ¢ 1ne3 gL 12033 oney-4¢e L ssmnIviIanaL 3 —— — ———— =
¢ LSYUI hempmum ‘zLOC %1 euBT8%5e 12533 ¢ mho "% 0PUITS LGS SIINTIOVYD TYRUTHINTDG L ST33 ¢ Loyx
SO ™ -~ "% 7~ -\l | 3] s n.wopm S33°¢ oogu;empm,m; §MYCG L E eV LSBXATI WVINSLCLSIS3YSp——
s ‘2612533 osp* Avvu:domooau GEELSILITHS HIARALGLSTI33 13
e GGS SIINTREUONISFSIZ 03 * (E)Persosoureues? ¢l |Z03TDY 0 ANIVA TVIVLLCTSS JuFad =
4 ?..«.vmnwaumuno
[ @

¢ owmqmo&nu hmgom Ho wxd.n vovams Je[os ug moksumnmaao peInssou puny

=== .wc..avouu_.:oamo UGSA38q UOT3BTASP PIEpU3}S €ZTUTUTH ©} sIojousisd XIS Jo- UOTIBTXeALT3POSHANG FUTIG — ——— — —-
! uzoyyodoy
e E————— I == - 2 | Acunﬁh&crﬂ.l&.w,l[u|
e e o ) mA 3\.. pEox nv N wu”‘a I0F Op B- ,...Srs _. nwoum L=:p ToF

e 3dacoslaty1te’ vy wuo 1nug foney fpeudesOuudrs® Logaf coyat pspfysp ! pa.cp PO

H AE 5.&3.3&&

- ———— ——— - - e e e e —_— = = -- 4. m OI —— .
: = = : = : : Pnnqﬁ.uﬂun& W =
e :—xlva*A_.xlmxv*Amr..o\.vv\AC. V=LY ) (1X~7 u..v (L=2¥)x (1X=CX) ) =tea1os ————  —— 8= ===

: ﬂlmm.rﬂox Zx*|x Ieox &%

- T ‘ — e fex'gutxfexipxfx ongoA @
e e s e e o g M Io7 qoﬁpmave UL JUSTOIZIZS00 sojenieal JUoOmmoD = = :
e — R ———fex et irtext gx” péabﬂom oInpecold [BoX — - .ML.‘..‘IVI

{ssnen puo 1]
o~ - - - N\QTC aste- o\cﬁv uey3-o- ﬁn wm\u.ﬂ.mmsg Sfpue—— m- ———
Ee e = ety S = vno = E =
e e e e .i-!.L e . vwmhmwwﬁmmmmoc.fﬁ.ﬂf S == =% E=————— g
. L4 (GP3ULECECO00 0+

e AU
S e £4(3016L0888C0G 0+, ‘ = =

.o

= = SEeheTs e SRR SN e S R SN e e hénwﬁmnmﬁthmCOnOI ST e e = = = ===
Sx (6 LELTTOEIL LO O+
R B ERE—S=G—mS=.——.—. Le(200329LE50EO%0~— — —
FEim oA EEn St e £ (P LELBLBTGO00 0+ _— — e
s e T T e e e L e e e R (PLOTOZPECTO0 s — —— — —  — SRS s =
K% (022029V6L000° 0= .
S —— — - — . Le (P8P OGUEELOG OH— = - N
: ‘ === = £ {036%069L3C00% 0~ == - = = e
SRR - fs(zei8ce610000° G- —— 7 & ‘ e e e
| £4 (0BTBZSLS LUOO "0+
A= - h*mmmmmmmw,cccc.cittb:.::n"m e ———
— . ’ N:h oL ﬁ.nwon :




— e e ain it —_ - L2 — ! - -

g . = = (Q#3al)/ (G4 ([A]Z4ET) ) =) -dx0 = ((35¥xT)/ (84 ([d]2-51))-)dxo=sxTE —— : e
‘ : : Aoﬁ*wuo ) dxs x o>n¢ + ([d]Zz % B39 + 3 %(Ci®30)xY) dxe x INOF + :

— = = - ([4]% » B39 =35 (Ci830)5xX)dX0o % 00IY3 + Om} — OUO=3IY e

u:p*u?uvupvm\hnc.._nncnvv SSNBD - ((3*Mxg)3I«Lbs/ ([d]z+ZL))ssaed=teA1]

e —— e S ((IxHxT)IIVGBIO+ (3xM4C ) 33US/ ([d]2+E[) ) sSALD —— e S —r——————

. = == = ((3#3xT)3absxuj 0+ (3xNx)34bs/[d]z 4)SsnEH=3In0J - =

e e e (3T ) 3PS Yo+ (353 ) 33bs /S ([d]2=2T ) )ssney T ——— == S

((3%3xC)3IDSx 839~ (35Mxg)3abs/[d]z ) ssnen=3e0ayy :

— Ry - e S GO (AL PR S LU B I G AT PE TR e EE T S——

= = = aaEs ST ninh e e e

= s e = === = ———tdyepoge=i[d]eGouF T FF ==
, ‘00 L=sa 05818 G =im Woy3 |-d It urdeq

== =T - = 5 - = — e == W'C@Elvﬁm WL D.@.#W P“unk\,oq\'l.l].lll.l[|.w

= = s e e e = S = == 5 “{e)z=¢ e

¢ ¥ iy

. C' P

mﬂluﬂ»{‘ f- .uv T..&h m&h o... mwm+nnr go..v, _.lua .u.ow, cﬂbmmn ‘_.‘ — 2 W "

s CJ

(S

F—— = ————— e S e T e i zumhaml.dvol === 0=

4.

: o

:  [9*N]sazd=:n8]3 %

= = —— e — ———-[g'N]saj3d=:wm31s e A

: SRR T === = u mm..sn_m.nvm soyx e ‘ U

== = = = = = = - = = = SR SSae SEis SR AR SSs —— ——— — = ﬁn-».iu m.)“nw“n Bp —— =
: [c z“_mhumuua urdaq .

—_—,——— e 0p hm:.:.i AxT-Cp=iN no.«;ﬁ?ﬁ =

- - - - - = Sbinuwidms iy

e e R e e e SR =SS e {te30’ Oduo.h.ﬁ s nC.:wHE ‘.‘.‘11.‘11&1 =

¢ (Ine3fgne3‘ofrfsazd)IIIr
e e e = o wm..rurm Ccﬂtﬁm gt w mspm:ﬂﬁ« T

——— e e e e e e - —_— = ﬁﬁmdh mv mwu‘ WHHPV.HPML” == =

. £ (3*oca‘z*rt mhu&v:ﬂ jeedax

—— e e ST DI S

== 7 Sqmp?mms\wmﬁﬁaém\» 165 LSTHLE amuumefmma DI STTS Sd)«ﬁmm%ﬁm = ——

ST feoTILSsOVIne LSRN LSS LI THE P ESONATIG T TTSNTOINTL L SFLSWIAGE LISELOEDS .
f6¢CLS3UVIOSSELS ucE:na:wmqﬁ.eﬁmumzd 5456135’ (¢)persos

e —— oommwmp?muam qu-i: (E)3urodecayfourfouss’ e eeamIvi 20 BIAFQ-LSHIIGTISS -3uTad=
== s et . mo.wuh.@&maou _.._. fr]he nmvu:aonowhm ouT 6N uBs e 00 ST53 Ut

e B Cp @ [f3uh | do3s Z=ip Ioy ,,.Jl.flr;__




7n0 =5 o — e o - = - - _— — — e ————— e - e e s e s e T oA o
4
—t
== = Ty Tva T =
e e e e = = w¢4mu [c1]3seq’ Aﬁvunacmoauu @wawm:nwwupmon (Z)po1BasS® e 833 — , =
‘[11]as0q-* nvvun4oaaoaw ¢6933°[01L]150q% (Z)PoTeos Lo e85 mmm.n\ﬂmuuaoa (P)aurodenxytis 933
$9°01:[81299q° (2)Poreas‘4eeo33 [l ] 20N 6%0ec  Ea M [ L]252q  (P)ruTodearr e e So5 2L ([SL]3500w — <
6Y%eeg L caN)/[8]150q  (T)pateostiiess3f[c]3seq nm\voﬂsom.momu4.mvuum»n (Z)pa1eos L es33 : —
‘[2]350q (£)PaTBAS L, S3T [T]a50q° (Z)PoTeos eeesa3 toutousst (/[ 1]13559)12bs (p)1utodesar Jutad — -
¢ serryoxd jo 305 pue
B o ‘ N i — CUTL1+AkZ]Iseq 14+ Tl sasd) TTITT
= = —= QMW+>.Puun“g - mw+>.p+>*muwhuan"oaﬁ :
= e LR = e e e e e e g == == D
A=t np+>*muumon 5516 h_+>.ﬁ+>;muagaa hp+>*nU,mma uoy? mr+> F+>*uumapm <AJT
. i I i 0810 [1+A*A4Z]ex3d=t[1+ATZ]as0q Toug [ 14A AsR]eIdd S A T
— P (([A«2]350 % ([1+A'1]sxad-[ |+A* Asz]s13d)57) : = B
— = /(Lo ]smad=[ L AsZ)saad)~ B/ ([ 1+A AxE]S 23 A4 1+A% L] e13d) yapoeD =1A UTdoq - —= =
r 9sTe pue 5
S ——— _ — , |a41[[(1mr+>.>«mummpa‘u»hwwbwmuummalomﬁmsu‘w- PO . .
ESE . [1+AS 1 +AxB]Sxd =] 1+A42]289q UsU] [1*1+A52]9X3d < [L*Aez]sTad T urseq — — F——
s :.;w(;urm.:uwi:!uzpwu-:z;f-:;;;y.xv-_L..;, MCHY. P05 2y ([ AFAC L] STIC=[LFAS 1FARE]BXIE )£ [A+E]ISOG- TT-— 4 ——
T(LL*1+A%2Z]STd [ L “AxB]Sx3d [ 11 ]8x3d [ L#A* 14Ax2]8Xd [ 1+A AT ] ST [L+A" Fuwupavm>ﬁom t[AxZ]3seq 0
R , R ——‘fLti]aad=zfy]aseq
3 5 Eoesa st : = f{serrzoxd eaxys pus =
S S S e e i e = B e e e ...Iy\-nmo‘..w ueil Z=W Hﬁ.ll.l‘lﬁ e
¢ ertroxd pue
e n— R pua___. T
e s = == .m : S[LNjsad Tom ed gr-o e —— =~
e e e e - due :.mauOHﬂHoua WY =N-JT— = e =
) fZ1([2*d]A-dmog ) xa+T=2T utrdeq
I S - _ueyl =N «H14w1\wn1uwwwwnwu«auunuwuu

.naou mﬁ+maun A@wma mV/ﬂmmhm.mnu;.nvv gnﬁJuoohH juiad ueyy z = W FT. ;
- % L % ne3 -+ g ; BwITS + M oyz ...mﬁwu == =,
f1T/21=:1 esTe LT/LL =t smnu 1T >[dlz IT

- - : — = — e = e a— 5 LT~ H@HN‘T _..H.I»QNH.. e =
‘ Hmunnao>oamuamu¢,mrvr €/3x4) 3absyeuru=: S
== AAAp*a*evupvm\AmcunnPavmnav ssNBY-| )% ([d]Z~- L 1) squ=3 =o>oﬁo S
P (((IxUxC) IS/ ([d]%+ L) )ssnBD=] )% ([d]2Z+L ) =2 U]
S(OERV )/ (L ([G]Z+LT) )=)dxe = ((Ixdxv)/ (C4 ([G]%=11))-)dxe=1eutu
‘[d]Z % & + 3YSTO + UCAGS-(DiVL't/3si) 3Iabs x X185 = =1
{((a*1xg)33bs/ ([d]z-C1)) ssnesx([d]Z-CI)=:3ySte
AAu*A*cvvhvu\Amcuu + oﬁvv ssns) *fmaun+aﬁv sueaes




- 110

|3

¢ Pue
I R S S T I p—— e W W Puo
© pus
e = e S - 2 = IS 3eodex 0308 . —
N T .
T — T Y N PR g £ U e L O —
> { [e]3ssq=:0vul1s
S e e e R SR S S IeiE n - [L]3aseq=i00yx e e
» ¢ [c]3seq=t0sp
e . — — - ‘[elaseq=t0—
- = \\\ = =5 =i : = = m MWC).\Nﬁ“u.ﬁ .
= = === = - e e e e B = X ¢ L=y — =R
$ z=t
o o s = § o e TIDTLLOSIHIITALS SAULE STIATITIAOYL AEIVINYIVD TINSECT33 Jugxd .
= ! [z'dj4-rd]etTroxd*eiELS33
e .maumﬁwwo.nm.wowmmm [t .Q“_h. (b)surodeargleurianes’ L gesTI33 JUTIA-Op 8- T3uUn | G038 goid JOF = ——m— =
¢ [2°L]4-[1]orTFoad o
%o ToENOILIVIAT ooaihﬁoaioum.oomom H«Nmuu.f.;ﬂ.Qv:.ﬂo%m&.mﬁﬁnﬁm.?cmcurﬁn 3 B - ,m
- 2 .&& RAU Wahdwwgmh QTIVINIIVO LSIFSTIVIUALIND J.mﬂ. .ﬂerHfﬂwm ION h.«é TITAMIE STHLLCTIS a:akm o. o
T ey S S S e S e " PR 10 . S L e e I@Im..ﬁm Mua.w il u
2 puse A
P % 2usdox 0303 _ e s S
S _ - { [ei]asaq=:0839 O V
D R === eee T T s f“‘m 1]ageq=tong)-——F——r % ﬁ
! [8]asog=:0vults W
e P ——— _ A T Y Y o i jasedEinons . o o ]
— = - ! [clyseq=:0sp : .
e e e e s e e e = = e e ¢ Hﬂu‘vw@nﬂ"uo“ < = s s R
) e 8708 uﬁn"m
- I T ey P — B : B A= .
: = : = = : x K g=iR 2
== e L LETIANALLE SIHIATAL TGS SETETTIANEG CELVTNIVY TINTLeTsS TUETEd =S
¢ [3td]4- mgumnawo.ﬂm.oom.d ‘[d]eptyoad .
. 26605338 [1¢d]LS (£)anrodeangfoutiemne e 305T33 . AUTSd Op 3 ‘Hruugéwa s _g=:d.x0J e =
= = U [Ef 114-[1]eT1troxd Lo e osNOTIVTATACES33 [ 1121 TFoId% 2538162933 [L4 114
e e = = o= (pjautodsoazfoutiewes L  ZIHIATA TV RUNLVETINLL au,....J:o.Eu 1SRRI OTE3 AN Tad -ugoeg ———— =
osio puo
e e e e ———e e o _ T S T S adax o302 . e Sy m—mn__ o gm s |
: — > ¢ 1td=3d
, 2 = o = = - = 2 m.mnwuaaanuuoﬁe e =
| * [t1]as=q=i0ney
N R e ae—— R e —— = - ——{fgl3seg=tgoudt——
) ¢ ILlzseq=i100yx
= == e e e = ¢ [g]3seq=:0sp T R
€ e NAacorm—enn YTT3am~




113a.

8292* 20e"g'g
0cg2' 207’9
£092* £0+"0'T
992" goe"2'g
€SLZ' w0e"1'T
vE82' g0e"0'g
$162' L0+"0°2
W/
44300
N1D4X3

£0°0T~

£0'0%-

20°0t~

2001~

Tot0T-

00°0%T-

9¢ 01~

00+"g T

00+"g°T

00e"g*T

00+"g"1

00+"g*T

00+"p'T

oo+"2't

J 93a

ELEN
isylis

98ST'  £0+%9°2
LRST' £0+79°2
£0ST"  £0+"g'2
TLST" £0+"§°2
26ST"  £O0+"L°2
9EST'  €0+"6°2
6221" £0+%6°2
W/930
avyo
Mi039
0020°*
000°S
Log0’
S e1T
000¢"
80+%00°2

LA 12

T 90g

g£r6vs

6 (98

2 LLs

L Lss

£'E9¥

¥A

X
uy

¥0="0'p

vo-"8'g

¥0-"g°¢

v0-"1"y

£0-"v'2

/A1

N4
10s

2 93¢

ANIWIHONI

3dAi A3NNOB 40
Q34¥IN37TvD N33IML38 NOILVIA3Q a¥

00+"gg"y

00+"v5'y

00+"g9°y

00+L9" ¥

00+"gg"y

00+"g6'¢E

00+%0g"¥

L4INKS
LI E[

ov0°2
0zLt
081°1
009€° SvM

0008"

00*2T-

2z6p’
9499
009"y
60+%¢gL T

00+ 60+7I6°T (£T-" L0TT"

00e%1°2 60+"06°T LT-"g'y vL0T

00+"0°2 60+Lp T LT-"9'y opIT*

00+"1'2 97-"2"'% (122 %

T0-"0‘y 60+"06°T ST-"0‘2 G6ET"

TO+"€°'S-  60+"8S°'T ST-"g'6 98.8"

£0+"p'T 60+749°T 21-"9°'7% L85y

23s 2 93a

NA3Q

39v ANVLS

L0-%02°T ALlAlsnid4la

00y 3Ny 40 M1d3Q LSHIJ
0£° 91
[
08°9T
0T vt
[ 4
09°21
06°1T
$1° 11
0¥°0T
00L°6
056'8
002'8
oGy ¢
0sL°9
000°9

W 008°S Mid30 Lv O3N¥NSY3N INNLYH¥IJWIL

AIN31D144300 NOILONILX3
3¥NLVYE3IdWIL LSHI4
AN31QVH9 TYK¥3IHL03D
XN14 ¥vI0S
L4IMS Wld3a

39y 40 3NTyA ylyl

va 3¥YOH T1M3x,H4 3NV

34Y7 G31V3IH HYI0S NI S3IMNLVY3AWIL Q34NSYIW ONY
VANYLS 3ZIWINIW OL SH313W

¥d XIS 40 NOILVINVA
¥O0SHdN

typical output (page one).

.
-

UPHSO4



113b.

£0gp"
(141

812y
NOILVIAZG g249°

4191
£69°7
99L°1
IeL°T
0te*t
T88°'T
vi8°T
Pr6° 1
L¥6°T
veo-z

8612

[{ 1484

s20°2

9¥8°T
£89°T
£46°T
0S¥ 1
[ -7
8801
086L"
8509°
s992*

dW3y

3714084 034¥INDTI¥YD N4

00S8°S  HW1d3Q LY 3¥NLY¥3I4HIL @3LVINDIVD LS3g
VIN3LIND IHL AJSILYS LON AVH 37140Md SIML

Iv°91
11091
08T
05°s%
6T°6T
68°9T
86 vT
82 v1
L6°8T
L9'EY
LE°ET
90+£T
9L°2%
Sp 2t
ST+21
v8° 11
(1384
£2'11
£6°01
29+0%
2e° 0T
10'0%
80,6
£0v*6
860" 6
YA ]
8y e
v81'0
6L0°L
vigTL
6924
¥96°9
099°9
668" 9
0609
(1755
Opp'g
9e1'g
00

Hid3a

68°11
e 11T
8z°11
L6°0T
{90t
9£°07
90°0F
vsLt6
6y 6
Pr1°6
6£8° 8
ves e
ogz-e
S26°L
029°¢L
sTe"L
0T0°¢L
90L'9
T0%°9
960°9
16L°6
98¥°S
2814
LLB"Y
2L6'Y
92y
296°'¢
8g9°¢
£6e'¢
8vo-¢
£vL2
ecv 2
ve12
6281
ves 1
612°7
ro16°
9609 "
gvog”

z

typical output (page two).

'

UPHSO4



114,

Appendix 4

Interpretation of the experiment of Turner (1965).,

In this experiment a tank contained two layers of common
salt solution, the lower layer being concentrated and the upper layer
weak. The interface between these layers was maintained by the
convection occurring within each layer, owing to the supply of heat at
the base. The aim of the experiment was to study the properties of
the interface, on the assumption that these could be observed in isolation
from the properties of the convecting layers above and below. A

dimensional analysis suggested that the experimental data should be

analysed with respect to a stability parameter S = » the ratio of

7 A
a AT
the contributions of solute and heat to the density difference between
the layers.

The experiment involved measuring the rates of transfer of
heat and solute across the interface. This was achieved by insulating
the tank, including the upper water surface, and observing the rate of
increase of temperature and solute concentration in the upper layer,
for a range of heating rates (3:1) and values of the stability parameter
(7:1). The heat flux was expressed in terms of the'solid plane value",
which is the heat flux that would have been expected if the layers were
separated by a solid, plane, perfectly conducting boundary, and the
results are shown in fig.A3, The solute flux was expressed in terms
of the ratio between effective ~turbulent transfer coefficients for solute
and heat, and the results are plotted in fig.A4. Finally, the ratio
between the potential energy change.s due to the transfer of solute and
of heat was evaluated, and its dependence on the stability parameter is
shown in fig.A>5. |

The most striking result is that concerning potential energy
changes. Turner pointed out that some self~limiting mechanism must
be operating to control the coupled diffusion of salt and heat, since the
ratio of potential energy changes becomes constant for S > 2, but he

offered no suggestions as to its nature.




Figo A3

The measured heat flux across the interface between two
liquid layers, compared with the value calculated for solid planes,
Different symbols refer to different heating rates, Experimental
points reproduced from Turner (1965),

Fig. A4

The ratio of the turbulent transfer coefficients for salt and heat,

as a function of the stability parameter s, (Turner, 1965,)
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In order to explain these results, it is necessary to consider
the system as a whole, and not just the'interface. The following theory
is crude, but gives some insight into the problem. Two regimes are of
interest.,

Stability S > 2.

In order for steady convection to occur it has been seen that
the density must be less at the bottom of the layer than at the top. The
difference is very small, less than 1 part in 104 for the conditions
quoted by Turner, and for the present purpose it may be neglected.
Her;ce if a large density difference exists between the layers, it is clear
that the convection occurs in two regions of substantially constant density,
with a region between them which contains a high density gradient and
which is not penetrated by the convection. This situation is sketched
in fig.,A6. The mid-layer differences of concentration and temperature
measured by Turner are AC and AT respectively, but the temperature
difference driving the convection in the lower layer is rather less than
AT, and the corresponding concentration difference is less than AC.
Several choices may be made to approximate these actual differences,
'a.nd all seem to lead to the same qualitative behaviour. The most
straightforward choice is that the temperature difference between bottom
and top of the lower convecting layer is ( AT - 88), and that the
corresponding concentration differer\lce is 3 (aC - 8x).

The thickness ¢ of the conducting layer appears to be less
than 0.2 cm under the conditions of the experiments, and may therefore be
assumed to be much less than h, the half-depth of the system.
Consequently, quasi-steady state conditions apply at all times. Thus
the solute and heat fluxes through the conducting region equal those
through the lower layer. Writing Hl and HZ for the heat fluxes through
the bottom layer and conducting region respectively, and Fl and FZ for
the corresponding solute fluxes,

H, = H

3 F, = F

r 1 2°




Fig, A5

The ratio of potential energy changes due to the transfer of salt
and heat across the interface, as a function of the stability parameter.

(Turner, 1965.)

Fig. A6

Hypothetical profiles of concentration and temperature during

Turner's experiment,
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These conditions are not sufficient to make the system
determinate. Three assumptions may be made concerning the convection;
firstly, following Malkus (1954b), we may assume that the heat flow is
a maximum for the given boundary temperatures and concentrations y and
secondly, we may impose the condition that the non-dimensional solute
flow (i.e. a solute Nusselt number Ns) is proportional to the thermal
Nusselt number Nh. Finally, we note that the criterion for the onset
of convection in a thermosolutal system is found from the corresponding
criterion for the pure-thermal system having the same geometry by
substituting (R + rRB) for R, where r is a constant determined by the
nature of the instability; it therefore seems appropriate to regard
(R + rRs) (= Re, say) as the parameter which describes the heat flow,
just as R does in the pure-thermal case. (We could maximise Re
instead of H,, with similar results.)

Accordingly, we may modify Turner's treatment by writing

for the lower layer
| _ 1/3 _ _H1L
h
where a is a numerical constant and kh = pcK is the thermal conductivity.
Also "
gh3 rn
Re = VK {a( AT - 80)-—2-»(AC - sx)}
. _ 2 \1/3 il s Ty B
+ Hp = ak ( vi) (AT -36)}«(aT -so)-——.z (ACr-- ax) ~(I)

Then differentiation shows that H1 is a maximum when

AC - 8 x 8 X 8 =
AT -350 T 50  1u (2)

NowN_= ¥N ,

where ¥ is a numerical constant.




Then Fl =y E

_ v aC - sx. M sg
N AT -850 e
= FZ
= ks 3X
( 1
° = L A‘C_ BX
e o 8X = o AT, s 2O
and, from (2), -
lﬁ "
80 = ﬁ L D ¢
From (3) and (4)
. _ .16'5’4! AT El r(¥+6). S}
XF (Vv e6)2 V) -
_ 2AT r(¢v+6).
and 60 = -9 {1- T
Substituting in (1) gives
4/3 4/3
B =g (&1/3( ¥ }/3( y§1 - r(¢+6).5; (aT)
1 R 87

Writing Turner's solid plane heat flow as H ,

_ ay1/3 4/3
H o= akh(f’z) (aT)

..‘ Hl

Here ¥ and r are as yet undetermined.
P
However r must be one of Ps , P/(P +1)and P
s

Within this limitation, the onﬁ)y satisfactory choice for r is r =

AC = S Xe H

¥ 1/3,
E ot e ek -

r(4’+6).S§

1117,

AT - 880 2

4/3

(Veronis, 1965).

Pl

0.9, and the best value for ¢ is ill-defined but =20, The curve

(3)

(4)

<
¥

corresponding to ¥ =30, r = 0,9 is superimposed on Turner's data in

fig.A4 and fits fairly well for 2<S <7.

The reason for failure at high S

is probably a failure of the heat flow law. As S increases the effective -
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Rayleigh number Re decreases, reducing the turbulence of the convection.
When Re § 105 the law

N, o= a(Re)1/3

may be expected to fail, invalidating the analysis.
With regard to the '"'ratio of turbulent transfer coefficients

for solute and heat', this theory (for S > 2) predicts that

Fo's opd _ AT, pckg 3
AC Hz AC _ 1% 8 0
_ AT, D. 8V a
~ AC K (¥+6)rn»
D. 8¢ -

K z(v+6) S
Similarly, the ''ratio between the potential energy changes due to the

transfer of solute and of heat" is given by

pcq Fy _ 2. D _3&x
e H, " a K 50
_2. D. 8a¥
T e K re(¥+6)
. _D 8 ¢
K" r(¢+ 6).

These two are plotted on Turner's data in figs. A5 and A6, implying a

D/
qualitative behaviour is well represented.

Stability S < 2,

At low stability, the conducting layer has become very thin,

value for "K of 0,02, This is about twice the correct value, but the

and the predictions of the theory are sensitive to the original assumptions
as to the distributions of temperature and concentration. In fact the
layer thickness is reduced to zero for some stability 1< S<2, and not

S =1 as implied by Turner, owing to the temperature increment at the
bottom of the lower layer which has no counterpart in the solute profile.

Thus this theory may be expected to give useful results only for S 2 2,
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It seems likely, then, that the change of behaviour shown in
Turner's results at S = 2 is a result of the reduction to zero of the
conducting layer depth at about that point. That being so, the sharp
rise in heat and salt flows for S <2 is accounted for by the initiation
at S ¥ 2 of convection over the whole tank depth, instead of in separate
layers. The stability parameter then no longer represents the state of
the boundary between two layers, but merely relative readings at two
depths in one convecting layer. The convection may be expected to
equalize the temperatures, and also the concentrations, at the two
levels quite rapidly, which would have been interpreted as increasingly

high flow rates occurring for continuously decreasing S.
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Appendix 5

Optics of the scanning schlieren system.

This study may be broken into two parts; an analysis of the
deviation imposed on the light when it traverses the tank, which is a
matter of ray optics, and a consideration of the maximum resolution
which can be expected, which is determined by diffraction.
(a) Ray paths through the tank.
Fermats principle states that
B
8 g I n dsg =0
A
where A and B are fixed end points of a family of possible ray paths,
n is the local refractive index and ds is an element of ray path length.

From this it may be shown (see for example, Kelso 1964) that

d dx an
ds \® @) x = % (1)

with similar equations in y and z, Then, in a horizontally stratified
medium in which

n = n(z)
with z vertical, it can be shown that any ray is confined to a vertical
plane. If the light is incident normally on one of the glaés walls of the
tank, such a plane will be a cross section of the tank perpendicular to

these walls. Let the x -~ direction be normal to the glass walls. Then

from (1),

dx | x| |
n dsfno(ds o = a, say, (2)

where a is a constant and the subscript zero refers to the plane x = 0.
Since the path is entirely in the (x, z) plane,

dz 2 ds)Z

(30 = () -1

and hence, from (2),
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dz,2 _ n2 -az
(—) - 2

dx -

If the origin is chosen so that the ray is horizontal at x = 0,

ey 1
ds 0
and a = n,
H dz o : \
ence Y )
el
0
2
and dz _ n dn
dxz noz oz
Now the curvature p of the ray is given by
i dzz/§1+(§_§_z§3/z \
d - 2 dx
dx
n
= 0 dn
m—— 3
n% d Z (3)

To a first approximation, since the ray departs only slightly from the
horizontal, we can write

\ n = 0
1

n
so that
= n (Bz&‘

o

/

In traversing the tank, the change in inclination of the ray is given by

2B = x,
, = & el | (4)
0 0

where X is the distance between the vertical boundaries of the liquid.
Refraction at these boundaries increases this deviation by a factor n;e
Hence, since the scanning schlieren system actually plots

Sn
?Z
first approximation. In order to check the error introduced by

.. dz
the deviation A (d—x') versus z, this represents (T—) versus ztoa

assuming this to be exactly time, a second approximation may be
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obtained to (4) by expanding n and %‘I';- in a Taylor series round x = 0,

and recalling that

dz _
(dx 0 = 0
Then, neglecting higher ~order terms,
xz an .
a_ = n0§1+ —5 (3D }
n 0
0
2 2
and g = (3 §1+—-(-—>;
dz = dz 0 Zn0 sz 5
Substituting these values into (3),
2 2 2 Jé
p. = 1 dn x_ ,An x_ /O n
x Gt a2 (R taa G2
o °°0 0 0 g "z 0
i | A (ﬁ',z:) = S p ds, where the integration is
taken over the whole path in
the tanko
X
= S p dx, very nearly. (Here the
% 0 fact that the system uses rays
‘which are horizontal on exit from
the tank has been used.)
2 2 KB
¥ _ 2n X dn ng ‘' 3°n
F—4 —— — 1 - — ——— -, e v
ng (bz)og 3n,° ((bzo 2 (azZ)O)i
d 2
In practice ('bi') << n Ll% , 8o the deviation is
& dz
2 2
dz X dIn X n
6D = = (&) )1+ =— (=5
A (x n, (bz)o{ 6n0 (Bz )Oi

Once again, the total deviation, including the effect of refraction at the

vertical boundaries, is n0 times this.
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It may be seen that the error involved in assuming that the

measured profiles directly indicate en versus z, subject to some
2z J
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gained from reducing w past the value for which Azl =2 A Z,s since

if w is smaller than this limit the bright band becomes just the central

maximum of the diffraction pattern and increases in width as w diminishes.
The difference in angular deviation experienced in the tank

by rays just passing the two sides of the slit is very nearly W/f, where

f is the focal length of the concave mirror. The vertical separation of

neighbouring levels in the tank leading to this difference in deviation is

given by

3o

™€
[}

=3 b

A

=

» ‘WTL
i.e. Az, =

Also

where A is the wavelength of the light. Then the depth resolution is

optimum when

Az, = 2 Azz ’
2 i
: 2 AX d " 'n *
i.e. when w = £ ( — )
n dz '
32
Here the value of )—-% is the maximum which may be encountered, since
Z
this gives the minimum Az, for a particular w. The appropriate value

1
- -2 -
is about 10 . cm , which corresponds to a slope of 1 pip cm 1 in the

profile. This yields an optimum slit width of about 0.15 cm for a focal

length f of 213 cm, and a corresponding value Az, = 0.07 cm.

2
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Appendix 6

Calibration of the optical system and determination of its accuracy.

For calibration the tank was filled with two layers of
approximately equal depth, the upper one being fresh, air-free water
and the lower one a solution of sugar in similar water. The strength
of the sugar solution was about 5% by weight, characteristic of the
‘solutions used in the experiments, and was accurately known. The fresh
water was first put in the tank, and the solution was then poured very '
slowly through a tube having its outlet at the bottom of the tank. About
30 minutes were required to pour about 750 cm3 of solution, and the
resulting boundary between the two layers was very sharp.

The refractive index gradient at the boundary of the two layers
was initially too great for the equipment to record it. Useful records
were obtained after about 20 hours, after which a recording of the profile
was made at intervals, initially of about 12 hours, over a period of
several days.

A typical recording of a profile is shown'in fig. A8, each
curve being a graph of refractive index gradient against depth. The top
and bottom boundaries of the tank were impermeable to solute, so the
refractive index gradient was zero there. Thus the basé-line of zero
refractive index gradient was simply the time joining the ends of the
profile. Calibration involved comparing the area (expressed in ''pip-
cm' where a pip is the arbitrary unit of the profile) between the profile
and the base line, with the known concentration difference between top
and bottom of the tank. This necessitated recording the profile before
the boundary concentrations had been significantly changed by diffusion.

Integration of the profile was accomplished by approximating
the profile by a function and integrating the latter. Since the curve
went to zero at both ends, a Fourier sine series was used, the
fundamental wavelength being twice the total depth of the liquid. To

calculate the coefficients for a series of N~-1 harmonics, at least N

coordinates equally spaced in depth had to be measured.
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A large (10" x 8") print was made of each profile. This
was placed in a framework attached to a lead screw which had divisions
every 0,001 cm. The print was arranged so that the lead screw moved
it parallel to the depth axis. A travelling microscope was then used to
measure the coordinate perpendicular to this motion. For profiles
recorded at the beginning of the series, up to 100 points on the curve
were evaluated, but this was reduced to about 30 for later profiles in
which the higher harmonics were negligible.

The calibration procedure was carried out four times, and
showed that 1 pip on the profile was equivalent to a concentration gradient
of 0,695 (percent by weight) per cm.

System errors.

Harmonic analysis of the profiles provided a convenient
estimate of the random errors associated with the system. At the
most, ten harmonics were required to represent a profile. At higher
orders the amplitudes were not zero, however, but distributed as would
be expected for white noise. That is, the amplitude of each harmonic
appeared to fluctuate about zero in succeeding profiles, all harmonics
having the same standard deviation. These amplitudes were presumably
indicative of the noise in the system, that is, the random errors of
measurement. In a series of ten consecutive profiles, the root-mean-
square amplitude of the top ten harmonics was 0.0016 pips. This may
be compared with the fundamental amplitude which was seldom less than
1.0 pips, so that the uncertainty in it due to random errors was about
0.2%. The integral under the profile had a similar uncertainty.

Another approach to the estimation of errors was to study
the decay of individual harmonic amplitudes with time. Writing h for
the depth of liquid in the tank and t for time, the k th harmonic should
have decayed as exp (-kz » 2 Dt/hz). Fig. A9 shows the decay of Ay
for the same series of profiles as mentioned in the last paragraph
(other harmonics showed similar behaviour). It appears from this

graph that the amplitude is liable to error within the limits 4+ 0.01 pips.
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This is about twice the estimate of purely random errors if the limits
of error are interpreted as three times the r.m.s. error, This
increase is probably due to the fact that the errors m measurements
of the coordinates of succeeding points on the profile tended tec be
correlated.

The slope of the line in fig. A9 should be (-D ]:(2 ¥ 2 log e/hz).
indicating a value for D of 5.25 x 10'-6 cmz sec-l. This may be compared
with the measurements of Gosting and Morris (1949) and of Irani and
Adamson (1958), which both gave a value 5,226 x 10-6 cm2 sec-'1 for
very dilute solutions at 25°C.

Calibration errors.

In addition to the errors associated with the measuring system,
inaccurate estimation of the concentration contrast between bottom and
top of the tank would have introduced errors in calibration.

Uncertainty in the concentration of the solution which initially
formed the lower layer in the tank was negligible at + 0.1%. However
the important quantity for calibration was the difference in concentration
between top and bottom tank surfaces at the time when the profile was
measured, and this would have been slightly less than the original
concentration contrast owing to diffusion in the interim. "By making the
boundary between the layers as sharp as possible this change was
reduced to a minimum, and the harmonic analysis of the profile provided
a convenient check. Owing to the decay of individual harmonics with
time, the area S under a profile was given by

5 = (2b/7) T (A /1) exp (- < K Dt/a’)

Hence k=1,3,5...

2]

471

= - (2+D/h) Z kA

Q-

t k

where AkO is the amplitude of the k th harmonic at time zero. It was

. )
a simple matter, then, to check that f was sufficiently close to zero

" for the boundary concentrations to be assumed equal to their initial

values.
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A minor problem was encountered when the tank was first
filled. Because each of the two layers was initially homogeneous,
only quite small temperature gradients sufficed to induce convection in
them. As shown by the experiments of Turner (1965), considered in
appendix 4, this would have transported solute across the boundary and
distributed it throughout the upper layer. This would have reduced the
concentration contrast, and hence the apparent sensitivity of the system.
The effect was reduced to negligible proportions by thermostating the

room containing the equipment.
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Appendix 7

Analysis of results of stability experiments.

The input data for program UPHSOS5f consisted mainly of two
arrays. The first of these, g, contained the readings taken at N equally
spaced points along the isothermal concentration gradient profile. The
other input array, mV, contained readings of the out-of-balance voltage
of the thermistor bridge every 45 seconds during the experiment. These
readings were converted to temperatures T by the linear relationships
found for the various bridge ranges during calibration.

Afte'r reading in this data, the program calculated the N-1
harmonic coefficients Ak, and the concentration at the bottom of the tank.
For each specified time, the Rayleigh numbers were then calculated and
printed for a series of levels between (Z=) 0.4 and 1.7 cm from the tank
bottom. The thermal Rayleigh number R was calculated from the
sequence of temperatures measured at Z = 0. The temperature 0 at Z

at ttme t is given by (Carslaw and Jaeger, 1959)
t
0 = Z exp (- — )
| m 5 T(A) 4KLt ) da

0 (t -2)3/2

where T is the temperature at Z = 0, In order to calculate the integral
with sufficient accuracy, the readings of T were interpolated linearly to
intervals of 4.5 seconds when Z < 1.5 cm.

A typical printout is shown in fig., AI10. The first column
shows that the results apply to the time 187 x 45 seconds after the start
of the temperature record, and the second column gives the corresponding
temperature T. The fourth and fifth columns contain respectively the
temperature @ and the concentration (in pip-cm) at the level given in the
third column. The remaining three columns contain R, - Rs and

(R +0.88 Rs) respectively.




= = = Skt . e Iewd ‘?.oﬁﬂvmﬁbua:o
S o
o S o ‘uxoyyodol u...d&n«.aa::
e = - = ! (09%xGS0°0 + 68E°0)*TY u"uuan
el e e s - S = %t ouod+(p9=:00
{ (1%6S1PL°E)/[A]V+LY 64 FUO+00=200 .
i - , . - - ov L-N TF3un | dejs =i} JXoF
== = - s = = : = ¢ 0=:00
Bt = .. = e e S . ¢ pue
(60g* nm\mE..,caB*mmwm.m*ngv&no*:? ?
z\nz\x*?n&*mmpvp £)utsx[U]DHAIV=:[A]V OP N+z_Traun | do3e |=:u Toj Urseq
e === Op L-N IF3un | de3s =iy XoF
S s = — - ! o=:[u]v op ooL Traun | d635 =:u Joy
{pue
e — [U]AU=p86° + 9G°pE =:[u]L Uy gl=oBuex JY
S e e mme e e i E s : OST0 [U]AUsZE€6° + GGZ°Le =:[u]L USu3 ||=e3uex JY
A e . . : ~— 9510 [U]AW4L06° + ¥2°8Z =:[u]l Ueu3 O|=eSuex J
6810 [UJAW4888° + |1G°GZ =:[u]lL ueysz @ =eo3usx It
2 - 6SI® [uJAuxy98° + PP°2g =:[u]L ueyjy 8 =e3usx T
FEE——eat Leg == S === o510 [UJAWZPE" + 09°6L =3[U]L U6y3 L =eSuwx JT
_— = T e =E==——h = 0810 [U]AWxEZ8® + GEL°LL = hﬁu_.ﬁ usyly 9 lomn.mk Wm. ===
‘pue |+e3usi=:e3usa Weyy 0° L<([L~u]Au-[U]jAu)eqe JT Urseq Ueys Z<U JT
| . ‘[u]lam psex utdoq
= e e e e e e e s e e e ~ ©op d Ttjun | de3s L=:u IoF
=i ENGE = ‘ == = = ! pue
Tu“_cl HQIN+Z*N“_0
! orwos/ (18-[u]3)=:[u]n
— =t == e { [u]3 peex nﬁwon
= - = e m e op N TT3un | de3s z=iu IOy
- - .—,M peoex
S : 0 =L L+N]D =:[1]D
=== = = , ![u]eAlnd pBel Op XBwWeOAINo [f3un | deys [=iU IOF
- -t xewoaand'eSusvx‘asid‘eume3‘ouocd’y ‘dfTyo‘eury ‘qoreos’ N pBex
; : Aa_.oﬂﬁvuﬁ.smﬁ
=
= . S e S e S e S Y LR ¢ [cL31]e13T3* [S:l]eaano Kwxxs nouo«ﬂw
== : i e e e BRI (11 :>e Son LJL*[002:L18°[ 0025 L]0 [00L: L]V Keixe

! oBusx‘xruearnoTla’blutdiNyu JoSojur

o ) ) i ! 18°bLfsy‘u‘nui Y a3 ‘eury ‘duey ‘ryofetmud‘ejeq feydre‘ABa8 o Tuos J1Z ouoa‘ 0o TEex utdeq
== == e e e e ‘' FSOSHdn

|
|

UPHSO5f page one.

|




= - —— — - — = ——— X3 = — — — Ny —Sa— - —_— — _— - — — =
—
g}
—

\
om

e e e e L e e e = St R a8} 80
¢ pue
pus
 (suseumul-Y) *sy*u’ (P)poTeosaI‘dwes z¢ [w]L () Iutodesxy ! (2epE33)xTFexd ‘ul (£)83TITp JUTEd =
Sl b e = = e el f nui/(€4Z »JI xBleq xABI)=8y
3 Amvap £41)/ ((L9°6/3xZ %6GLPL nvmounpvumxu<*po 6+AI=241 Op {-N TT3un | de3s |=:iy ToF
! 0=: mu
= = - ! nui/ (€424 (dUe3~[w]L) xvydl® sA®II)=% ;
e . = e e P *ampvp nvukwm*mv\aaou*n+mPua1"nsou sy !
I (()absx (st (u-w)))/
...... S AAAcnav*u*m*vv\uﬁn-vmxo*AHPuaamauav+naoau"nEou ov (1-m) T¥jun | de3ls g=iu IoF ) N
ey =-= es[e pue
=== e —— (STLI((OL/X-u-u)43)xO0L)/ (((OL/X~U-W)43aWaF)/Za2Z~)dxO% - . -
3% ([L11- ((0L/X)~ L)% [UL+0L/Zx[ L+u] L) +duey=: duwes Op 7T TTITn L de3s 1=:x ToF
. ¢ 0L=:7T esIo g=:T ueyy L-w=u 3T ugdeq
= = == === Op L-u T{3un | de3s |=:u Ioy U6U3 [G°(>Z IV
e e e = —— ! o=tdwey uileq et
Op LL°L TFaun | °0 de3s p°Q=:Z IOF
! ¢eTI33 utxd

$o=0y (¥ *va*va;va*ﬁou*co*m L6¥=09%5% *6 L+CL8 ° L) +P LD Lk (094094 LEZ "E-00%G8 L1 *0+9 LEZ0°0) -
DLk (09%09%9€ *6G~09%89 L "0+8CL *L)+0940949 °8L L +09xG9 *LL+FL9 *9=) = unuaa

¢ (PU+52)/ (0940048 *22+09% L0O9 *0-D Lk LECOO *0+1 ) %S09000 *0=2 nux
T - ¢ (09412 °0~bl«60L00°0+1L)*SELOO"® o-.u
= M E === : F ¢ hﬂu.ﬁn.’-—r

== == = Ceei = === —— = B oo et = T = ¢ [b]saano=: .:won ,

ov XBUOAIND H.nunz L de3s |=:b Joy
R ‘ ) PLLTIIOUL L LSISULELSIULOL SIS
‘¢d1£983dwe) ¢ 983Y3dep LSIUWLLLEIWLZSI3S 00 ¢ (G)jurodeoxy ‘eurpemes ‘¢ ST UOTIBIIUGOUODL[3IF FUTIA

UPHSO5f page two.



po+¥"808 " p~
po+"8Tp° 2~
e0+¥9¢/°8=
20+®669° v
eo+%8p2 g
C0+8¢G0 L
£0+®"9T0 L
co+%€86°¢g
Co+¥8gs b
£O+¥T27°'¢
CO+%pT6°T
C0+¥920°T
20+%TT9°¢p

3y

G0+"866°7T

g0+*08e"'T
bo+*06b*6
b0+"8FE"9

bO+*CTIT P
p0+*8946°'2
PO+"ggs°T

e0+%0TL 8
E0+ 689" P

£0+%£82°2
£0+%G70°7
20+7786°¢

20+%"/lp2'T

Sy

e i

S0SHd N wexSoad woay jno-jurad TeordL ],

c62%2v2°T

po+®p2L 6
pO+®LLY L

po+¥209g
PO+ HHT b
P0+®"G94'2
po+¥¢g0'2

bo+"G9c"T
£0+%g5e9°'9
£0+*0e7'4
go+¥208'2
go+®gLe T

c0+%60.'g

01V*S1a

9tse”’
¢ste’
0cet*
12410
TR
ATRN
g80s80*’
6290°
LLv0®
0ge0”
321N
9910°
e0t0°

41

2G6'6%
T9'67
0,°67
08'67%
06'67
00'02:
T1'02
2e'0g
g8 02
ap'o02
Lg'02
69°'02
Tg'0g

dW3l

009°%
0057
00p°%
00£°*%
002°%
00T*T
000°%Y
0006"
0008"
000¢*
0009"
000g*
000p*

Hld3d
e9sp0"’

g1
L S ¥

ge'te
g 12

ge° 12
ge ' T2
ge*12

se'Te

6e° 12
ge' 12

68' 12

ge' 12
Gge T2

Wl

S1 NOILYHLN3IONOD
4390100 ALN3IML

(8T
87
(87
87
(8T
LT
L87

L8T
L8T
L8T
L8T
(8T
L8T

W



132,
Appendix 8

Numerical model of layered thermosolutal convection

(a) Program UPHS06b.

This version of the model represented the tank experiments.
The program is shown below and has been describ;:d in Chapter 5. The
first two pages are concerned with setting up sub-routines, reading in the
relevant starting data, and calculating the concentration profile. The
third page contains the starting and running solutions of the diffusion
equation which enable calculation of successive temperature and concentrat-
ion profiles. The remainder of the program contains the logic necessary
to search the profiles for layers which are potentially unstable, to decide
whether the criterion for marginal stability has been surpassed, and if so
to re-assign the diffusion constants for heat and solute.

The forms of the starting and running solutions are shown in
fig. All., The boundary conditions imposed on temperature (98) and
concentration (C) were similar for both solutions:

Upper boundary (j = jmax)

— = ijax -1 (starting) = ijax -2 (running)
srniax = constant = th. B *

Lower boundary (j = o)

C, = C, (s;arting) = C, (running).

0, = th+ (lin) t + (sq) tZ + (cu) t3
where t is time, and th is room temperature.

Note that the running solution uses alternate mesh points only.r
Both the current and immediate past profiles were therefore stored in
one one-dimensional array. The stability test was made after each pair
of time increments.

Provided the diffusion constant does not \}ary, it can be shown
(see, for example, Du Fort and Frankel, 1953) that the running solution

is stable for all values of A Km. Experimentally, variation of K with




Starting _solution

: 8t
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Fig. All., Starting and running solutions in the

numerical model of layered convection.
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space and with time simultaneously led to some instability, although the
problem was not serious in this version of the program where the mesh
size could be kept small. It was found quite adequate to limit the rate

at which the diffusion constant could grow, by assigning new values in

the manner shown on the fifth page of the program. Instead of using the
new value actually calculated (i.e. Kmod or Dmod) a mean was taken
between this and the previous value, heavily weighted in favour of the
latter. Note that once the running solution was established, the arrays
"thetai'" and '"conci" contained the immediate past values of K and D; they
were used initially to store the input profiles of temperature and

concentration for use in setting up the running solution.

(b) Program UPHS06C.

This version was basically similar to the previous one, with

certain necessary modifications to the input data and the running solution
to represent Lake Vanda instead of the tank experiments. Apart from
the differences mentioned in Chapter 5, there were three main changes
in this version:
(i) Since this physical situation was one in which convection
from time to time decayed back to conduction, in addition
to the more usual case of convection developing from
conduction, the method of assigning K and D had to be
altered slightly. The change allowed the averaging process
to occur whether the diffusion constant was increasing or
decreasing.
(ii) As pointed out in Chapter 5, the heat equation now contained
a source term. If the running solution is considered for the
special case of an initially isothermal medium of infinite
extent, it is easy to see that the increase of temperature
will not be described correctly by including the source term
in the difference equation. This comes about through the

use of the last two profiles in deducing the next one. The




(iii)
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second of these contains higher temperatures than the first
due to the source term, and this increase is extrapo_lated to
the new profile, which would therefore contain higher
temperatures than the second even if the source term were
now omitted; addition of the source term increment
therefore magnifies the rate of increase and produces
instability.

This problem was overcome by adding the source term
increment separately. After each pair of profile calculations,
the appropriate increment was added to every term, the older
of the two profiles receiving the same increment as the
younger (except that the increment was a function of depth).

In order to reduce the time needed for a run, this version of

the program had to be operated with a rather large mesh spacing.
This aggravated the stability problems. The solution seemed

to be most unstable to an error which took the form of a wave

on the profile. In order to damp this wave, temperatures at

(j +2) and (j - 2) were introduced into the solution for (j), in
addition to those at (j + 1) and (j - 1) which were already

included. To do this 0, _ was replaced by

2,j

0.05 (gi-Z, j+2 + Oi-Z, j-Z) + 0.90 Oi_

2, j
except near j = 0 where the original form was retained. The
solution for the concentration profile received the same

treatment,
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Symbols

(Numbers in parentheses indicate chapters or appendices where a particular
definition applies )
A: Rate of heat production/unit volume (2).

Cross-sectional area of capillary (4).

Ak: Amplitude of k th harmonic.
a: Numerical constant .
b;: i th coefficient in expression for E .
C: Concentration.
e Specific heat.
Dj Diffusion constant for solute .
Depth below ice surface (A2).
d: Depth offset between z and h scales.
E: Sum of squared deviations between calculated and measured
temperatures.
E: | Mean squared deviation (E/N).
e: \‘ Thickness of ice (water equivalent) evaporated in unit time.
F: Solute flux,
£ Thickness of water frozen in unit time (A2).
Focal length of concave mirror (A5).
g: Acceleration due to gravity.
H: Heat flux.
h: Fluid layer depth (3, 4).
Half-depth of tank contents (A4).
I: Ice thickness. |
K: Thermal diffusivity. \

Thermal conductivity (2).
Order of harmonic (A6).
Thermal conductivity (A4).

Solute conductivity.

Cal ol

—

Depth to junction of fresh water layer and primary brine.




2 2 2

B

"

ds:
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Depth to lake bed.

Number of temperature measurements in a profile.
Thermal Nusselt number.

Solutal Nusselt number,

Refractive index.

Number of parameters being optimised (2). °
Prandt} number (¥ /K) (3).

Solutal Prandtl (or Schmidt) number (* /D).
Incident radiation intensity (at z = o).
Radiation part of temperature solution (2).
Rayleigh number.

Critical Rayleigh number,

Solutal Rayleigh number.

Effective thermosolutal Rayleigh number.
Critical effective Rayleigh number.

Coefficient of Rs in Re'

convective component of heat (solute) flow
non-convective component of heat (solute) flowJ

Geothermal part of temperature solution (2).

Stability parameter (A4).

Area of lake (A2).

Element of ray path.

Part of temperature solution resulting from rearrangement of
initial temperature profile (2). |

Temperature (A4).

Temperature of primary brine.

Time.

Volume of specific gravity bottle.

Inflow rate (volume of water in unit time).

Freezing rate (volume of water in unit time).

Evaporation rate (volume of water in unit time).

Water depth in lake.
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Schlieren slit width.
Horizontal light path length in liquid.

Mo g

i th parameter (P parameters in all).

Depth below 0°C isotherm (positive downwards) (2).

N

Height up capillary (4).

z Depth of temperature maximum.

* 8

Thermal expansion coefficient.

Temperature gradient (positive unstable).

<~

Geothermal temperature gradient (2).
Perturbation time coefficient (3).
Concentration gradient (positive unstable) (3).
€ Thickness of conducting layer..
7 :  Extinction coefficient (2).
Solutal analogue of thermal expansion coefficient (= po(l +12C)) (3).
f: Temperature.
A Wavelength of light.
I " Magnetic permeability.
v Kinematic viscosity.
P Density. ‘
Curvature of ray (A5).
o Electrical conductivity.
g(n): Temperature measured at depth h below free water surface.
Xx:  Concentration.
e Numerical constant,

w: Angular frequency.
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