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ABSTRACT

Mellalieu, Peter J. : "A Decision Support System for Corporate Planning
in the New Zealand Dairy Industry", PhD thesis,
Victoria University, Wellington, New Zealand (Sept.

1982)

Index Terms

Decisions; Support; Systems; Planning; Optimization; Heuristics; Network

programming; Fixed Costs; Travelling salesman; Distances; Computer graphics.

A Decision Support System (DSS) is described, the prime objective of which
is to aid in the location of new investments in a multi-site, multi-product
dairy processing company. A network program model is described which opti-
mises the collection of milk from farm groups (netcells) and the allocation
of the milk to a range of final products and byproducts through con-
sideration of product prices, process costs and transport costs.
Constraints include process capacities, overtime capacities, and final pro-
duct demands. Site dependant product yields are considered through use of
an iteration procedure surrounding the network model. This procedure upda -
tes estimates of the mean company vield used to set upper and lower arc

constraints in the product demand phase of the network model.

Milk tanker collection distances are estimated by an expected travelling
salesman distance method in conjunction with accurately measured netcell to
factory 'bridging distances' and an inter-factory 'diversion' network of

road distances.
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To cope with daily fixed cost charges, a heuristic procedure employing cost

relaxations and a number of pre-solution feasibility tests is used.

Seasonally varying factors (milk supply, product yield and farms visited per
tanker trip) are accommodated by solving the network model for the average
day in each month for twelve months, then summing the results multiplied by

the number of production days in each month.

Implementation as a DSS was facilitated through use of an interactive com-

puter system incorporating computer-generated graphic displays.

Applications of the DSS to location planning, industry rationalization and

other corporate planning activities are described.

Recommendations on the use of the model to identify the feasible set of can-
didates for location studies are made, and methods for identifying the

appropriate timing of investments are considered.
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CHAPTER 1

OBJECTIVES AND OUTLINE

This study was concerned with researching the application of Decision
Support Systems for corporate planning. A particular concern has been to
integrate the traditional mathematical modelling techniques of operaticnal
research with the emergent technologies of interactive graphics computing

using the Decision Support System framework.

The design, development and implementation of a Decision Support System
(DSS) for a large New Zealand dairy products manufacturing company is
described. The principal purpose of the DSS was to improve decisions
relating to the size, type and location of investments in processing capa-
city. The need for these investments as well as other requirements for the
DSS are described in Chapter 2. Background information on the dairy com-
pany, and the technical constraints and relationships under which the com-

pany operates are also discussed.

The objectives of the DSS approach are reviewed in Chapter 3 and the litera-
ture is evaluated with particular reference to location, transportation, and
production planning studies. The chapter concludes by specifying in greater
detail the mathematical modeling and system implementation features to be

adopted.

The mathematical and logical aspects of the model are detailed in Chapters 4
and 5. Performance and validation experience are provided, supplemented by
Appendix 1. Contributions to the fields of applied network optimization,
expected lengths of travelling salesman tours and fixed cost minimization

are explained in these chapters.
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Chapter 6 describes the technical (hardware and software) features which
were used to "judiciously couple" the computer-based model to the decision
maker's skill and judgement. Particular attention is given to the value of
the interactive and graphics-oriented capabilities of the configuration.
Implementation and applications of the complete DSS within the company are
given in Chapter 7, whilst Chapter 8 describes an application to industry-

wide restructuring.

The contributions to both mathematical modelling practice and field of
Decision Support Systems are summarized in Chapter 9. 1In addition, further

research possibilities are indicated.
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CHAPTER 2

INVESTMENT AND PLANNING REQUIREMENTS IN THE

NEW ZEALAND DAIRY PROCESSING INDUSTRY

Introduction

The large and diverse New Zealand dairy industry requires substan-
tial investment in new and replacement processing plant over the
next 10 years. The New Zealand Co-operative Dairy Co Ltd is the
largest company in the industry and typifies many of the problems

faced by the industry.

To help in planning the company's plant investments a model of
their supply, transport and processing activities is required.
The general features and design requirements of such a model are

described.

Sectors of the Dairy Industry

The New Zealand Dairy Industry comprises four major sectors.

The farm sector produced 320,000 tonnes of milkfat in the 1980/81

season, from 16,000 farms.

The processing sector is made up of co-operatively owned dairy
companies. This sector is concerned with the collection and pro-
cessing of 91% of the milk into dairy products such as cheese,

butter, caseins and milkpowders.

The third sector is the New Zealand Dairy Board which both exports

and sells locally the processed products. Exports accounted for
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$1,065 million in 1980/81. (88% of the total production.) 1In
addition the Dairy Board determines the marketing strategy of the
industry and co-ordinates dairy products manufacture through a
system of annually-reviewed price contracts with each of the dairy
processing companies. The Board also has some influence on the

capital investment programmes carried out by the dairy companies.

The town milk sector is concerned with the collection, bottling
and distribution of fresh milk for household consumption. This

sector accounts for most of the remaining 9% of milk produced.

This study is concerned primarily with the processing sector,
which over the next 10 years, plans to invest some $700 million in
upgrading and replacing processing facilities throughout the
country. These substantial investments are required in response
to three factors: the increase in milk production; the need to
upgrade or replace plant which is cost inefficient, or fails to
meet ever tightening quality and hygiene standards; the need to
diversify the product mix in order to achieve higher and more

stable market returnse.

Importance of Location and Other Factors

The optimal location of investments in plant is particularly
important in the dairy industry mainly because transport costs are
a major ongoing cost component. This is due to the fact that milk

is collected daily in refrigerated vehicles from each farm.

Dairy processing equipment has a long economic life usually in

excess of 15 years. Buildings and utilities, such as steam
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generating plant have even longer economic lives, and this is a

second reason for ensuring a good location is chosen.

Consequently, in planning for new investments it is necessary to

consider the following factors:

(a)

(b)

(c)

(d)

the timing of the investment

changes in total milk supply and the quantity of milk

supplied from different parts of the study region

changes in the product mix and demand requirements

changes in product prices

Additionally there are various technical constraints and rela-

tionships which influence the planning exercise. These are:

(a)

(b)

(c)

(d)

(e)

All milk supplied must be processed on the day of supply

otherwise final product quality will be severaly degraded.

The quantity of milk supplied per day varies in a skewed
mountain shaped form over the 12 monthly prroduction season

(Figure 2.1).

The milk composition varies from month to month, and from

area to area, and this effects the yields of final product.

In addition to the major products derived from the milk,
various byproducts are available which must be disposed of or

processed into useful forms (Figure 2.2).

The efficient utilisation of milk tankers requires that

collection of milk be carried out in a complex way in that a
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number of farm suppliers are visited on one tanker trip. In
addition the number of farms visited per trip varies
throughout the season, in association with the seasonal

changes in farm production.

(f) Factory operating costs are particularly non-linear, and
comprise annual start up (maintenance) costs, fixed costs,
daily start up/close down costs, shift costs, overtime costs

and variable processing costs.

(g) Factories and processes within factories have finite maximum
capacities related to the process rate, number of shifts

worked, and overtime available.

Another issue is the need to allow decision makers to take account
of less quantifiable aspects. For example, the dairy industry
historically has been rural based not only from the viewpoint of
the supply of raw material, but also from a location and labour
supply viewpoint. More recently, there have been trends towards
urbanisation of the processing sector in both a locational and
technological sense. This has a serious impact on rural services,
rural housing, worker management relationships and the "quality of

life" generally.

TthemMuofamimmrd&hgmswmm$c%ﬁ,@mMs
and capacities, combined with the large number of interrela-
tionships gives rise to the need for a modelling approach to iden-
tify the optimal locations for new plant investments. 1In

addition, the overall complexity of the model demands that effec-



22.

tive methods are needed to explain the model's method of approach

and to convince the user of the correctness of output results.

The planning environment is constantly changing. In particular,
predictions relating to product demand and milk supply will change
as the company actually moves through the planning horizon.
Consequently, investment plans need to be re-evaluated in the
light of the company's actual experience and revised predictions.
This suggests the need for a model which is flexible in its use,
and able to be used by the company well after the model designer

has departed.

The New Zealand Co-operative Dairy Company Limited

The New Zealand Co-operative Dairy Co Ltd (NZCDC) is the largest
dairy processing company in New Zealand. It collects milk from
4500 farms scattered over an area of 10 000 km2 (Figure 2.3).
Collection is carried out by 300 refrigerated road tankers.
Fifteen factories throughout the area produce virtually the whole
range of dairy products plus byproducts. The factories range in
size from those processing a few hundred kilolitres of milk per
day into a single product to multi-process factories processing up

to 2000 kilolitres/day.

The NZCDC faces an investment of $200 million over the next 10
years for the reasons described in Section 2.2. This investment
translates into the need for a new or replacement dairy factory
every two to three years. Consequently the company expressed con-

siderable interest in the development of an investment planning
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model. They further indicated the desirability of using the model
for other planning applications, such as analysing the effects of

unplanned plant closure due to events such as powder explosions.

Conclusions

To assist in the planning of capital investments in the dairy

industry, a model is required which

(a) comprehensively takes account of the many technical rela-

tionships

(b) conveniently manages the large quantities of data consumed

and produced

(c) produces output results in a form helpful to the user

(d) can be used effectively by a non specialist user

(e) carries out the analysis in a fast and cost effective manner

(f) has a design logic which readily convinces the user of its

correctness

(g) is flexible enough to accommodate considerable changes in

data and planning requirements.
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CHAPTER 3

APPROACHES TO THE BUILDING OF A LOCATION PLANNING MODEL

Introduction

This chapter examines the literature pertaining to techniques for
modelling systems in a manner which meet the requirements spe-

cified in chapter 2.

The literature and techniques are evaluated on the basis of mathe-
matical suitability, computational speed, flexibility, and adap-
tability. General comments on the modelling process and the
non-mathematical aspects of a model are also considered, par-
ticularly with regard to the way in which the model will be used
by the company's decision makers. The review concludes with the
choice of technigues which have the most relevance for construc-

tion of the required model.

In addition to reviewing the subject areas of location theory and
investment timing, previous dairy industry studies and some

aspects of corporate planning models are examined.

General Aspects of Model Design

General features relevant to the design of computer-based models
are discussed in this section. The relevance of Decision Support
Systems which combine computer and human decision making com-
ponents are described. This is followed with an examination of

the role of model evaluation as a guide to model design.
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Scott-Morton and Huff (1980) in their review of the impact of com-
puters on planning and decision making discuss the recent develop-
ment of Decision Support Systems (DSS). They give the objective

of Decision Support Systems as:

"to improve a given decision maker's ability to deal with semi-
structured problems by judiciously coupling human skill and judge-
ment with the data manipulation and numerical power of computer
systems, but not to replace the decision maker altogether with a

computer system that would make the decision for him."

DSS is compared with the more traditional computing applications
which are concerned with well-structured efficiency-oriented
applications. These they called Management Information Systems
(MIS), examples of which are payroll and inventory control

systems.

They continued by pointing out that DSS aided problem solving is
essentially interactive and is dependent on much of its power and
usefulness on a capability for dialogue between a manager and the
computer. Reviewing corporate simulation models, they found that
managers gained a deeper insight into the operation being
modelled, enabling them to see the organisation from new perspec-

tives and so helping them develop new strategies.

DSS applications have hitherto been relatively few in number
because of limits imposed by algorithmic and computer speed, and
the need for more extensive programming compared with batch

oriented systems (for example interactive dialog, crash proofing,
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automatic job control). Wagner (1981) stated that only 1% of data
processing personnel were involved in DSS. As recently as 1982,
Vazsonyi in his review suggested that future DSS applications would
incorporate powerful mathematical models (such as LP, goal
programming, Markov theory) in contrast to the more ad hoc
modelling provided by, for example, the IBM Interactive Financial
Planning System. He noted the novelty of embedding an LP into a
DSS as was achieved by Stott and Douglas (1981) in their ocean

transportation scheduler.

Other significant developments in DSS have included the work of
Alter (1980) who investigated current practice and proposed a
taxonomy for the description of DSS. A review of practical and
theoretical aspects of DSS was carried out by the International
Institute of Applied Systems Analysis (IIASA), with the pro-
ceedings edited by Fick and Sprague (1980). Proceedings of an

earlier conference were edited by Carlson (1977).

Plant location is usually considered to be a well-structured
problem to which well-defined methods can be applied in order to
determine optimal investment proposals. Such methods are
discussed later. 1In practical situations, however, the plant
location problem is not such a well-structured problem. Many fac-
tors relevant to the decision only become apparent as the decision
maker becomes deeply involved in his analysis. This was borne out

by early discussions with planning executives at NZCDC.

They indicated that following the presentation to top-management

of one set of results, often an entirely new analysis would be
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requested. Such an analysis might include changes in factory
capacity levels, or product mix, or a series of "what ig"

questions relating to new perceptions of the planning problem.

Factors such as the need to locate a factory in an area in order
to pre-empt competitors from doing likewise, or the need to sup-
port rural redevelopment are less quantifiable factors which the
decision makers also wished to evaluate. Consequently, the DSS

approach was found to have much relevance for this worke.

We turn now to issues of model evaluation as a guide to model
design. Gass (1977) asks the gquestion "on what basis should a
decision maker rely on and use the outputs of (complex) decision
models?" He considers the concepts of model verification and
model validation, and proposes a set of gquidelines for
accomplishing the evaluation of a complex model. He suggests that
model development should take account of these guidelines in order
to "increase the validity of the model and its acceptance by the

decision makers".

Gass emphasises that a model includes not only mathematical and
logical constructs but also the appropriateness of data; model
assumptions; the role of the model in the decision making process;
program specifications and model maintenance. This suggests the
need for a balanced approach to model building rather than an
overemphasis on the mathematical aspect. This is confirmed by
Scott-Morton et al, who after reviewing a number of studies on the

success and failure of computer aided planning, concluded:
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"I+ seems that what leads to success is not so much the level of
sophistication of the management science models used, nor the
speed with which the computer executes the program, nor the grand
scale of the development project itself. What appears to matter
is the provision of computer support for a small clearly iden-
tified and reasonably well understood component of the overall
planning process; the simplicity and relatively low cost of the
related computer systems development; and the extent to which
managers actually used the system and felt they had improved their

decisions by so doing."
Finally, Gass states that

“In general, the decision maker must be given the opportunity to
explore the use of the model in order to become familiar with its
predictions and to examine the relationships and assumptions

implied by the model."”

It will be described in chapters 4, 5 and 6 how the model deve-
loped in this study conforms with the modelling qualities outlined
above through use of a network modelling approach; paramatised
data structures; simple interactive dialog; user-oriented reports;

and graphic display of results.

Planning and Location Studies in the Dairy Industry

This section reviews the modelling of dairy industry problems in a
number of countries. A range of relevant applications are
discussed which include optimal location of dairy factories in

Ireland, transport minimising models in the US, a production
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planning model in New Zealand, a "spatial efficiency" model in the
South Auckland dairying region, and the use of computer based
milk-tanker scheduling models for various factories in New

Zealand.

O'Dwyer carried out a series of highly detailed studies of the
Irish dairy industry. Use was made of a budgetary approach to
determine the extent of economies of scale in the manufacture of
skim milk powder (O'Dwyer 1968, III). Next, structural changes in
milk supply were examined using Markov chain analysis (O'Dwyer,
1968, I). He compared various methods of collecting milk and
cream from farms and creameries (O'Dwyer, 1968, II) and then
finally Stollsteimer's (1963) heuristic method was used to deter-

mine the number, location and size of dairy manufacturing plants.

This last study is severely limited in its application to the
current work in that it modeled a greatly simplified situation.
For example one identical process cost function was used for all
factory sites. Albeit, the function did encompass a diminishing
average cost of production. Just two products were made: skim
milk powder and butter, although this was justified on the basis
that 80% of milk was actually processed into these products in his
study region. These products are made in a fixed proportion to
each other (butter from the cream fraction whilst powder is made
from the remaining skim milk fraction). Thus there was no scope
in the model for specifying product mixes (refer to Figure 2.2).
No account was taken of the seasonal variation in milk supply or
the changes in supply over the years: only total annual produc-

tion for one year was considered.
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The techniques comparing alternative methods of collecting milk
and cream are of historical interest only. In New Zealand
generally all milk is collected by road tanker, whilst O'Dwyer was
comparing the delivery by farmers of milk in churns to a creamery
with a "multican" system in which a truck from the creamery
visited farmers on a more efficient collection route. At the same
time, tanker collection was being introduced in Ireland, and it
was necessary to indicate which of the three collection systems

would be most cost efficient in the long term.

Siebert, Boles and Revzan (1968) developed an LP transportation
model for the purpose of investigating the movement of milk
supplies within California. They were concerned with proposals to
change the state's method of payment to farmers from a contract-
based system to one employing price incentives to encourage
transport of milk from supply to demand areas. These price incen-
tives were obtained from the least cost transportation solution.
Such a concern with price incentives is not of relevance to the
current study, because in New Zealand dairy companies are co-
operatively owned by the dairy farmers, and all farmers receive an
identical payout from their company (though payouts differ among
companies). Secondly the current study requires consideration of
more factors than transportation. However, of interest is the
regression analysis they carried out to determine transport costs
as a function of load, distance and other factors; this is

discussed in Section 3.4.

Kloth and Blakley (1971) used separable programming to minimise

assembly, processing and distribution costs for the US home milk
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industry (i.e. not the dairy products industry with which we are
concerned). The IBM Separable Programming System was used to cope
with an exponentially decreasing per unit processing cost. Market
concentration constraints were also employed - that is, limits
were set on the maximum proportion of each market which could be

supplied by one firm.

The problem to which the model was applied concerned the use of
transport subsidies and a single point base price system in the
US. The results of the model showed that with the existing
system, excessive transport of milk was encouraged, and some pro-
cess plants were encouraged to locate in sub-optimal locations
near the point at which the base price was calculated.
("Sub-optimal” means with respect to models in which transport
cost allowances were reduced and/or market share restrictions

relaxed.)

The limitations of this model are:

(a) No account was taken of seasonal variation in milk supply, or
consumption. This may have been because the model was con-
cerned with liquid milk rather than milk products manufac-

ture.

(b) Considerable aggregation of data (although necessary to cope

with the whole of the US).

(¢) The cost of collection of milk from farms to the (fictional)
major supply point was ignored. This is a crucial factor in
the management of a multi-factory dairy company. This aggre-

gation aspect is discussed later in Section 3.4.
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The use of market share constraints is not relevant to the co-
operative New Zealand dairy processing industry. Product distri-
bution costs are less relevant also, as will be shown in Chapter

4.

Benseman (1976) constructed a production planning model for the
NZCDC using Burroughs' TEMPO Linear Programming and GAMMA matrix
generator and report-writer software. The model represents pro-
cessing of products and by-products and incoporates raw material
blending which is required for specialised products such as baby
foods. Seasonally-varying product yields are incorporated. The
objective function maximises net variable revenue, which includes
selling prices, variable process costs, milk collection and by-
product diversion costs. Neither fixed costs nor non-linear pro-
cessing costs are included due to lack of data though the former
costs may be readily incorporated using the TEMPO branch and bound

facilities.

The transport aspect of the model is limited, with the milk supply
being considered to originate in seven transport centres,
resulting in a total of 70 transport variables. The model optimi-
ses on a per day basis only: there is no time stage optimisation
over a whole year. In order to achieve total annual production
requirements, LP constraints are manually altered throughout the
planning periods to ensure the required production. (There are 36
10-day planning periods in the year.) Being a production planning
model, the number and capacities of factories are well known prior
to running the LP, in comparison with the models of O'Dwyer

described above.
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The model produces a number of management-oriented reports, and
continues to be well used by the company for production planning.
The model does not permit interactive use due to the large time

required for matrix generation, LP solution and report writing.

Clark (1979) investigated the "efficiency with which a particular
spatial system involving a number of plants can be integrated
through space"”. The area of his study was the South Auckland
dairying region, including NZCDC. The model considered inter-
factory transhipment of cream (the most valuable milk by-product)

using the standard transportation method.

First considering NZCDC alone it was found that reductions of 7.2%
in distance travelled could be achieved. This was based on known
total annual supplies and demands for cream, and therefore ignored
the seasonal variation in cream production. This was subsequently
considered by solving the transportation problem for 12 individual
months. The distance saving dropped to 4.4%. With regard to the
whole region the results indicated a potential saving of 9.5% if

all company boundaries on cream ownership were ignored.

Clark's work was concerned with analysing the existing situation
in the region, with the object of determining the benefits of a
restructuring of corporate relationships. Conclusions from the
study were that such a restructuring was unlikely to occur pri-
marily because the benefits of restructuring would be unevenly

divided.

Nevertheless as Chapter 8 will show, the possibility of restruc-

turing was subsequently contemplated by the region's dairy com-
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panies, but only after far more detailed analysis undertaken with

the model developed in this work.

The small difference between the actual and theoretically optimal
cream transport for NZCDC is probably due to the Company's use of
Benseman's LP model, already described. If so then this indicates
that different optima could be being prescribed by the two models.
One reason for this is that Benseman's model included cream pro-
cessing costs and final product selling prices which vary from
plant to plant due to quality variations. This factor would tend
to increase transportation so that the maximum return was obtained
from the cream. On the other hand, Clark modelled transport to a
more detailed level than Benseman, thereby achieving a more
finely-tuned cream distribution. Finally, the company may have

chosen to deviate from the optimal plan for other reasons.

As well as pointing to the potential benefits of corporate
restructuring, Clark's work highlights the need to dissaggregate
annual commodity flows into smaller time periods to cope with the
varying milk supply. The fact that actual and theoretical
transport plans were closely aligned points towards the accep-
tability of using an optimisation technigue in the current study.
The major limitation of Clark's work is that it fails to deal with
the more massive milk collection and milk processing component of

the companye.
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Milk Tanker Scheduling

Scheduling of the daily tanker collection runs is a time consuming
task because the schedules have to be redone every few days due to
the changing milk supply per farm. In New Zealand the scheduling
task has hitherto been done manually, in order to take account of
highly specific details (such as bridge weight limits and tight
turning circles at some farms restricting truck size). Recently
however, computer based scheduling systems have been tested with
some success (Foulds, Tham and O'Brien, 1977, Roper, 1981). These
have been based around the well known Clarke-Wright (1964)
heuristic algorithm. A feature of Roper's method was the incor-
poration of some of the decision rules that the manual schedulers
used. This aided the acceptance of the technique by the staff.
The advantage of the technique has been the speed with which new
schedules are prepared. Actual improvements to existing schedules
have been relatively small (but significant in terms of cost

saving) of the order of 5% or less in distance travelled.

One limitation of the technique is that it deals with collection to
one factory only, hence the need for some other method of deter-

mining the overall allocation of milk between factories.

Approaches to solving the location problem

The location problem has been examined from many points of view.
This section begins by reviewing the infinite set and feasible set
approaches to the general problem, and discusses some of the solu-

tion techniques used. Optimal and heuristic solution techniques
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are also discussed, as is the relevance of transportation

modelling to the wider problem. The influence of distance repre-
sentation and data aggregation on the choice of approach is con-
sidered, and a technigue to estimate distances based on "expected

travelling salesman" distances is described.

Other aspects considered are the relationship between expected and
actual distances, transport costs and distances, and the impact of
raw material and final product transport aspects on problem for-

mulation.

Infinite set and feasible set approaches

Eilon, Watson-Gandy and Christofides (1971) in reviewing the
literature distinguished between two main approaches to the depot
location problem: the "infinite set" and the "feasible set”
approaches. Other writers (Krarup and Pruzan, 1980) have used the

terms "planar" and "network".

The infinite set approach suggests that a site may be located
anywhere in the region of interest. Consequently it is possible
that an optimal site may be indicated for an unsuitable location,
w&ashasmw,hﬂormmﬁMrmw.Ahumu%sdmmm
are possible in multi-site selection problems, and transport costs

must be a monotonic (increasing) function of distance.

Eilon et al made significant advances on the work of Miehle (1958)
and Cooper (1964) and their "Model 6" is of particular relevance

in solving the infinite set problem.
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The model takes account of:

(a) district-dependent warehousing costs with fixed costs and

returns to scale

(b) district-dependent trunking costs between a factory and the

warehouses

(c) local distribution costs from warehouses to customers.

A heuristic technique is used to determine the location, number

and size of depots which minimize total costs.

A useful development is that the warehouses can be prevented from
being located in an infeasible area by assigning a very high

trunking cost to the area.

Eilon et al suggest the method could be applied to other cost
functions. It may be possible therefore to invert the direction
of flow in their model and consider a model which takes account

of:

(a) district dependent "warehouse" processing costs with fixed

costs and returns to scale

(b) local collection costs from farms to "warehouses"

and ignores trunking costs.

With respect to the dairy company planning problem, the limita-

tions of Model 6, or a variation thereof are:

(a) failure to incorporate district-dependent collection

(distribution) costs,
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(b) failure to cope with multi-product, multi-process factories

(warehouses)
(c¢) failure to cope with by-product distribution

(d) failure to cope with the time-varying nature of the raw
material supply, both within the season, and from year to

year
(e) failure to take account of existing facilities.
The prospect of modifying the model therefore appears formidable.

The prime requirement of the feasible set approach is the deter-
mination of a finite set of sites which are known to be feasible,
and for which cost data is available (Eilon et al, 1971). Costs
can be incorporated which are related to specific geographic loca-
tions, and transport costs do not need to be a monotonic function
of distance. The major limitation of the finite set approach is

that the set of feasible sites may not include the optimal site.

There is a continuing debate about which approach (feasible set or
infinite set) is better. Eilon et al suggest that it is a simple
matter to exclude mountains, lakes and other indesirable locations
from the feasible set, but there still remains a vast geographic
area to be considered. Consequently, a large feasible set is

available which generates huge data and computing requirements.

Proponents of the feasible set approach argue that the approximate
nature of the cost functions used in the infinite set approach are
a significant drawback and hence their preference for the more

precise information obtained from the feasible set approach.
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Solution techniques for the feasible set approach

Techniques which have been used to solve finite set location
problems include the standard linear programming, mixed integer
programming and separable programming methods already mentioned in
section 3.3. Network programming technigues (NP) using the out-
of-kilter (Ford and Fulkerson, 1962) and Primal Simplex optimising
algorithms for capacitated networks are increasingly being used
due to their fast solution time compared with LP methods (Glover,
Karney & Klingman, 1973, Bradley, Brown & Graves, 1977). Although
less flexible than LP techniques in terms of the model for-
mulations which can be analysed, their high solution speed permits
NP formulation to be embodied into a more general optimisation or
heuristic framework (Sa, 1968, Florian & Robillard, 1971,
Kennington, 1976, Nauss, 1978, Barr, Glover & Klingman, 1979). A
second feature of networks is their pictorial nature which aids in

understanding the formulation.

Heuristic techniques generally embody "add", "drop" and "swap"
phases, (some times called "bump" and "shift"). 1In an "add" phase
a location which is currently set at a zero capacity is brought
into the set of possible locations and the total cost evaluated.
The location is kept in the set if the increase in process costs
is overwhelmed by a decrease in transport costs. Otherwise, the
location is kept out of the set of locations. Such a method was
developed by Kuehn and Hamburger (1963). A "drop" phase aims to
eliminate non-zero capacity locations thereby increasing transport
costs but with a greater reduction in processing costs (Feldman,

Lehrer and Ray, 1966).
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Sa (1968) employed both phases and included a "swap" phase which
carries out a one-for-one exchange between a zero capacity loca-
tion and a non-zero capacity location. Various heuristics are
used to select candidates for adding, dropping or swapping (Logan
and King, 1964, Stammer 1971, Rodgers, 1974). The disadvantages
of such techniques is that the global optimum is sometimes not
achieved. Another disadvantage is that some of the heuristics
apply to particular types of problems and tend to lack applicabi-
lity to real planning problems. The major advantage of a
heuristic approach is that a good near-optimal solution can be

obtained quickly in comparison with optimisation techniques.

Techniques applied to the solution of the classical transportation
problem with fixed charges sometimes have a wider application to
location problems. Balinski (1961) developed a relaxation which
obtains a better solution than if fixed costs are ignored, and
which indicates bounds for the true optimal solution, (though the
optimal solution was not obtained). This relaxation was used sub-
sequently by Barr, Glover and Klingman (1979) in developing an
optimal technique for solving large-scale fixed charge transpor-
tation problems. A combination of branch-and-bound procedures and
a Network Programming (NP) algorithm is used with various
branching criteria being evaluated. Although the best method
employed Driebeek's (1966) "dual pivot look ahead penalty" in
association with a Primal Simplex NP, a simpler, but reasonably
efficient separation criterion used the deviation between actual
flow-related costs and the Balinski relaxed cost. This latter

method does not require the use of a Primal Simplex algorithm.
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Florian and Bobillard (1971) proposed a more specialised method
for dealing with a capacitated network with concave costs, finite
supplies and demands. The approach employed branch-and-bound,
implicit enumeration of a set of external flows in the network,
and use of bounding conditions based on Balinski's relaxation.
The method was claimed to be optimal but was never implemented on

a computer or tested.

Gray (1968) also developed a method of optimally solving the
classic problem by eliminating many of the sub-problems through
calculation of bound criteria on the total fixed cost allowed in
the optimal solution, and comparing this bound with the fixed cost
component of the sub-problems about to be solved. This technique
can be generalised to certain types of capacitated transhipment

models, as discussed in Chapter 5.

Erlenkotter (1978) developed a fast optimal method of solving the
uncapacitated facility location problem with fixed costs employing
a Lagrangian relaxation, branch-and-bound and LP dual formulation.
Nauss (1978) developed a method for solving the capacitated
problem using similar techniques (but with an NP). Both
approaches are not readily generalised to the more complex

planning problems faced by the dairy industry.

Distance, transport costs and data aggregation effects

Krarup and Pruzan (1980) focused on the influence of distance on
modelling location problems with particular reference to

‘computational tractability' and on the quality of solutions
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obtained. They indicated that to the best of their knowledge no
systematic analysis had been done comparing the "network" and

"planar" approaches.

The concept of data "aggregation" was dealt with in some detail
and this has particular relevance to the current study. They
noted that "it is not operationally meaningful to attempt to
accurately measure the distance between a potential object loca-
tion and a client and that therefore it may be acceptable to
replace direct measurement (e.g. road kilometres) by some kind of
distance metric". For example, in household rubbish collection, a
number of houses are visited on one trip in which case, a "there
and back" distance is not appropriate, and they note that experi-
mental evidence (Goodchild, 1978) "indicates that the effect of
aggregation errors on the solutions to median problems, both
within a planar and network context, are substantial and that
solutions based upon aggregation data are open to extensive mani-
pulation, dependent upon the aggregation procedures employed".
Various aggregation procedures are outlined and strong recommen-
dation was given to the use of a "hybrid planar-network" for-
mulation to take advantage of the positive features of both finite

and infinite set approaches. The approach involves

(a) aggregation of client demand into suitable areas

(b) assuming the demand emanates from a single point within the

aggregation area

(¢) calculating directly the distances between aggregate points

and other points (e.g. depot locations) through use of an
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appropriate distance metric (discussed later)

(d) use of an NP algorithm to solve the problem.

The advantages for the approach are the availability of fast opti-
mising algorithms for solving network formulations, and reduced
data collection,'processing and storage. The latter is due to the
fact that individual distances need not be measured (such as from
a map) and stored. A point not mentioned by Krarup is that of
flexibility - a new depot location can be introduced without the

need to remeasure distances - they can be recalculated from

existing co-ordinate data.

The relationship between actual distance, calculated distance and
actual transport costs is also an issue dealt with by many writers
(e.g. Eilon et al 1971, Krarup et al, 1980). 1In the finite set
approach, distance is usually calculated from the Cartesian co-
ordinates of the supply and demand points, using a Euclidean

(straight-line) or Manhatten (rectilinear) metric.

Krarup et al found that the error in the objective function
resulting from selecting the wrong metric (Euclidean or Manhatten)

was not great: less than 1% in experiments using Eilon's data.

To cope with the problem of multiple client visits per trip, two
methods are proposed by Eilon: aggregation of the client demand
into an amount equal to one trip load, and calculation of expected
travelling salesman distances. This latter approach calculates
the total distance a travelling salesman would travel visiting his

clients based on: area over which the salesman operates;
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Euclidean distances between clients and depot; and load factor
(clients serviced per trip). The method assumes an ideal
situation (square salesman's territory, optimal routes, straight
pathways between points) but provides a useful base for estimating
distances travelled by milk tankers in collecting milk from a
number of farms on one trip. This follows because Roper and
Foulds et al have shown how distances derived by tanker scheduling
techniques match actual performance reasonably closely (section

3.3)-

We now turn our attention to the relationship between expected

distances, actual distances and actual transport costs.

A general equation used to relate transport costs to distance is

given in Equation 3.1.

Equation 3.1: Transport costs

t = (a + bdf) w
where t = total transport cost
a = constant
b = cost per unit weight (or volume) per

unit distance

d = distance
f = a constant, 0 < £ < =1
w = weight (or volume) transported

In practical use, the equation is simplified. Clark (section 3.3)

used (a = 0, b =1, £ = 1). In other words, the unit of transport
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cost was the unit of distance. Benseman used (a = 0, £ = 1) with
regionally dependent values of b, calculated from historical com-
pany data. KXloth and Blakley used (£ = 1) and values of a and b
derived by Kerchner (1967). Siebert et al carried out a
regression analysis and determined that cost per unit carried was
correlated with average load per trip, distance travelled, general
location of the supply points and type of transport operator
(contractor or product distributor). In their model however they
subsquently simplified the cost function to a form similar to

Kerchner's.,

Morris (1978), Love (1972, 1979) and Pruzan (1979) investigated
the use of the equation with (a = 0) and b and £ estimated from
actual road data. All the studies indicated that use of a non-

unit value for f only slightly improved the cost representation.

It appears that no studies have used Equation 3.1 where all values

of a, b and £ are non-zero.

Finally, Jacobsen and Pruzan (1978) considered the relationship
between 'in-transport' and ‘out-transport' distances within the
context of location studies. They noted that in agricultural
situations, the cost of the 'in-transport' of raw material is
often much greater than the 'out-transport' of processed goods,
which normally have reduced weight and are easier to handle.
Consequently optimal locations may be independent of the out-
transport costs. They provided a criterion which can be used to
indicate whether it is necessary to consider out-transport costs,
and this is used in Chapter 4 to indicate how the larger planning

problem can be separated into a number of smaller sub-problems.



46.

Timing of investments and returns

To take account of the effect of time on the optimal location of
new facilities various approaches have been proposed. Klein and
Kimpel (1967) adopted the finite set approach and discounted
future costs and benefits using standard 'present worth' tech-
niques (see for example, Merret & Sykes, 1963). Maximisation of a
non-linear objective function was attempted which included econo-
mies of scale in depot size, fixed and variable costs and capital
outlays. The algorithm did not guarantee a global optimum and for
quite small problems computer solution times were very large
suggesting that this method is inappropriate in the context of an

interactive Decision Support System.

Ballou (1968) also employed a discounting procedure in combination
with Dynamic Programming (DP) and a static location model which
was solved for each year of the planning period. This model, was
concerned with the optimal location of just one warehouse, but the
warehouse location was able to change (at a cost) in each year.

It was only this latter feature which gave rise to the need for DP
formulation, and it has no relevance to the dairy company
situation as the cost of relocating a dairy factory is virtually

as much as building a new factory.

Adelson (1970) severely criticised discounting procedures arguing
for the simpler 'payback criterion' suggesting that if a project
returns benefits greater than costs in, say, a four year period,
then it will likely rank well on any other economic assessment
method. He refers, though not explicitly, to a 'product life

cycle' model of an investment and states that:
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"If one accepts that 'profit' is the reward for successful innova-
tion then since by definition a project is only innovatory during
its early years, its principal contribution to profit is going to
come during those early years - while, for example, the product is
still new enough to command a premium price. In time, the econo-
mic system reacts to this profit, and it is ‘competed away' by
other firms introducing similar products. Thus after a time, a
project can only be expected to show 'normal' returns on capital.
«.s it can be argued that if a project does not show a profit in

its early years, it probably never will."

He suggests that if a project genuinely does have a long life, one
could modify the payback criterion to consider this feature. For
example, a 125% net benefit over 5 years rather than 100% payback
in 4 years. His comments are perhaps more appropriate to invest-
ments in new technology or existing technology used to produce new

products rather than standard dairy factory investments.

DCF is also criticised for failing to deal adequately with events
which are uncertain. The two main approaches to this problem are
the use of sensitivity analysis and methods which probabilise the
calculations. (Ministry of Agriculture and Fisheries, 1977).
Figure 3.1 highlights the issue of variability (Adelson, 1971).
It shows project A with a high mean expected NPV, but with wide
variability including the possibility of loss. Project B shows
the converse: a lower mean expected NPV, and lower variability.
The project that would be selected depends on the trade-off bet-

ween risk and return. A large, diversified company could stand
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the risk of project A; a small company might not be able to

sustain the possibility of a loss, and would thereby choose B.

Technigques are available to deal with probabilising of costs and
benefits (Ministry of Agriculture and Fisheries, 1977) but Frost
(1976) commented that although the probabilising of calculations
has theoretical attractions, his experience was that the method is
unworkable, due to the difficulty of attaching probabilities to
forecasts, and the extreme difficulty of understanding the

results.

Meidan (1978 ) surveying the use of quantitative techniques in

warehouse location concluded in a similar manner:

"a relatively unsophisticated model where more flexbility, control

and judgement can be applied is ... required”.

He suggested a method combining simulation, sensitivity analysis
and local optimization techniques (i.e. optimization of a part of

the whole system).

Corporate planning models and location studies

General corporate planning models are also used to aid in location
type problems. Often they are used to simulate the effect of a

new facility on the whole operation of the company, although opti-
mization techniques may be embodied in the overall analytical pro-

cedure.

Glover, Jones, Karney, Klingman and Mote (1979) described an

integrated production, distribution and inventory model for the
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Agrico Chemical Company. The model encompassed four production
plants, 78 distribution centres 2,000 clients and four modes of
product transport. Because the sales of product were highly
seasonal (similar to the New Zealand milk production profile,
Figure 2.1) the planning year was divided into 12 months. The
model was used for both short and long-term planning. For the
latter, a very fast specially-developed mixer-integer LP with
embedded network formulation was used, known as PNET/LP. To take
account of inventory requirements optimization of the 12 month
period as a whole was achieved through a network formulation pre-
viously used by Klingman, Randolph and Fuller (1976) in their cot-

ton ginning problem.

Product revenues were not incorporated into the model, though this

is not likely to prove very difficult.

A network based model was chosen because of the availability of
fast algorithms to cope with large problems, and secondly, because
the pictoral nature of the network facilitated good communication
with non-specialists. This approach had considerable relevance to
the current work although the model structure is somewhat dif-

ferent.

Bender, Northup and Shapiro (1981) described the application of
LOGS to planning problems in the International Paper Company. The
model is network-based in concept, and allows the user to specify
what aspect and level of the company's operations is to be ana-
lysed. Data is automatically aggregated depending on the level of

analysis. The model uses a standard mixed integer LP, rather than
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the network programming algorithms described by Glover et al. The
timing and phasing of capital expansion programs is not con-
sidered. Instead, the model is designed to provide a means of

exploring "what if" questions.

Design of interactive systems and the display of results

In the studies previously described, little or no attention has
been paid to the design of interactive modelling systems from the
viewpoint of the user, and this is a matter dealt with in Chapter
6. This aspect of design draws necessarily upon the field of
ergonomics. (See for example, Smith and Wakeley, 1972) These
studies are usually related to the design of instrumentation
panels for aircraft, power stations and the like, but there are
lessons to be learnt in providing a computer-based model which is
user-oriented, and seeks to minimise human errors in data entry

and result interpretation.

For novel and effective methods for presenting data, Dickinson
(1977) is a helpful source, describing a wide range of graphic,
mapping and charting technigues. Siebert, Blakley et al and
Feldman et al took minor advantage of these technigues. For
example, all non-zero product flows from sources to destinations
were drawn on a map by these researchers. Clark advanced this
technique by ignoring relatively small flows and drawing the
thickness of flow lines proportional to the quantity of flow.
This aids in data interpretation by concentrating on the more
important aspects of the solution. No work on direct computer

generation of such graphic results was done.
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Software for computer graphics has existed since the mid 1960s,
though cost of hardware has tended to limit its application to
large organisations, typically those involved in engineering
design work, and based around the larger computers then available
(Rodgers and Adams, 1976, Newman & Sproull, 1973). In New
Zealand, special purpose sof tware has been available for some
years, such as the SYMAP program for producing shading maps and
isoline maps, and very recently, the SAS/GRAPH (1981) language for
business charts and mapping. Until recently, PLOT-10 (Tektronix,
1976) was the only widely availabile general purpose sof tware in
New Zealand. This software allows complete flexibility in the
design of the graphic applications, but requires special purpose
graphics hardware. Since 1979 relatively inexpensive microcom-
puters equipped with general purpose graphics sof tware have become
available, and this has facilitated the wider adoption of computer

graphics technology, as demonstrated in this studye.

Conclusions

This chapter has surveyed the use of various company location and
transportation models and related them to the dairy company's
requirements. No model was found which adequately covered all the
technical relationships faced by the company with regard to
supply, transport, processing, seasonal variation and investment
timing. One of the most likely model candidates, Benseman's dairy
production planning LP, was limited in its transporation aspect

and the computer time required for solution.

Transport costs within the dairy industry were of concern to many

authors, and it was found that modelling studies by Roper and
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Clark have fairly accurately reflected actual transport activi-
ties. The need to develop a model which covers adequately the
transport aspect suggests the use of the "hybrid planar network"
approach, of Krarup and Pruzan, employing Eilon's expected tra-
velling salesman distance formula as the appropriate distance
metric. The hybrid approach also enables a high degree of flexi-
bility in expanding or modifying the base model, and this is seen

as a distinct advantage.

The finding by Scott-Morton that successful application of a model
is facilitated by a clearly identified and well-understood com-
ponent of the planning model confirms the suggestion by Meidan to
use a model incorporating local optimization within a simulation
framework. With the comments by Gass on model validation, this
experience points to the idea of integrating a set of essentially
standard well-known and reliable technigques rather than the

creation of an entirely new mathematical formulation.

The requirement that the model developed should be useful in eva-
luating a wide range of planning problems suggested the use of
Decision Support System concepts. These in turn led to the need
for an interactive computer system. Network programming tech-
niques were therefore chosen as being appropriate for modelling in
detail the company's transportation and processing operations
whilst at the same time providing a high solution speed. The
flexibility of the NP structure in terms of the ability to be
incorporated readily into a more general model framework (e.g. a
heuristic procedure for fixed costs) was an additional favourable

feature.
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Despite the large quantities of data produced and consumed by the
planning models described, only the work of Clark managed to pro-
vide effective methods of result presentation. Even so this was

achieved manually, for a one-off study.

In accordance with the DSS philosophy automated generation of
graphic results is seen as a worthwhile means of enhancing the
model's application in a company environment by improving the

information (rather than the data) output of the model.

The next three chapters describe the model developed for the NZDC.
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CHAPTER 4

MATHEMATICAL AND LOGICAL ASPECTS OF THE PLANNING MODEL

Introduction

This chapter begins the description of the planning model deve-
loped for the NZCDC. First an overview of the data requirements
and data processing steps in the model are given. These data pro-

cessing steps include both data aggregation and optimisation.

The mathematical and logical components of the model are described
which centre around the NETPLAN milk collection and processing
model. Further detail is provided about the methods of data
aggregation, and finally, the major assumptions regarding bypro-

duct disposal are explored and justified.

Chapter 5 discusses the issue of fixed costs and investment
timing, whilst Chapters 6 and 7 describe the technical and

Decision Support System aspects of the model.

Overview of the Model

Figure 4.1 provides a general picture of the data requirements and
data processing steps in the model. The figure shows the raw
data, data processing steps and intermediate data sets containing
aggregated data or solutions. To the lower right are shown the
planning reports and graphs produced by the medel at various

steps.
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Fig. 4.1 Outline of the Dairy Company Planning Model
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The key component of the dairy company planning model is the
NETPLAN milk processing submodel. This network-based submodel
optimises the collection of milk from supply netcells (described
later) to factories, and allocation of milk to different pro-

cesses for a selected month. Various constraints are imposed:
(a) All milk supplied must be collected and processed.

(b) Factory and process capacities cannot be exceeded.

(c) Total product requirements must be achieved.

It is also possible to specify factory and process minimum capaci-

ties.

A netcell represents the aggregation of a number of farms' supply,

and the procedure for aggregation is described in section 4.4.

All data for the model are expressed on a per day basis: the
model therefore provides a snapshot of a day's operation. Data
was obtained for the average day in each month and the 12 monthly
solutions derived are multiplied by the number of operating days
in each month and summed to give a year's total. This procedure

is carried out by the NETAG (Network Aggregation) submodel.

The NETPLAN model optimises the flow of milk, subject to the

constraints described in such a way as to either:
(a) Minimise total variable transport milk collection costs.

(b) Minimise variable processing costs and transport costs.
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(¢) Maximise net variable revenue (product revenue less process

and transport costs).

A variant of the model, NETPLAN/FIXED has the additional capabi-
lity of minimising fixed costs; this will be discussed in Chapter

5.

Each milk factory has a different input minimum and maximum capa-
city and one or more processes which convert the milk into one or
more products and byproducts. The yields and prices of products
vary from factory to factory. (Yields are expressed in units of
product made per unit of milk processed.) Process costs are

measured as a variable cost per unit of product made.

Each byproduct is assigned a disposal cost or value, per unit pro-
duced. The byproduct value is calculated from the net return
generated by subsequent processing of the byproduct. However, the
NETPLAN milk model itself does not determine how this processing
should be done, and this is one limitation of this model. The

justification of this approach is given in section 4.5.

Transport costs from netcell to factory are determined from

distance seeds (see below), load factors and a cost per kilometre

travelled. These last two items do not vary from cell to cell.

Instead groups of cells form a transport region and the factors

are given for the transport region as whole. The distance seeds
comprise two figures for each cell to factory arc, and are deter-
mined from the individual farm location co-ordinates, and the cell

area in the manner described in section 4.3 and Appendix 1. This
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procedure is carried out by the ETSCALC sub-model (Expected

Travelling Salesman Distance Calculator).

In many situations the actual roading system is such that milk
from a cell will pass by a nearby factory on its way to one or
more distant factories. 1In this case it is unnecessary to measure
the cell to distant factory distance. Instead only the distance
to the closer factory is measured followed by measurement of the
inter-factory distance. The inter-factory network of distances,
which represents the actual roading system, are referred to as the

set of inter-factory diversion arcs.

One advantage of this formulation is that the total number of
distance arcs which must be measured is reduced considerably. For
example, in the NZCDC NETPLAN milk model, there are 176 supply
cells and 14 factories. If every cell was linked to every fac-
tory, a total of 2464 distances would be needed. When 89 diver-
sion arcs were used, just 448 collection arcs were required, a

total of 537 in all.

This reduction in arcs not only reduces the solution time required
for optimising the model, but also simplifies the task of updating
the model if a new cell or factory must be added. Solutions to the

model also tend to be simpler to interpret.

Figure 4.2 shows the collection transport network defined for the
NZCDC milk model and Figure 4.3 shows the diversion network for
the same model. In the latter, note that not all factories are

connected directly to one another - this again represents the
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NZCDC Collection Transport Network

Fig. 4.2
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reality of the roading network: to travel from Reporoa to Waharoa,

the road must be followed via Tirau.

The NETAG model generates the net variable revenue for a year's
operation of a particular planning strategy. Annual fixed costs
are also added at this stage to give a total operating cost for

the year.

When a more exact result is required, the NETPLAN and NETAG models
are used with data forecasts for other years over the planning
horizon. A discounted cash flow is used to compare these results
with those of a different location strategy. Investment costs are

also included at this stage.

Because the NETPLAN model optimizes for individual days rather
than for the year as a whole, suboptimal solutions could result
when total annual product requirements must be met. For long-
range planning this was not considered to be a serious problem
because setting annual product demands reduces profitability by
enforcing a less optimal transport and processing solution.
Instead, long run estimates of product prices should be used which

reflect market considerations.

However, the company required the model to have a capability for
achieving specified product demands to enable other planning stu-
dies to be done, and to compare the model with other procedures.
In particular, the capability is necessary when cost minimization
(rather than profit maximization) studies are being carried out -

the least cost products may have low demand.
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The problem of sharing annual product demands to individual months
is not too difficult when capacity is limited (as is the case in
short-term production planning). At the milk flush, there is
generally no spare capacity, so no product constraints can be set.
This indicates that the product constaints can only be imposed
effectively in the excess capacity months of February through
August (see Figure 4.4). The production in April through July is
also so small that changes in the monthly product constraints
would have virtually no effect on the year's production. This
leaves just three months available in which product constraints
can be set: August, February and March. Thus the problem of
achieving daily product requirements is much reduce§. In fact,
the NETAG model has been designed so that results from a number cf
separate NETPLAN monthly runs can be combined easily, thereby
allowing the user to quickly determine preferred production

constraints for the excess-capacity months.

The Mathematical Formulation

The basic network structure of the model, as pictorially repre-
sented in Fiqgure 4.5 is mathematically defined in Equation 4.1.
The return arc is necessary for the problem to be solved using the
Out-of-Kilter Network Programming algorithm, and therefore (aj =
o) for all i. That is all flow into a node must equal flow out of

the node.

The network is divided into the seven phases (or stages) shown in
Table 4.1. The phase (Roman numeral) will be used as a

superscript in the following for convenience of discussion.
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Fig. 4.4 CUMULATIVE MILK SUPPLY (€8-81)

188
% 88
A
N
N
u 68 7
A
L
7
0 487
T
A
L
%-
a-
OCT NOV DEC SEP JAN FEB MAR AUS APR MAY JUL JUN
B < oF annuAL

% CUMULATIVE
Source: NZCDC Ltd



UOT3IRWIOJ MOTJ YIOMISN G°¥ *b1g

T
Kol
~ ofe wnial
o
N sapou sapou
ssaooud Aiojaey
sapou
< Ajddns (190
soue
UOISIBAIP
Ar030e)—A10108)
h \
apou
wnpoid
\ 98 puewsp ¢ P
~ jonpoud |eqoib N
3 Ayddns
soue jetialew
uoneosojje ssasosd el
sose Buypuey induy Aso1de} sose
uo1193(|02
e y A10128)-(]90
o @
tAay)
| —~
| Q
N
A

=
-~




59(c)
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Equation 4.1: Capacitated Minimum
Variable Cost Flow Network
Minimize
cV= L B s
1) 13
(113) € A
Subject to
a) Conservation of flow at node i
I x.. - I ZX.. = a,, ieN
ij i i
(i,3) € A (j,1) € A
b) Capacity constraints along arc ij
lij <= xij &= uij’ (i,3) € A
Where
¢V = total minimum variable cost
N = the set of nodes
A = the set of arcs
i = a node
ij = an arc directed from node i to node j
xij = units of flow along arc ij
cij = minimum allowed flow along arc ij
uij = maximum allowed flow along arc ij
lij = cost per unit of flow along arc ij
a; = units of flow demand at node i (a negative a;

indicates supply)
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Table 4.1: Network Phases

Phase Description
I Raw material supply
II Cell to factory collection
III Factory to factory diversion
v Factory input handling
v Process allocation
\'as Global product demands

In the raw material supply phase I, there is no cost of supply,
and the lower and upper arc flow constraints equal the flow

available at the NETPLAN cell. This gives rise to Equation 4.2.

In the cell to factory collection phase II, the arcs are
unconstrained. (The upper arc constraint could be set equal to
the source node supply but this was found to have no effect on
solution time). The transport cost per kilolitre of milk from
cell to factory is calculated prior to the network's solution
using Equation 4.3. The equation assumes that we know the total
distance that would be travelled by a tanker if all the supply
from the cell was sent from cell i to factory j. The total cost of
collection from the cell is found by multiplying distance by cost
per kilometre. A cost per kilolitre collected is obtained by
dividing by the cell's supply. Although the most simple method of
predicting total cost from distance is used here it will be noted
that any of the more complex functions described by Equation 3.1

could have been used without affecting the network formulation.
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Equation 4.2: Phase I (Raw Material Supply)

i s D
cij = 0y (i,3) € A
1 = u = s (L,3) € AI
ij ij = S50 td
where
i = 1 = supersource node
sj = cell supply from cell j, j € S

S = the set of supply cells

60 (2)
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Equation 4.3: Phase II (Cell to factory collection)
T EE
1ij = o, (i,j) € A
. 3T
uij = o (i,3j) € A
c.. =t s X\
ij r ij
i
where
i = cell supply node, 1 € S
3 = factory destination node, j € F
tr = collection transport cost per kilometre
travelled in transport region r
S5 = cell supply from cell i
dij = total distance that would be travelled

if all the cell supply s; was transported
to factory j

F = the set of factories



61.

This is because calculation of Cj4 is carried out before the net-

work is solved.

The total distance djj is calculated in Equations 4.4 and 4.5
which are a specially modified form of Eilon, Watson-Gandy and
Christofides (1971) method for predicting the distance of a tra-
velling salesman's trip. The modification embodies the concept of
a 'bridging point' and 'bridging distance' between the netcell and
factory (Figure A1.1, Appendix 1) so as to improve the match bet-
ween predicted distance and actual distance. These equations are
explained further in Appendix 1 which also demonstrates the
superiority of the method compared with the Centre of Gravity
distance estimation method. The completed distance network was
verified by comparison with actual total company distances tra-

velled. A high correlation (xr2 = 98.8%) was found. (Appendix 1).

In the factory to factory diversion phase III, the arcs are again
unconstrained. The transport cost per kilolitre of milk carried
between the factories is calculated in Equation 4.6. It should be
noted that the milk tanker does not generally stop at the first
factory after completing phase II, but rather just passes by the
factory, along the actual roading network. A company-wide mean
tanker load carried (k) is used rather than a figure varying from
transport region to transport region because diversion transport
can pass from one region to another. Also milk may be rediverted
from the first destination j to another factory further along the
diversion network. For the same reasons, the diversion transport

cost does not vary from region to region.
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Equation 4.4: Total Distance of a Travelling Salesman

.. = L.. + B..
ij ij ij
o
r
where
Li" Bi' = ‘'distance seeds' for
J J cell i to factory j.

(See Equation 4.5)

a = load factor for transport
region r, mean number of farms

visited per tanker trip




61(b)

61 (D)
Equation 4.5: Distance Seeds
Lij = Znibkj + l.7Zik
where
Zik = Sum of Euclidean distances from all
farms in supply cell i to a bridging
point k in or near cell i
n, = total number of farms in cell i
bk' = bridging distance. The one-way
J actual road distance from bridging
point k to factory j in kilometres
and
L
B.. = 1.03525 P,
ij ik"i
where
P. = area over which the farms in cell i

are scattered, in square kilometres
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Equation 4.6: Phase III (Factory-Factory Diversion)

1..
ij
u. .
ij

ij

where

b..
ij

o, (i,j) e attl
oo, (i,9) e atll
2 t b..
137

K

origin factory
destination factory
diversion transport cost per kilometre

one-way actual road distance between
factory i and factory j, kilometres

mean company tanker load carried,
kilolitres
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The factory input handling phase IV simply specifies the maximum
milk flow that can be handled by the factory. In addition, mini-
mum required flows can be specified (Equation 4.7). A general
input handling cost per kilolitre of milk could be specified but

in practice this facility was not used.

This phase could be eliminated from the network formulation.
However its inclusion is necessary for the inclusion of fixed fac-
tory processing costs (Chapter 5). The computer programming is
also simplified for tasks such as closing a factory, or deter-
mining from the network solution the factory's total actual input

flow.

The process allocation phase V determines by which process the
milk input should be processed. This is done on the basis of pro-
cess minimum and maximum capacities, the net cost per kilolitre of
milk derived from process costs, product prices, byproduct values
and product yields, as shown in Equation 4.8. The destination
node in this phase is the supersource node except when the product
or byproducts of the process are subject to a global production
constraint, in which case the milk flows into phase VI. 1In this
phase, all process arcs which make the same product are combined
together at the global product node. The constraints on the arc
emanating from this node are set so as to ensure that the collec-
tive flow through the processes will give rise to the required
total company production of the product (skim milk powder, cheese,

or casein) (Equation 4.9).

It is possible to set simultaneous global constraints on different

products when they are made by separate processes, though this is
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Equation 4.7: Phase IV (Factory Input Handling)
T
ij (1
Uiy T W
cij = 0
where
i = factory input node
j = process origin node at factory i
Ai = minimum required flow at factory i,
kilolitres
My = maximum allowed flow at factory i,

kilolitres
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Equation 4.8:

where

1,.
ij
ij

ij

if
Hif
Vi

pif

62 (b)

Phase V (Process Allocation)

pif

A

if

Hif

Vig Yiif = L Ypif Ypif
p=1,P

process node i at a factory £

supersource node or global product
demand node

minimum required flow at process i,
kilolitres

maximum allowed flow at process i,
kilolitres

process cost at process i, cents per
unit of product

yield of product (when p=1l) or
byproduct (when p>1) per kilolitre
of milk

factory gate selling price in cents
per unit of product (when p=1l). Factory
gate net value of byproduct (when p>1)
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Equation 4.9:

where

ij

ij

ij

PA

PH

Phase VI : (Global Production)

process allocation node

supersink

minimum quantity of product

p required by company as a whole,

in product units

maximum quantity of product
p required by company

yield of product p in units of
product per kilclitre
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not shown in Figure 4.5.

Product Yields

Equation 4.9 assumes that the product yield is identical from pro-
cess to process. This is generally not true. For this reason it
was necessary to employ an iterative procedure which is summarised

in Table 4.2.

Table 4.2: Iteration procedure for global product demands

Step Action

1 Calculate mean company yield of product

2 Establish phase VI arc constraints using Equation 4.9

3 Solve network

4 Calculate actual production of product using process flows

and product yields

5 Test termination criteria.

6 If termination criteria are not satisfied, re-

estimate company yield and go to step 2.

7 Otherwise end.

The iteration procedure is carried out very rapidly because each
time the network is solved (step 3) the previous network solution

is used as a starting basis. The termination conditions are:

(a) The company yield used in Equation 4.9 must be similar to the

resulting average company yield derived from the network's
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solution.

(b) The total resulting yield of product must be within the

required constraints.

Further details of the iteration procedure are given in

Appendix 2.

A further assumption is that the quality of milk from all cells in
a given period is identical with respect to fat, protein, other
solids and water. In fact the quality of milk varies slightly
from supply region to region due to climatic variations. At a
factory the yield of product and byproduct from the milk may not
achieve the theoretical yields predicted from the incoming milk's
composition. Reasons for this include differences in process con-
version rate efficiencies due to the wide age range of the tech-
nology. Thus two factories provided with identical milk gquality
will produce different amounts of product. It was decided to
assume yields for each individual factory calculated on the basis
of that factory receiving milk from its local supply region. This
tends to reflect reality in the peak flow months (when the problem
is virtually a transport minimisation) but less so in the of fpeak
months when large milk diversion could occur, in response to dif-

ferential net revenues obtained from the milk's processing.



65.

Total Annual Cost

The previous discussion has been based around the formulation for
a single period. In fact, the following parameters vary from

month to month due to seasonal changes:

s Cell supply
E Load factor, farms visited per tanker trip
d total cell to factory distance (calculated from E,

Equation 4.4)

k mean tanker load carried

y yield of product or byproduct

The NETAG model carries out the simple arithmetic task of
multiplying the individual daily minimum variable costs (obtained
by Equation 4.1) by the number of operating days in the month
represented. Annual fixed operating costs for each factory are
added unless the factory processed no milk at any period during

the year. See Equation 4.10.

Pre-solution Feasibility Checks

The Out-of-Kilter algorithm employed to solve the network either
returns the optimal solution or is infeasible for one of many
reasons. It is helpful to be informed of these reasons and so

pre-solution feasibility checks are carried out. These are:

(a) Total maximum processing and factory capacity greater than or

equal to supply.



65(a)

Equation 4.10:

_ v
(6 = I Cn q,
n=1,12

where

Annual Cost Aggregation

total annual cost

variable cost for period n
operating days in period n

annual fixed cost of operation
for factory j

o when I xIV =0

n=1,12 I
1 otherwise. (See Equation 4.7)

the set of factories

65 (2)
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(b) Total supply greater than or equal to total minimum factory,

process or product requirements.

(c) For each global product constraint, the total maximum amount
of product that can be made must be greater than or equal to

the minimum amount of product required.

These checks are easily programmed and carried out because of the

manner in which the network is formulated as a series of phases.

Other causes of infeasibility are:

(a) A supply cell is not connected to any factory at all.

(b) Diversion road network does not allow complete freedom for
supply to travel to any factory and local supply is too great

for local (undiverted) capacity to handle.

(c) Certain combinations of minimum process or factory capacities
and global product constraints. For example, the minimum
process capacities at all cheese factories may be set greater
than zero whilst global product demand for cheese is set to

Zero.

Cases (a) and (b) are dealt with in the initial model building
phase. Case (c) is particularly difficult to determine but
experience has shown that if the user is alert to this possibi-

lity, he is soon able to locate the cause of infeasibility.
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Model Size and Structural Parameters

The size of the network model, in terms of arcs and nodes is an

important consideration so far as computer solution time and com-
puter memory are concerned. The size can be calculated from just
six 'structural parameters', as shown in Table 4.3. For the NZCDC

milk model:

NCELLS = 176
NCOLLECTIONARCS = 448
NDIVERSIONARCS = 89
NFACTORIES = 14
MAXPROCESSES = 5
NPRODTYPES = 8

From this data, the model has 806 arcs and 214 nodes. Maximum
solution time for this model was 6.5 seconds (Central Processing
Unit time) on an IBM 3033, for a single period. Solution times
are reduced when a previous solution flow basis is used to start

the optimization for subsequent periods.
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Table 4.3: Network Model Size

Network Phase

I Supply
II Collection

IITI Diversion

IV Factory input

V Process allocation

V1l Global production

- Return arc

where:

NCELLS

NCOLLECTIONARCS

NDIVERSIONARCS

NFACTORIES

MAXPROCESSES

NPRODTYPES

Arcs Incurred Nodes Incurred

NCELLS NCELLS
NCOLLECTIONARCS -
NDIVERSIONARCS -
NFACTORIES 2*NFACTORIES
MAXPROCESSES* -
NFACTORIES
NPRODTYPES NPRODTYPES

1 2

total number of supply cells

total number of cell to factory

collection transport arcs

total number of inter-factory diver-

sion arcs

total number of factories

total number of processes per fac-

tory (maximum)

number of different types of pro-

ducts and byproducts
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A few other structural parameters are required to complete the

model and these are:

MAXPRODUCTS = maximum number of products made by any

one process

NREGIONS = number of transport regions

NPERIODS = total number of periods

For the NZCDC model, these take the values 3, 3 and 12 respec-

tively.

Network Building

Great flexibility and reliability in the initial construction and
subsequent updating of the model's data is achieved by the design
of the network as a series of phases, and the employment of struc-
tural parameters. These two features permit the data to be pre-
sented to the model using only relative node numbers within each
phase. Network building equations combine the structural parame-
ters and relative node numbers to produce the network flow for-
mulation in terms of absolute node numbers required by the
Out-of-Kilter algorithm. The network building equations are given

in Tables 4.4 and 4.5.
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For example if a collection distance arc (Phase II) is specified
from a cell with relative node number i to factory with relative

node number j then the absolute node values are:

NIT + i -1

1la

NIII 4+ 5 =1

ja
If this is the nth arc specified in phase II then the absolute arc

number is:

ng = Al +n -1
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Table 4.4: Starting (Source) Nodes by Phase

Phase Absolute Node Number Variable

I 1 (supersource) Nt

II 2 NII

III NI + NCELLS NIII

IV NIII NIV

v NIV + NFACTORIES NV

VI NV + NFACTORIES NVI
Supersink NVI + NPRODTYPES NTax
Note: (a) Source nodes for the diversion phase are identical

to the factory input nodes.

(b) The supersink starting node is equal to the total

number of nodes in the network.
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Table 4.5: Starting Arcs by Phase

Phase Absolute Arc Number Variable
I 1 al
11 Al + NCELLS All
III All 4+ NCOLLECTIONARCS AlIl
v AIILl 4 NDIVERSIONARCS alv
v AIV ; NFACTORIES AV
VI AV + MAXPROCESSES*NFACTORIES avl
Return Arc AVI 4 NPRODTYPES amax
Note: The return arc is equal to the maximum number of arcs in

the network.

Supply Aggregation

The fundamental unit of milk supply is the farm. However it is
necessary to aggregate the farms into a larger supply unit because

more than one farm is collected on a single trip by a milk tanker.

The farms were aggregated into NETPLAN model cells (netcells) on
the basis of: number of farms; topographical features; and choice
as to how many factories the supply could be sent. Figure 4.6

shows the location of each netcell for the model.

For the purpose of generating supply projections, (using the

SUPGEN program) nine supply regions were formed which comprise



Fig.

4

.6 NZCDC Location of Net Cells

Note:

Density of shading proportional to flush milk quantity.
Size of squares is not related to actual area.
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cells with similar monthly milk production profiles and annual
growth rates. This eliminated the need for individual profiles
for each cell and enables changes to supply projections to be

carried out more easily.

Additionally, three transport regions were set up each of which
comprised cells having similar transport characteristics, such as

cost per kilometre, and tanker load size.

The actual utilised tanker capacity varies from month to month.
In April, for example, supply per farm is so small that theoreti-
cally the milk from 41.6 farms could be collected on one trip,
compared with five farms per trip in October. Table 4.6 presents
typical data. In October, tanker capacity limits the number of
farms that may be visited. In April, the practical difficulty of
the scheduling task required to achieve the theoretical number of
visits means that a smaller tanker utilisation is achieved. Also,
although maximum utilisation is desirable in October, in order to
minimise the number of tankers and drivers, this is not so
necessary in the of f-peak periods (the tankers are owned by the
company). The duration of the collection run is important in the
of f-peak periods, for milk quality reasons and the need for fac-
tories to receive supply early on in the day. A tanker run to 40

or more farms would take too long.

The impact of these features is that the cost per kilolitre of
milk carried increases in the periods away from the peak, and so

must be recalculated each period using Equations 4.3 and 4.4.
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Table 4.6: Tanker Loadings by Month

74.

Month % of Maximum Actual Farms

Farm Supply Visited per

Trip

October 100 5
February 52 7
August 45 7.5
April 12 12
Note:

Byproduct Processing

Theoretical Farms % Tanker

Visited per Trip Utilisation
5 100
9.6 73
11.1 68
41.6 29

Data refers to tanker with maximum capacity of 9.5 kl.

The relationship between the 'in-transport' of raw material and

the 'out-transport' of processed goods on the optimal site loca-

tion was discussed in section 3.4.

Cream is one of the more

important products of a dairy factory because it accounts for one-

half of the company's revenue after subsequent processing (see

Figure 2.2).

The Jacobsen-Pruzan location criterion (r) was

calculated using Equation 4.11 with the following typical company

data:
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Equation 4.11: Jacobsen-Pruzan location
Criterion, r
& t Yo o
ti wi
where
r = Jacobsen-Pruzan location criterion
t0 = out-transport costs per unit weight
per unit distance
w, = weight of out-transport sent to
major demand client
e, = out-transport distance correction factor
ti = in-transport costs per unit weight
per unit distance
w, = weight of in-transport from
neighbourhood supplier-clients
c. = 1in-transport distance correction factor



75.

to/t1 = 0.7212 (based on milk tanker average loading of
60%)

Co/cqy = 1

Wo/w1 = 0.049 (the cream component of milk)

The resulting value of r = 0.035 is far below the cut off cri-
terion of 0.25 from which it is concluded that the subsequent
distribution of cream will have no affect on the optimal location

of a milk processing factory.

Although Equation 4.11 assumes a planar distance formulation and
that the farms are homogenously located within a circular area the
r value is so well below the cut off criterion that these assump-

tions can be ignored safely.

Whey Production

In comparison with the highly-valued cream, the whey produced by
cheese and casein manufacture has until very recently made only a
very small contribution to the company's revenues. This is
because the low solids content (5.2% to 6.4% wt/vol) and low value
of product (powdered whey stockfood) made transport away from a

milk factory uneconomice.

The Jacobsen-Pruzan criterion is calculated to range from 0.55 for
a cheese factory and 0.59 for a casein factory indicating that the
transport of whey from a milk factory would have some effect on

the optimal location of a new milk factory.



76.

More recently, whey has been fermented to give ethanol which has a
high market value. To reconcile this and the previous point, the
company locates this fermentation technology at its whey producing
plants rather than establish a remote, stand alone plant (a bene-
fit of this strategy is the sharing of utilities such as steam).
In the immediate short term, a planning problem exists in that
whey from a plant without the fermentation technolgy could be
transported during non-peak production periods to the ethanol
plants. For the longer-term planning horizon this problem can be
disregarded as whey processing technology with an equally high

economic return is introduced at the milk plants.

The economic value assigned to byproducts is an important factor
not so much for location, but for process capacity allocation (see
Equation 4.8). For example, a relatively high value for cream
could encourage milk to be allocated to skim milk powder at the
expense of wholemilk powder (where virtually no cream byproduct is
made). Although the simplest approach is to assume that the
byproduct is transported to the closest available processing faci-
lity this was found to be unrealistic from an optimising point of

view in the case of cream.

Using a NETPLAN-based formulation for profit-maximising the
distribution and processing of cream, it was found that the cream
distribution pattern varied widely form month to month. Table 4.7

shows the major destination of cream from just one milk factory.
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Table 4.7: Optimal Destinations of Cream from Kerepehi

Month Destination

June -

July Waharoa

August Waharoa
September Tuakau, Waharoa
October Tuakau, Frankton
November Tuakau, Frankton
December Tuakau, Frankton
January Tuakau, Waharoa
February Waharoa

March Waharoa

April Waharoa

May -

The experiment showed that the company mean value per kilolitre of
cream maintained a reasonably constant value from month to month
(ranging from $539 to $542/kl) despite wide variation in the net
value of cream at the demand points (butter or AMF factories)
which ranged from $534 to $548/kl. This finding suggested the use
of a standard cream value to be used at all cream producing fac-
tories. This approach is also justifiable on the grounds that
over the longer-term planning horizon, less-efficient cream pro-
cessing facilities would be replaced by more efficient ones
thereby reducing the variation in cream values. Subseguent sen-
sitivity tests involving varying the cream value in the NETPLAN
milk model showed no significant variations in process allocation

or factory allocation of milk when long-run prices were used.
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In order to maintain consistency in the modelling approach, the
same assumption of a standard value for whey was also proposed.
Despite the far greater variation in demand point whey values the
small contribution to total company revenue (less than 5%) makes

this assumption acceptable.

Conclusions

This chapter has given an overview of the planning model and
described in detail a network flow optimization model for milk
collection and processing. The mathematical formulation was
described with particular emphasis on the logical validity of the
construction. In conjunction with Appendix 1, the validity of the
data used in the transport component of the model was established.
Sensitivity experiments with the model established the validity of
the various assumptions regarding byproduct disposal. The vali-
dity of process cost, yield, price, and capacity data was regarded
primarily as the company's responsibility and this was emphasised
to the company during the model's implementation. Chapter 6 will
describe the 'software interface' features of the model which
enabled the company to carry out its own evaluations. Chapter 7
reports on a comparison of the model with other company planning
procedures. Before these chapters, however, Chapter 5 will con~-
tinue the development of the mathematical formulation with regard

to fixed costs and overtime costs.



79.

CHAPTER 5

INCORPORATION OF FIXED COSTS, ANNUAL COSTS AND OVERTIME COSTS INTO THE

MATHEMATICAL FORMULATION

Introduction

This chapter develops on the mathematical formulation described in
Chapter 4 by considering the various fixed costs and overtime

costs involved in the location planning problem.

Because overtime costs are convex with respect to ordinary time
processing costs, they are readily incorporated into the network
formulation described in Chapter 4. Daily fixed costs, such as
plant preparation, shutdown and shift labour charges are not
directly incorporable into the network and require an enumerative
technique such ‘as Branch-and-Bound in order to achieve optimality.
This approach was considered inappropriate in view of the require-
ments for a fast DSS. A heuristic approach was instead developed
which has the advantages of high solution speed and predictable
computational effort whilst giving an estimate of the maximum

degree of suboptimality.

Annual fixed costs and investment costs are considered separately,
rather than amortized into the daily fixed charge. The reasons
for this are given. The use of Discounted Cash Flow to compare
different planning scenarios is described in a manner which
assists in evaluating the timing of investments. Finally, methods
for identifying a good set of candidates to be included in the

feasible set are given.
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Non-linear processing costs

Figure 5.1 shows a total cost curve and gross revenue curve for a
single process factory. The fixed charge represents the daily
setup/shutdown cost for the factory and the cost of operation of
the day's shift. Dealing with the ordinary and overtime costs
involves incorporating two process arcs into the network for-
mulation and is discussed shortly. The inclusion of a fixed
charge, however, requires a more elaborate method of solution par-

ticularly when high solution speeds are required.

Ordinary and overtime costs

To model the ordinary time and overtime costs associated with a
procesé two arcs are incorporated for each process in phase V of
the network. (See Section 4.3). On one arc is specified the
gross revenue less ordinary time variable processing cost, and
ordinary time capacity. The second arc has the gross revenue less
overtime cost specified and a maximum capacity equal to the over-
time capacity (see Figure 5.2). Since the overtime cost is
greater than the ordinary time cost, milk will always be allocated
to the ordinary time arc before the overtime arc. Note that the
maximum capacity on the factory input arc must be set equal to the

sum of ordinary and overtime capacities.

Total Revenue function

The daily cost of operating the shifts at the factory is a fixed
charge payable only if a non-zero flow is handled by the factory

input handling arc. Combining this charge with the variable costs
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described gives rise to the total revenue function for a single-
process factory as shown in Figure 5.3. The approach is genera-
lized to account for multiprocess factories by incorporating two
arcs for each process instead of the single process arc shown in

Figure 4.5

Note that it is possible for a factory to be forced to operate
below the breakeven point for one of two reasons: all milk
supplied to the company must be processed; production may be

required to meet global product demands.
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Figure 5.1 Total cost for a single process factory
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Figure 5.2 Inclusion of overtime costs
Phase IV Phase V
Factory Input Process Allocation
Fixed charge arc overtime process arc
ua = 150 u = 50

ordinary time process arc

u = 100

Note : only one process at the factory is shown



84

84

Figure 5.3 Total revenue at a single process factory with
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Solving the Fixed Charge Problem

Section 3.4 discussed optimal and heuristic approaches to solving
the fixed charge problem. The method adopted here is a modifica-
tion of Sa's (1968) heuristic in combination with features
selected from the works of Barr (1979), Gray (1968) and Balinski
(1961). The method was developed because of the need for a fast
solution process du<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>