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Abstract

New Zealand’s climate during the Last Glacial Maximum has been
investigated using the UKMO global and regional models HadAM3H (GCM)
and HadRM3H (RCM). SSTs and sea-ice were supplied from a set of prior
coupled model (HadCM3) runs and all models were set up according to the
glacial conditions as specified by PMIP.

In the analysis of the global simulation, emphasis was placed on the climate
of the Southern Hemisphere. Compared to the present day, the modelled climate
of the LGM is mainly characterized by the different wind regimes, both in the
zonal and meridional directions. In the zonal mean, the polar trough shifted
equatorward, and the westerly wind increased slightly between approximately
30°S-50°S, and decreased poleward of this zonal band. At the same time, there
was an increase in the number of and/or strength of southerlies between 35°S-
60°S. This resulted in a reduction of the poleward zonal mean meridional heat
transport, and an enhancement of the wave number 3 pattern in the mean zonal
circulation. All these changes contributed to a weaker SAO during the LGM.
Interannual variability was as today, dominated by the High Latitude Mode
(HLM, or Antarctic Oscillation/Southern Annular Mode) and ENSO.

For the LGM, New Zealand was about 2.5°C-4°C cooler than in a pre-
industrial control simulation. The seasonal cooling was largest during winter.
Excluding the Alpine region, the largest cooling geographically took place in the
east of the South Island. Precipitation was in general reduced everywhere during
the whole year, except for the east of the South Island. The westerly wind
increased considerably over the North Island and the northern part of the South

[sland, but was weaker over the rest of the South Island. JJA was the exception
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with weaker westerly winds over all New Zealand, which was probably related to
enhance blocking during that season. The stronger westerly wind accentuated the
cooling over the North Island, except for the eastern region, where it mainly
enhanced the dry conditions by preventing the moist easterly winds coming
ashore. The weaker westerly wind in the south on the other hand encouraged
enhanced penetration of moist winds. The most dramatic change in the modelled
New Zealand climate was the large increase in the number of southerlies in each
region, which were capable of bringing very cold polar air over most of the
country. It was probably mainly the changes in the winds that lead to the
harshness of New Zealand’s climate during the LGM, increasing the seasonality
in temperature and precipitation. It is suggested that they had therefore a
controlling influence on the existence of some of the vegetation types in New

Zealand.
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Chapter 1

Introduction

th

The latter part of the 20" century saw our perception of Earth’s climate
change tremendously. If we previously thought that our climate was constant and
would hardly ever change, we became aware that our climate had experienced,
and most likely will experience, some enormous fluctuations. We had noticed of
course how each year our climate slightly varied, which we usually referred to as
for example, “We have a bad summer this year”, or, “In my younger days, we
had real winters”. But only recently are we able to link up those experiences with
climatic phenomena like ENSO and IPO. But those experiences did not prepare
us for what we discovered in the last quarter of the 20" century.

That our climate can experience much larger fluctuations was established by
two independent disciplines. One was geology, from which we already knew that
the climate was different in the past. The most well-known era would be the age
of the dinosaurs, where the annual mean temperature was several degrees warmer
than during the present day. But that was more than 65 million years ago. That
hardly implied that there were extreme fluctuations in our climate, but merely an
indication of a climate extreme. But analysis of many geological samples (proxy
data) showed that our climate had undergone several stages of cooling and
warming. One of the best known samples is the Vostok ice core, from which we
were able to reconstruct the annual mean temperature up to 400.000 years in the
past. And this reconstruction showed that there were several large temperature
fluctuations in the past. Ice cores are only one kind of proxy data that can be used

to reconstruct past climates. There is a multitude of geological proxy data that
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can help in getting a better picture of both the state of past climates and evolution
from one state to another. Today, geological studies into our paleoclimates are
significant and important areas of scientific research in their own right.

While geological proxy data provide direct proof that the climate of the Earth
was not constant, the development of atmospheric models enabled us to study the
physics and the chemistry factors that influenced the climate. The very first
atmospheric models did not consider such a huge task as modelling the global
climate state but were only capable of some very limited reconstructions. But
with the progress of the science itself, and the development of the
(super)computer, we were able to better simulate the state of the atmosphere.
Those climate models showed us that if we changed some parameters in our
equations, we could get a different climate state all together. And we were able to
“tweak™ our parameters appropriately by using values that the geologists had
determined from their proxy data. Suddenly we did not only have proof of the
possibility of the occurrence of different climates, we were also able to
reconstruct those climates mathematically, and therefore understand them
physically. Combining climate modelling studies with geology findings has
enabled us to extrapolate the state of our current climate into the future. This has
let to, among other results, the subject of global warming, which is a very
important ecological, economical and political topic in present times.

But no matter how much we have learned from those studies, there is still no
comprehensive climate model that can correctly reconstruct past climates,
simulate the present day climate, or make completely accurate predictions of the
state of the climate in the future. Verifying climate forecasts can only happen
after the forecasting period has past, and the length of such a period is at least
several decades. Climate forecasters will be challenged when stating that their
prediction is most correct. The argument is that if that same model fails to
correctly simulate the present day climate or a climate from the past, it is
doubtful it can make fully accurate predictions for the future. A lot of current
effort is spent on improving these climate models. The ultimate verifiable climate
model would be one that is capable of simulating the present day climate.

Parallel to such a task, our capabilities in modelling climates from the past will
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improve, which will help to create better climate models. Some climates from the
past are in general easier to reconstruct. Rather than try to reconstruct a
transitional climate, often a climate extreme is simulated. A very common
climate to simulate is an ice age climate, and in particular, the Last Glacial
Maximum, or LGM. This period was only about 20.000 years ago. Since this is
so recent, there is a lot of geological data available to us that can help us to
reconstruct the climate of that era and thereby verify, or find errors in the
outcome of the models.

Geological proxy data can only give us an indication of what the climate was
like. They can not give us an absolute picture. Difficulties in the dating of the
geological samples (due to the large range of timescales involved, inaccuracies,
“contaminated” samples, and so on), regional variations in geography, the time
and spatial range of the possible climate indicator, and so on, results in that proxy
data can only give us a band of possible climates. If the available proxy data
shows that the Earth in the annual mean was colder during the LGM, then that
does not exclude the possibility that some regions on Earth were warmer than
today. One should always distinguish between global and regional aspects of the

climate.

The aim of this study is to reconstruct the climate of New Zealand during the
Last Glacial Maximum. Both a global and a regional climate model will be set up
under LGM conditions. The output of the LGM simulations will be compared
mainly against the output of a pre-industrial control simulation. The climate of
the pre-industrial era is the most recent equilibrium climate, since the last
hundred or more years have seen increasing greenhouse gas forcing and a non-
equilibrium global climate. However, it is assumed that the pre-industrial climate
was not that much different than the present day climate and that therefore
comparing the result of the LGM simulation with the pre-industrial climate is
similar to comparing it to the present day climate. In order to understand the
local climate of a region as small as New Zealand, first one needs to understand
the general circulation in which it is embedded. Most of the climate aspects of

New Zealand will be governed by the state of the general circulation. For that
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reason the global climate during the LGM, and then in particular the climate of

the Southern Hemisphere, is investigated. Subsequently, the regional model will

investigate local climate aspects in New Zealand. In short, the two most
important questions are:

1) What was the general state of the LGM climate, and in particular the general
circulation in the Southern Hemisphere? What were the main anomalies on
the annual mean circulation in the Southern Hemisphere compared to a recent
“control” climate? And how did the different general circulation affect the
climate in the South-west Pacific (New Zealand)?

2) How was New Zealand’s climate affected by the different general circulation
during the LGM, and how was New Zealand's climate during the LGM

different than to that of the present day (or during pre-industrial times)?

Although this study is mainly about modelling the climate of the LGM, the
structure of this thesis is set up similar to this introduction. One can not separate
geology and climate modelling in the field of paleoclimate studies. An overview
is given of the LGM climate and climate modelling, and both topics have an
introduction that places them in a historical context: The history of Earth’s
climate and the development of atmospheric science. Both topics come together

in the core of the thesis. The structure of this thesis is therefore as follows:

- Chapter 1: An introduction and an overview of the thesis.

- Chapter 2: An overview of Earth’s climatic history.
It starts at the very beginning with Earth’s first climate, and describes its
general evolution towards today’s climate. This chapter indicates that our

climate is variable, and has had quite a few different configurations in time.

- Chapter 3: The climate of the LGM.
It describes the possible cause of the ice age (Milankovitch cycles,
thermohaline circulation) and details some aspects of the climate of the LGM

as determined from geological proxy data and from climate simulations. It
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describes global climatic features, features of the climate of the Northern
Hemisphere (NH), and particularly the climate of the Southern Hemisphere
(SH) and New Zealand during the LGM as reconstructed by the
aforementioned studies. The topic of climate modelling is discussed in

further detail in the next chapter.

- Chapter 4: Climate modelling.

This chapter has a similar structure as chapter 2 and 3. It begins with a
historic overview (like chapter 2), and then goes into detail (like chapter 3)
into one aspect of atmospheric science, climate modelling. Just as one can not
understand one climate, like an ice age, without understanding the larger time
frame of the evolution of climates, it is important to understand how the
climate models used in this study fit in. What are their main achievements
and what are their limitations? This chapter discusses various climate models,
and indicates which one is most suitable for this study. It discusses the
General Circulation Models (the GCMs: HadCM3, HadAM3, HadAM3H)
and Regional Climate Model (RCM: NZ_4Okm)l used in this study in detail.
Before simulating the climate of the LGM, the model’s performance needs to

be investigated under a control simulation. This is done in chapter 5 and 6.

- Chapter 5: Pre-industrial simulation: Global.

This chapter describes the capability of HadAM3H in simulating the pre-
industrial climate. Some global fields are described and compared against
data from the National Centers for Environmental Prediction (NCEP). The
differences between the datasets are investigated. The reasons for the
differences can be grouped in roughly three categories: the data are related to
two different climates, the differences are related to the initial conditions of

the simulation, or the differences are related to the model used. Only those

' These models are all versions of the United Kingdom MetOffice (UKMO) Unified Model (the UM) and are
the Hadley Center Coupled model version 3 (HadCM3), Atmosphere model version 3 (HadAM3) and the
Atmosphere High resolution version 3 (HadAM3H) for the GCMs and the New Zealand RC M configuration
with a 40km resolution (NZ_40km).
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fields that will be described in the LGM simulation will be investigated.

- Chapter 6: Pre-industrial simulation: New Zealand.
Chapter 6 extends modelling into regional studies. New Zealand’s climate is
simulated by an RCM that is embedded within the GCM. New Zealand’s

climate is discussed across six regions and seasonal aspects are investigated.

- Chapter 7: LGM simulation: Global.
Chapter 7 discusses the output of the global LGM simulation. The output is
mainly compared to the output of the control (pre-industrial) simulation.
Accounting for the inherent biases in the model and the effect of the initial
and boundary conditions on the simulations, the differences between the

simulations can then be related to aspects of the LGM climate.

- Chapter 8: LGM simulation: New Zealand.
This chapter details what the climate of New Zealand was like during the
LGM. Comparisons with the control simulation and with proxy data are
made. Primarily it investigates temperature, precipitation and characteristics

of the wind during the LGM.

- Chapter 9: Summary and conclusions.




Chapter 2

Earth’s Climate

2. Introduction

In the global and time mean, the climatic state of the Earth can be seen as the

balance between incoming (shortwave) radiation and outgoing (longwave)

radiation. In an equilibrium climate, the incoming and outgoing energy balance

each other. Any deviation from the mean state of the climate is then solely due to

changes in the internal energy balance. Fig. 2-1 gives a general overview of the

various energy flows within the atmosphere. These flows are far from constant

and vary continually. The atmosphere and oceans continually try to balance out
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Fig. 2-1. Schematic diagram representing the Earth’s annual global mean energy budget (Kiehl

and Trenberth, 1997).



Chapter 2: Earth’s Climate

any discrepancies from the mean steady state. Such efforts at time scales of a
week or less is what we call weather. Averaging weather patterns over a longer
period is then referred to as a climate. Although climates are an averaged state of
our atmosphere, they are far from constant. If one looks solely at a short-time
period (within the lifespan of a human being) there are intra and interannual
variations. The main interannual variation is the one of course associated with
the seasons. But when you filter the seasonal mean out of the data, there are
other, less obvious interannual climatic signals. For instance, the Madden-Julian
Oscillation (MJO) (e.g. Madden and Julian, 1971) is a 30 to 60 days oscillation
in the zonal wind and convection in the tropical Pacific. The MJO affects the
entire tropical troposphere, but is most evident in the Indian and Western Pacific
oceans. After the march of the seasons, the biggest interannual climate signal is
the El Nifio/Southern Oscillation (ENSO) cycle.

Interannual climate changes associated with El Nifio and La Nifia not only
have major impacts on regional climates but they affect the climate of the whole
world. The occurrence of droughts and floods over a number of regions of the
world can often be linked to an El Nifo or a La Nina. The easterly trade winds
weaken during an El Nifo, reducing the upwelling of cold deep water in the
Eastern Pacific This results in warming of the ocean surface, which in turn
reduces the wind even more. The warmer waters shift from the west to the east
and in doing so displaces the main convective systems along the equator
eastward as well. This again leads to changes in the jetstreams which in turn
affect the underlying climates. During an El Nifia this process is reversed with a
stronger than average temperature gradient along the equatorial Pacific.

The Southern Oscillation Index (SOI) is an atmospheric index used to help
define whether an El Nifo or a La Nifia occurs. The SOI is the normalized
monthly mean sea level pressure (MSLP) difference between Tahiti and Darwin.
When there is a significantly negative SOI, where the pressure in the West
Pacific is higher than in the East Pacific, you have an El Nifio event. Plotting the
SOI against time, one sees that El Ninos occur every three to seven years (Fig.
2-2). The impact of El Ninos is in turn modulated by the decadal variation of our

climate. The impact of El Nifios and La Ninas in some Pacific regions can be
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Fig. 2-2 . Southern Oscillation Index (SOI). The data is normalized over the period 1941-
1980 and then multiplied with 10. Negative values are coloured red and are El Nifo years.
Positive (blue) values are La Nifia years. Original monthly mean pressure data over Darwin

and Tahiti were obtained from the Bureau of Meteorological Research Centre (BMRC).

either enhanced or diminished depending on whether they occur during the
positive or negative phase of the Interdecadal Pacific Oscillation (IPO). For
instance, Salinger et al. (2001) describe the effects of the interaction between El
Nifio and the different phases of the IPO in the New Zealand region. They find
that ENSO-IPO teleconnections strengthen during the positive phase of the [PO.

All of these short-term climate fluctuations are relatively minor compared to
fluctuations that have taken place over much longer time scales. There are
several different causes for these larger events. Their origins can be found extra-
terrestrial (solar output, Earth’s orbit), on the surface of the Earth (oceans, ice
distribution, vegetation) and in the Earth’s interior (tectonics drives landmass
distribution and mountain building). Saltzman (1990) describes these fluctuations
by comparing the response time of the different forcings. To understand these
fluctuations on very long time scales, we have to understand the evolution of our
past climates. The following section gives a brief overview of the history of the

climate of the Earth.
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2.1. History of the Earth’s climate

The Earth is nearly five billion years old (see Table 2-1). The first rocks
probably were formed after a few hundred million years after the forming of the

Earth. Not much is known about the climate of those days, because none of these

Age
{My)

Major Geological and Paleontological
events

Era | Period Epoch

Holocene

Quatenary 01

_’

| Pleistocene Homo sapiens evolves

[S9]

Himalayan

Pliocene Orogeny

Miocene

Teruary Oligocene

Alpine
| Eocene orogeny

2
l Paleocene J
T 0>
Cretaceous

First stages of Rocky  Exuncton of dinosaurs
Mountains Flowenng plants evolve

Jurassic Early birds and mummals

Irassic .
Rultng ongin of Atlantie

195

225
Permian

280 Final assembly of

, | Pennsyl- - Pangaca

Z| vanian Extensive coal formation  Early reptiles
B

= 320

Missis-
sippian

Devonian Euarly forests, trees

PALEOQZOIC

: 395
Silurian

= Land plants
430 -
Ordovician Primitive fish

Cambrian Vil
Evolution of multicellular and shelled orgamisms: 700-370
Abundant iron formations

2300- | Major gold deposits \
Archeun 2800 | Earliest known bacteria and algae: = 3200
Oldest rock * 3800

4600- | Evolution of core-mantle-crust

1700 i

w

70

MESOZOI( CENOZZOIC
g T B
‘._- -
NI B e | (111 |

Proterozoic

PRE

CAMBRIAN
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rocks were preserved. The oldest preserved rocks date back to about 3.8 billions
of years ago (Press and Siever, 1982). These rocks indicate that the climate was
relatively warm at that time. As the result of outgassing from volcanoes, the
atmosphere was probably thicker than in the present day and would have trapped
more heat. The exact composition of the earliest atmosphere is not known, but it
probably did not have much oxygen. This can be deduced from the abundant iron
deposits that were deposited in the following billions of years. These iron
deposits are indicative of an oxygen-poor environment.

A change in the environment took place at about two billion years ago.
Certain iron deposits disappeared and were replaced by red sandstone. The
reddish colour would have been the result of iron reacting with oxygen, forming
iron-oxide. This is the first time there is an indication of the atmosphere
containing oxygen. The oxygen would have been the result of the development

of oxygen forming organisms.

There are indications that ice ages might have occurred in the Precambrian,
900-600 millions of years (My) ago, but the Earth was apparently ice-free for
most of that era (e.g. Frakes et al., 1994). The early Paleozoic, about 500My ago,
had significantly higher levels of atmospheric CO; than the earlier Precambrian,
which would have resulted in a warmer climate. There was an abrupt change
during the middle Ordovician, about 475-490My ago, when tectonic forces
moved the then existing continents to form the supercontinent Pangaea.
Geological records indicate that the climate varied due to these tectonic shifts.
The main continent, Gondwanaland, went across the South Pole. An ice age
existed from the middle Ordovician to the early Silurian (about 430My ago).
There were massive coal formations during the Carboniferous (300-350My ago)
indicating a warm climate. And from the Permian we find glacial deposits in
widely separated areas, indicating another ice age. It’s not known how much this
“wandering” of the continents influenced the climate, but there is a remarkable
correspondence between the occurrences of glaciation during the Paleozoic and
the position of the paleo south pole (Fig. 2-3). Crowley et al. (1987) found that

the position of the pole is crucial in finding whether the continent was ice-free or
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Fig. 2-3. Reconstruction of the “wandering of the South Pole™ during the Paleozoic.
The position of the pole in time (in My ago) is indicated by the crosses. Two possible

“wander” paths, solid and dashed line, are presented (Crowley et al., 1987).

not. Crowley et al. (1993) hypothesize that pole-edged supercontinents could
have permanent snow cover, where as pole-centred supercontinents could be
snow-free in summer.

Another dramatic effect influencing the climate during the Paleozoic was the
development of first plants, and later on, trees. The occurrence of vegetation
would have reduced the surface albedo and would have affected the hydrological
cycle. Probably even more important, it would have affected the chemistry of the
atmosphere in that the plants converted CO, into O, and thereby reduced an

important greenhouse gas, probably inciting a cooler climate as well.

Little is known about the climate during the period of Pangaea’s existence
(Permian — Jurassic, 150-250My ago). A likely climatic feature of the
supercontinent is that it was probably dry and cold with seasonal extremes,
common to a continental climate. Pangaea was formed during the Paleozoic, but
it broke up again during the Mesozoic. Opening of the oceans, rifting and
mountain-forming had their effects on the climate (Barron and Washington,
1984). Climates of the Mesozoic, and in particular during the Cretaceous, were

generally warm and stable. Tropical plants grew across the Arctic circle. The late
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Mesozoic and the early Cenozoic (about 100My ago) saw widely varying warm
climates with extremes of global mean temperatures 10'C warmer than today’s.
These extremes can not be solely explained by the different geographical
distribution of the continents. The tectonic changes did influence the CO; cycle.
Volcanism increased as a result of an increase of subduction of carbon-rich
oceanic crust. This process, together with the increase of rifting, increased the
atmospheric amount of CO; several fold. Gerard and Dols (1990) found that the
increase of CO; in the atmosphere was the main factor explaining the magnitude

of the warming during the Cretaceous.

The climates of the Tertiary can be described as a general trend going from
warm (the Mesozoic) to cold climates (the Quatenary). Superimposed on this
trend are significant fluctuations (Crowley and North, 1991). With the northward
movement of the continents of Australia and South America, detaching
themselves from Antarctica, the Southern Ocean circulation became circumpolar.
The effect of this was that there was no longer meridional transport from the
equator to the south pole by the ocean. This resulted in the temperature of the
surface and deep waters to cool off more than 10°C and the isolation caused by
the circumpolar current helped to keep it cold. Ice sheets were formed over East
Antarctica.

Continental drift closed the Panama Isthmus about 3.0My ago. This resulted
in a different circulation in the North Atlantic. This particular tectonic event
might very well have been the initiation of the last glaciation, which is apparent
presently. There is evidence of glaciation in the North Atlantic around 2.5My ago
(Shackleton et al., 1984).

Following the Tertiary is the Quatenary, which is the current period. The
Quatenary is in general classified as an ice age although warm periods did occur.
More is known about the climate of the Quatenary than any other climate from
the past, and the next section will deal with the climate of the Quatenary in more

detail.

13



Chapter 2: Earth’s Climate

2.2, The Quatenary

The Quatenary is a very well-studied period. Mainly because it is so recent,
we can still find a lot of evidence of what the climate was like during this period.
A characteristic of the climate of the Quatenary is that it underwent some
remarkable fluctuations (Fig. 2-4). There were various periods where both sea-
ice and land ice expanded considerably. These glaciations (stadials) were
accompanied by changes in sea level and by changes both in the dynamics and
the chemistry of ocean and atmosphere. These glaciations alternated with warmer
periods (interstadials), where these changes in oceans and atmosphere were
reversed. The general theory that is most accepted in explaining these climatic
variations comes from Milankovitch (see for instance Berger, 1978: Berger and
Loutre, 1994: Imbrie, 1994). Milankovitch noticed that there was a relationship
between the Earth’s position with respect to the sun, and the climate fluctuations.

Milankovitch found that the Earth “wobbles™ in its orbit. The angle of the
Earth’s tilt varies between 22.2° and 24.5° and is currently 23.5° (Fig. 2-5A).
The tilt of the Earth (obliquity) causes the seasons, and the seasonal contrasts
vary as this tilt changes. A larger tilt means that the summer hemisphere will
receive more solar radiation while the winter hemisphere will receive less, with
the opposite occurring for a smaller tilt. Secondly, the Earth’s orbit is not circular
and the distance Sun-Earth varies through the year. Currently the Earth is nearest
to the sun in January (perihelion), and furthest away in July (aphelion). Earth’s
orbit around the sun is described by its eccentricity (Fig. 2-5B), which is a
relationship between the major and minor axes of its orbit. Changes in
eccentricity are very small and affect incoming solar radiation only slightly (less
that 0.2% annually). However, eccentricity modulates the amplitude of the
precession cycle. The precession of the Earth is the change in position of the
solstices and equinoxes. Fig. 2-5C illustrates two different situations. The
Southern Hemisphere tilts towards the sun at aphelion in the diagram on the left,
where as in the diagram on the right it is the Northern Hemisphere that tilts
towards the sun. All these variations in the Earth’s orbit have their effect on the

climate of the Earth.
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Fig. 2-4. The changes in mean global temperature during the Quatenary. Notice the increasing
temporal resolution and changes in the temperature scale (reconstructed from Eddy and Bradley,
1991).

15



Obliquity

B &) suy | B SUN )
— " Eccentricity
C . SUN | SUN |
—— Precession T

Fig. 2-5. Schematic diagram illustrating the three main orbital changes: A. Obliquity. The current
tilt of the axis of the Earth is 23.5°. The green lines represent the minimum and maximum tilt. B.
Eccentricity. The eccentricity is highly exaggerated. C. Precession. The solstices and equinoxes

move around Earth’s orbit.

It is easy to determine that there are several superimposed cycles of climate
fluctuations, 19 and 23, 41 and IOOKy', with another less well determined cycle
of about 400Ky (Berger, 1978: Barnola et al., 1987: Genthon et al., 1987:
Crowley and North, 1991: Imbrie, 1994: Bradley, 1999). Fig. 2-6 shows each
individual cycle with its frequency spectrum. Variations in the precession of the
Earth cause the 19 and 23Ky cycles, variations in the obliquity the 41Ky cycle,
and variations in the eccentricity the 100Ky and the 400Ky cycles.

The eccentricity is actually the only variable of those three that affects the

annual amount of solar radiation reaching the Earth. It has been a major task to

' Ky = 1000 years.
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Fig. 2-6. Graphical representation of the variations in eccentricity, obliquity, precession and
the combination of these three factors (ETP) over the last 800Ky with their corresponding

frequency spectrum. Note the different vertical scales (Crowley and North, 1991).

actually link the small change in solar radiation to the cyclic occurrence of ice
ages. Solar output could have varied by a larger degree, masking any variations
due to the eccentricity. The question still remains how the weak signal of
eccentricity is amplified and leads to the major climatic shifts that have taken
place. The most obvious candidates for amplifying the eccentricity signal are ice-
albedo feedbacks and variations in atmospheric carbon dioxide. Lin et al. (1992)
used a one-level nonlinear seasonal energy balance climate model to show how
variations in Earth’s orbit can cause ice ages, but that abrupt climate changes can
also take place as the result of changes in CO,. Another explanation is given by
Paillard (1998) who proposes multiple equilibriums for the climate, and that the
various different climates are merely climates at a different equilibrium.
Obliquity and precession variations affect geographical and seasonal
insolation. They cause no net annual decrease or increase of incoming solar
radiation, but rather lead to amplitude variations in the geographical distribution
of solar radiation. Their effects are modulated by the interaction with some of the

physical properties of the Earth, like the albedo (particular land-sea distribution,
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ice sheets, clouds and vegetation) and chemistry of the atmosphere (e.g. carbon
dioxide and trace gases).

Imbrie et al. (1984) found a very high correlation between the oxygen isotope
record and orbital forcing. Up to 85% of the isotopic variance could be explained
by the Milankovitch cycles. Berger et al. (1989) found that the Milankovitch
cycles were traceable back to about 500My ago, albeit that their periods have
changed in time. The orbital forcing is the most significant factor affecting our
climate for long periods and changes in the orbital geometry are the fundamental
cause of the succession of Quaternary ice ages (Hays et al., 1976).

Other factors affect climate variability on shorter periods. As mentioned
earlier, those factors have a considerable, sometimes even a dominant, influence
on the climate of the Quatenary. Variations in ice extent, both sea-ice as well as
land ice, changes in ocean circulation, vegetation, the chemistry of the
atmosphere, all modulated the climate of the Quatenary. These variations can
amplify the effects of orbital forcing (e.g. Genthon et al., 1987), but can
individually lead to considerable fluctuations in the climate as well. Many of
these factors are linked to each other. A change in one factor is most likely
followed by a change in the others. It is therefore not always clear which factor
initiated a climate change.

During the Quatenary, onset of periods of glaciation can often be related to
changes in oceanic circulation. This is in particular the case for changes in the
thermohaline circulation (THC) of the North Atlantic Ocean. The principle of the
North Atlantic conveyor belt is well known. Driven by the meridional
overturning gyre, warm, salty surface water from the subtropics is transported to
the higher latitudes in the North Atlantic via the Gulfstream. At high latitudes,
this water cools, it becomes denser than its surroundings, and sinks to the bottom
of the ocean. This North Atlantic Deep Water (NADW) then flows along the
ocean floor to lower latitudes and to the South Atlantic as a deep western
boundary current. Closure of the gyre takes place through upwelling processes
(e.g. differences in diffusivity, forcing by the winds). The oceanic circulation is a
major transporter of energy (heat) from low latitudes to the higher latitudes in the

Northern Hemisphere. If this circulation is interrupted, it will have major
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consequences for meridional heat transport in the North Atlantic in particular, but
also for the global heat distribution in general.

It is now clear that this circulation is not constant and in fact might even have
stopped at times (the “off” mode). During certain times there were massive
influxes of fresh water in the North Atlantic ocean which was the result of ice
calving (other possible causes of influx of fresh water are melting of the ice
sheets and jokulhlaups). This resulted in the North Atlantic water at high
latitudes to become less salty, and therefore less dense. This decrease of density
prevented the water from sinking to the ocean floor, and therefore the production
of NADW stopped. The Atlantic circulation was now interrupted. The direct
effect of this was a reduction of the Atlantic circulation with the warm
Gulfstream not flowing deep into the high latitudes anymore. Less energy was
transported to the higher latitudes, resulting in a cooler pole. Colder temperatures
resulted in an increase in the polar ice sheets. Ganopolski and Rahmstorf (2001)
indicated that a geographical shift in the location of the NADW formation rather
than switching the NADW “on” and “off”, could simulate these events more
easily. Their ultimate result was the same however, in that the North Atlantic
conveyor belt could exist in more than one mode. The cessation or reduction of
the North Atlantic Thermohaline Circulation started a cumulative effect of
cooling. The reduction in temperature increased the size and thickness of the ice
sheets. This in turn caused the atmosphere to cool even more, partly because of
its direct contact with the ice sheets, but also because the ice sheets increased the
global albedo. A change in the THC affected the climate therefore globally (e.g.
Seidov and Haupt, 1997).

Heinrich (1988) discovered some curious deposits in the eastern North
Atlantic. He linked the “dropstones™ deposits to ice-rafted debris. Heinrich
suggested that with an increase of freshwater influx in the North Atlantic, either
as the result of an increase of summer meltwater or an increase of iceberg
production, polar water was able to penetrate further south. With polar water
penetrating further south, icebergs, and the debris they were transporting (Fig.
2-7A), were also transported further south. Eventually the icebergs melted and
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Fig. 2-7. (A) Icebergs break off of the ice sheet, carrying debris with it, which is subsequently
deposited in the deep North Atlantic (Bard, 2002). (B) A very schematic time series indicating
the cyclicity of Heinrich and Dansgaard-Oeschger (D-O) cycles. Vertical scale can be e.g.

proxy data or temperature.

the debris they carried was deposited. These deposits can be seen clearly in
sediment cores. The quantity and quality of the ice-rafted debris not only
indicates what the climate was like at the time of deposition, but geological
analysis of the debris can also establish the source of the sediment. During the
colder periods (the so-called Heinrich events), the source of the debris was from
the Laurentide ice sheet and the Hudson Bay area.

Each Heinrich event was followed abruptly by a change to warmer climates.
A plausible explanation could be that due to a net increase of evaporation at the
high latitudes', the ocean became saltier, and therefore denser. The denser ocean
would sink, and this would have triggered the conveyor motion again. Dokken
and Jansen (1999) also suggested that the conveyor belt would start up due to an
increase in salinity of the North Atlantic ocean, but they suggested that that was
due to brine release during the cold phase. With the initiation of the circulation,
heat was transported to the higher latitudes again, resulting in warming of the
pole, and melting of the ice. This in turn would have reduced the albedo again,
resulting in a global warming. This warming trend caused a chain of minor

cooling events (Dansgaard-Oeschger cycles) and eventually another Heinrich

" Evaporation would become more dominant when the decrease in precipitation outweighted the decrease in
evaporation.
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event with the next massive discharge of icebergs into the North Atlantic (e.g.
Broecker, 1994: Bond and Lotti, 1995). The sequence of a chain of Dansgaard-
Oeschger cycles within the Heinrich cycles is called a Bond Cycle. These cycles
are quite periodical, with Dansgaard-Oeschger cycles every 2.000-3.000 years,
and the Heinrich events every 7.000-10.000 years (Fig. 2-7B). Variations in
Earth’s orbit (precession, obliquity and eccentricity) and Heinrich - Dansgaard-
Oeschger cycles, are the most recognizable causes for periodical variations in the
climate of the Quatenary, but are surely not the only ones. As can be seen in Fig.
2-4, there are many more fluctuations at many more different time scales. What

causes these variations in the climate is still an area of major research.

Now that it is understood that the climate of the Quatenary was subject to
major fluctuations, we can have a look at the last “extreme” climate of the
Quatenary. As mentioned earlier, the whole Quatenary can be regarded as an ice
age, but there were short times that the climate was quite a bit warmer (the
interglacials). The previous interglacial, the Eemian, about 125.000 years ago,
ended a very long glaciation period. There are indications that that happened
very rapidly. Duplessy and Shackleton (1985) suggested that the change was due
to a major influx of fresh water in the North Atlantic as the result of the melting
of the continental ice sheets. They suggested that NADW formation stopped
completely in the northern Atlantic Ocean (the “off” mode). The NADW started
up again at the inception of the next glaciation in response to the increasing
salinity of the world oceans. The Eemian lasted about 10.000 years.

The Eemian was followed by the last period of glaciation, the one that lasted
till about 10.000 years ago. This period of glaciation featured similar climate
fluctuations, culminating in a glacial maximum about 20.000 years ago, the Last
Glacial Maximum (LGM). The Last Glacial Maximum was abruptly followed by
a warming period, which culminated in today’s interglacial. The change from
glacial to interglacial was not a smooth event, but was also characterized by
several fluctuations (see Fig. 2-4). Alley et al. (1999) hypothesized that these
millennium scale fluctuations were also due to Heinrich and Dansgaard-

Oeschger oscillations. Most noticeable was a temporarily cooling event during
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the younger Dryas (about 11.000 years ago). Manabe and Stouffer (1999)
suggested that it was due, again, to the melting of the continental ice sheets. The
effect of this cooling was probably not strong enough to be felt worldwide (e.g.
Markgraf, 1991: McGlone, 1995: Bennett et al., 2000). The glaciation of the
younger Dryas appeared mostly in the Northern Hemisphere.

After this period of cooling, the temperature rose sharply again and entered
the present Interglacial. A temperature maximum occurred during the mid-
Holocene, around 6.000 BP. This maximum was mainly due to an increase in
summer temperature, rather than an increase in the year round temperature (e.g.
Crowley and North, 1991). The main continental ice sheets had disappeared by
this stage. The increase of temperature also resulted in global changes in
precipitation patterns, with an increase of the monsoonal circulation. The latter
part of the Holocene was slightly cooler and drier again.

The last 1000 years of the Holocene first had a relatively warmer period
during the Middle Ages (1000-1300), followed by what is called “The Little Ice
Age” (1350-1850). Besides geological proxy data, historical data in the form of
writings and drawings, do illustrate these particular climate periods. The mean
global temperature increased dramatically during the last 150 years. Although
slowly at first, the mean global temperature increased during the latter part of the
twentieth century at a rate not seen for many millions of years. This increase has
been attributed to an ever-increasing amount of carbon dioxide being released
into the atmosphere as a result of the rapid industrialisation. Besides carbon
dioxide, many new, man-made gases have been dumped in the atmosphere. Even
in relatively small amounts, these “trace gases™ have a considerable effect on our

climate.

In the previous paragraphs, geological proxy data were mentioned several
times as the basis of our knowledge of what our past climates were like. Since
there is really no other way to find actual data about the state of past climates, it
is important to extract the correct information from these data. The following
section will give a short overview of what proxy data is available, and what

climatic information can be extracted from it.
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o Proxy Data

There are various disciplines that use a variety of methods to gather

information about recent paleoclimates (Quatenary). Table 2-2 presents an

overview of the principal sources of proxy data for paleoclimate reconstructions

(1) Glaciological (ice cores)

(a)

(b)

(c)

(d)
(2)  Geological

geochemistry (mainly ions and isotopes of oxygen and
hydrogen)

gas content in air bubbles

trace element and microparticle concentrations

physical properties (e.g. ice fabric)

(A) Marine (ocean sediment cores)

(i) Biogenic sedimenrs (planktonic and benthic [ossils)
(a) oxygen isotopic composition

(b) faunal and fMoral abundance

(¢) morphological variations

() akenones (from diatoms)

(if) Inorganic sediments
(a) terrestrial (Aeolian) dust and ice-rafted debris
(h) clay mineralogy
(B)  Terrestrial

(i) glacial deposits and features of glacial erosion

(b) periglacial features

(c) shorelines (Eustatic and glacio-custatic features)

(d) Aeolian deposits (loess and sand dunes)

(e) Lacustrine sediments, and erosional features (shorelines)

() Pedological features (relict soils)

(2) Speleothems (age and stable isotope composition)

(3) Biological

(a) tree rings (width, density, stable isotope composition)

(b) pollen (type. relative abundance. and/for absolute
concentration)

(¢) plant macrofossils (age and distribution)

() msccts (assemblage characteristies)

(¢) corals (geochemistry)

() diatoms, ostracods. and other biota in lake sediments
(assemblages, abundance, and/or chemistry)

(2) modern  population  distribution  (refugia  and  relict
populations of plants and animals)

(4) Historical

() wrillen records ol environmental indicators
(parameteorological phenomena)

(b) phonological records

Table 2-2. Principal sources of proxy data for paleoclimate reconstructions (after Bradley,

1999).
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Aechive Minimum sampling Temporal range Potential
interval (order: vr) information derived

Historical records day/hr ~10 T.P.B.VMLS

Tree rings yr/season ~10° TP.BV.MS

Lake sediments yr (varves) to 20 yr ~10-10° T.B.M.P.V.C,

Corals Yr -0 Co TP

e cores Yr ~5x 10° T.P.C.B.V.MS

Pollen 20 yr ~10° T.P.B

Speleothems 100 ~3x 107 Cyod P

Paleosols 100 vr ~10° T.P.B

Loess 100 yr ~10° P.B.M

Geomorphic features 100 yr ~10" T,P.V.L

Marine Sediments 500 vr ~10" T, C,.BMLP

T = temperature

P = precipitation, humidity. or water balance (P-E)

chemical composition of air (C,) or water (C,,)

= information on biomass and vegetation patterns

P Y
nu

V = voleanic eruptions

o

[ = geomagnetic lield variations

= sea level

= solar activity

o rare ctrcumstences (varved sediments) < Hvr

Table 2-3. Characteristics of natural archives (after Bradley, 1999).

and Table 2-3 gives an overview what timescale they detail. Extracting climatic
information from these proxy data is often a difficult task. The sample needs to
be calibrated properly. Calibration is done by investigating features of a similar
sample under present day climatic conditions. It is assumed that the relationships
between past climatic conditions and the sample are the same as in the present
day. Once these relationships are known under present day conditions, the
paleoclimate record of the sample can be obtained by interpolating/extrapolating
these relationships for the sample.

An example of this calibration technique is the relationship between 80
and temperature. When evaporation occurs, the lighter compounds will evaporate

first. The compounds that include '°O are lighter than the same compounds that

'8"0 is the ratio between the isotopes '*0 and 'O in a sample.

50 ) _(180 ; )
( /4’ ample ] /60 standard

"0 = ('S"o : x1000

/16
7 sraaid
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include '*0. This means that '®0 will evaporate more easily, leaving a relatively
higher concentration of '*O in the oceans. When atmospheric water precipitates,
some of it will end up in the continental ice sheets. The water compounds of
these ice sheets are then relatively depleted of '*O compared to the ocean. The
variation between the 8'°0 of the ice sheets and the 8'*O of the oceans provides
information about the temperature of the climate in the time the ice sheets were
formed. Therefore 8'*O is an indicator of whether a past climate was relatively
warm or cold. In general, the larger the ratio of 8'*0, the colder the climate is.
However, care should be taken in the interpretation of the outcomes. The 8'*O
method does not apply universally, and the link between surface temperature and
380 seems to vary in time and space. Several modelling studies have indicated
that regional and seasonal aspects can have a profound effect on the surface
temperature-8'°O relationship (e.g. Jouzel et al., 1997: Delaygue et al., 2000:
Noone and Simmonds, 2002), making it ditficult to determine uniquely the exact
relationship between those parameters. In fact, Noone and Simmonds (2002)
found that daily temperature correlations for Antarctica were opposite to those of
the annual mean and Brown and Simmonds (2004) found that the correlations
were reversed when moisture transport took place from cooler to warmer
latitudes in their experiment with idealized continents located around the equator.

To increase the time resolution of the climatic record, it is important to
understand the relationships between climatic conditions and proxy data from
more than one discipline. As Table 2-3 shows, the various records cover different
time periods. The period that is covered by most, if not all records, will be a
more accurate determination of the age of a climatic signal than if the age was
determined by a single kind of proxy data. Combining the information from all
these proxy data will give a better and more complete database. For reliable
paleoclimate reconstructions it is important to have an as complete and accurate
database as possible. The most complete and longest recording of the climate in

the last several 100.000 years, comes from the Vostok ice core' (e.g. Barnola et

" A recently analysed sample, the EPICA Dome C core, records the climate to about 740.000 years ago

(Augustin et al., 2004).
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Fig. 2-8. Temperature fluctuations in the last 400.000 years relative to today’s global mean
temperature (Petit et al.,, 1999. This figure comes from their Figure 3. For illustrative reasons,

only temperature has been plotted here).

al., 1987: Genthon et al., 1987: Petit et al., 1999). The ice core gave information
about a variety of climatic indicators.

Besides 8'*0, other climatic indicators that could be studied include e.g. the
quality and quantity of sedimented dust, the amount of sodium, the deuterium
profile, and trace gases (e.g. CO, and CHy). All of these indicators have their
own specific link to climatic variables like temperature, wind, and humidity.
Combining the information of all these different climate indicators gives us an
astonishing insight into the climate of the Quatenary. As an example, Fig. 2-8
gives the general temperature trend as determined by the proxy data from the
Vostok ice core.

It must be clear that detailed geological proxy data are only available for
more recent geological times. The further back in time, the harder it is to find
appropriate proxy data, and the more difficult they are to date. The time
resolution is coarser for older samples. One period that is very well sampled, and
of which we can make a reasonable reconstruction, is the LGM. Past climates
can be referred to as “warm”™ or “cold”, or “windier”, “drier”, “dustier” or as
more or less humid then the present day climate. The next chapter will look at the

most recent “cold” climate in detail; the Last Glacial Maximum.
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Chapter 3

The Last Glacial Maximum

3. Introduction

For successful climate model validation and interpretation of output, it is
necessary to be able to reconstruct past climates. One of the main eras often
modelled is the Last Glacial Maximum (LGM). The Last Glacial Maximum
occurred about 20.000 years ago (see Fig. 2-4). Although the purpose of this
study is to reconstruct New Zealand’s climate during the Last Glacial Maximum,
it is essential that we understand the global climate of the LGM first. After all,
regional climates are influenced by the global circulation. This chapter will
discuss the characteristics of the Last Glacial Maximum and its climate.
Reconstructions of the climate during the LGM are done by both direct
interpretation of geological data, and by modelling, using the geological record
as proxy data, driving and forcing the climate models. Some aspects of the
climate during the LGM will be speculated on, in order to lay the framework for
the analysis of the data that will be discussed in chapters 5, 6, 7 and 8. The theory

and the use of climate models are discussed in chapter 4.

3.1. A Global description

Many studies have been dedicated to reconstructing the climate during the
Last Glacial Maximum. An abundance of geological data is found around the
world. Studies of marine organisms (like forams and diatoms), glaciers and ice

sheets, rainfall, sedimentation records, and many other biological and physical
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studies provide us with a view on what the state of the climate was at the LGM

(see section 2.3). The first international project that set out to combine the

various data was the CLIMAP project (Climate: Long-range Investigation
Mapping and Prediction: CLIMAP, 1976: 1981). Some of CLIMAP’s major
findings for the LGM were:

1)

2)

3)

Albedo:
An increase in albedo occurred as the result of the extensive areas covered
in ice, a vegetation change from forests to grassland, steppes and deserts,

and the lowering of the sea level.

Oceans:

The average cooling over the whole ocean surface was about 2.3°C and the
global average surface temperature decreased by about 5.3°C. The main
reasons for the cooling of the oceans were the equatorward shift of the
polar fronts and an increase in upwelling (and therefore cooling) in the
eastern equatorial regions. This was particularly the case in the Eastern
Pacific. Areas of major cooling are found at high latitudes, particularly in

the Northern Hemisphere.

[ce sheets:

The existence of huge continental ice sheets, up to 3km thick over the
Northern Hemisphere continents, and a dramatic increase in the extent of
sea-ice for both hemispheres. The increase of the ice sheets reduced the sea

level by about 85 meters.

Many models which have described the climate during the Last Glacial

Maximum have used boundary conditions as reconstructed by the CLIMAP

project. However the simulated Last Glacial Maximum climate is subject to
significant uncertainties related to these boundary conditions. SSTs (Sea Surface

Temperatures), sea-ice distribution and concentration, and ice-sheet topography

are not perfectly known. Different values for these parameters can give quite
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different results. Over the years some doubt has arisen about the accuracy of the
reconstructed tropical SSTs (e.g. Webb et al., 1997: Bush and Philander, 1998)
and the extent of sea-ice (e.g. Burckle and Mortlock, 1998: Crosta et al., 1998b)
as described in CLIMAP. Therefore several studies have used coupled ocean-
atmosphere models to compute SSTs instead of using prescribed SSTs in
atmosphere-only models (e.g. Manabe and Broccoli, 1985: Dong and Valdes,
1998: Ganopolski et al., 1998: Delaygue et al., 2000), while others have used, for
instance, Peltier’s (1994) reconstruction of the ice sheets (e.g. Dong and Valdes,
2000: Kageyama and Valdes, 2000) or have simply “modified” some of the
CLIMAP boundary conditions (e.g. Toracinta et al., 2004). Crowley (2000) gives
a review of CLIMAP’s tropical SST findings and of others who favour a larger
decrease of tropical SSTs, and suggests that the “truth” is probably somewhere in
between. The Paleoclimate Modelling Intercomparison Project (PMIP, e.g.
World Climate Research Programme-111, 2000) was set up in the 1990’s to
facilitate model to model comparisons under the same paleoclimate forcing
conditions in order to better understand past climate changes. The two time
periods investigated were the Holocene Maximum (6kBP, see Fig. 2-4) and the
LGM. The simulations for the LGM were performed either in a coupled version
with a slab model (computed SSTs), or have used SSTs from CLIMAP. There
were several distinct differences between the computed SSTs and CLIMAP SSTs
(e.g. Dong and Valdes, 1998). PMIP’s findings are often quoted as being more
correct than CLIMAP’s, particularly PMIP’s reconstruction of SSTs and sea-ice
fields. For that reason, PMIP’s findings are often used in climate simulations of
the LGM. The modelling study done here has used the boundary conditions
specified by PMIP.

The cause of the colder climate during the LGM was due to a combination of
the factors mentioned earlier in this section, none of which were by themselves
the dominant cause of the ice age. A reduction in atmospheric CO, an increase
in the extent of the polar ice sheet and continental glaciation, and a shallower,
and possibly less vigorously, North Atlantic Thermohaline Circulation (NATC),

are all suggested as causes (e.g. Broccoli and Manabe, 1987: Bintanja and
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Oerlemans, 1996: Weaver et al., 1998: Broccoli, 2000) for the colder climate.
Other studies have shown that other variables, such as the number of airborne
dust particles (e.g. Harvey, 1988: Lunt and Valdes, 2001), vegetation changes
(e.g. Levis et al., 1999) and cloud cover (e.g. Hewitt and Mitchell, 1997) all had

an effect in cooling the climate as well.

- Albedo.

During the LGM, the orbital parameters of the Earth were similar to their current
values so that the incoming solar radiation during the LGM was not significantly
different than today’s. Orbital forcing therefore is unlikely to be a major cause of
the colder climate. But the combination of a higher albedo, resulting in more
radiation being reflected back, with a reduction of atmospheric CO,, resulting in
less long-wave radiation being trapped, had a major effect (Broccoli, 2000).
Their combined effects would have altered the effect of the incoming solar
radiation. Changes in the height and amount of clouds, as well as in their
composition would also have affected the radiation balance (e.g. Hewitt and
Mitchell, 1997), but their total effect would be hard to determine (Stephens and
Webster, 1981).

- Oceans:

A lot of effort has gone in to understanding the role of the oceans in explaining
the climate of the LGM. Any cooling of the surface temperature in the tropics
will inevitably influence the atmosphere globally. Liu et al. (2000) point out the
importance of accurately determining the east/west SST gradient across the
equatorial Pacific during the LGM. Any change in this gradient could imply that
the climate was more like an El Nifio or a La Nifia climate. Yin and Battisti
(2001) came to a similar conclusion. They found that the absolute temperature
difference between the present and the LGM tropical SSTs is of less importance
in explaining the differences between the two climates than the differences
between their tropical SSTs patterns. Using a coupled ocean-atmosphere GCM,
Bush and Philander (1998) found that the western tropical Pacific also had a

strong cooling (CLIMAP indicates that the main tropical cooling was in the
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Eastern Pacific), that there was a strengthening of the trade winds, and an
enhancement of the tilt of the thermocline. The latter point was also found by
Andreasen et al. (2001) and Hewitt et al. (2002). These findings indicate that the
climate during the LGM might have been more similar to a La Nifa climate.
Other studies however, find indications that the climate during the LGM might
have been more like an El Nifio climate (e.g. Koutavas et al., 2002).

Using an atmospheric GCM under LGM conditions, Webb et al. (1997) found
that if the ocean during the LGM was transporting heat at present day rates, that
would lead to enhanced cooling, particularly in the tropics. The cause of the
latter was mainly subscribed to an increase in low clouds (increase of albedo),
where as the enhanced global cooling was due to reductions in atmospheric water
vapour and high clouds which decreased greenhouse forcing. Weaver et al.
(1998) however found that the ocean heat transport during the LGM was
different than today’s. Ocean models under glacial conditions indicate that there
were significant changes in circulation patterns (e.g. Lautenschlager et al., 1992:
Fichefet et al., 1994: Hovine and Fichefet, 1994: Hewitt et al., 2002). Most
notably, there was a change in deep water formation in the North Atlantic. The
production of the North Atlantic Deep Water (NADW) became much shallower
(e.g. Fichefet et al., 1994: Weaver et al., 1998), to a depth of about 2500m, and
ceased to exist north of about 55°N. Intermediate waters in the Pacific and in the
Atlantic ocean were more vigorously ventilated. The Atlantic conveyor belt was
weaker and the circulation closed itself in the North Atlantic. Antarctic Bottom
Water (AABW) was able to penetrate to higher northern latitudes, replacing
NADW. The effects of a reduced or southwards shift of the NATC, has been
discussed in chapter 2. The LGM sees indeed a cooling of the pole and an
expansion of the polar ice sheets as the result of a changed NATC. There are
some indications that this was more the result of a southward movement than a
reduction in the NATC. Indeed, Lautenschlager et al. (1992), Hewitt et al.
(2001), and Hewitt et al. (2002), using an ocean model or a coupled ocean-
atmosphere model, all find that the NATC might actually have increased in the
northeast of the Atlantic. The latter two authors even indicate that a possible

strengthening of the NATC during the LGM might have resulted in warming in
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parts of the Northern Atlantic, though this warming is at odds with paleoclimate
proxy data (e.g. CLIMAP, 1976). Kitoh et al. (2001) and Bjornsson and Mysak
(2001), also using coupled ocean-atmosphere models, find the southerly shift and
the strengthening of the NATC during the LGM as well, but subscribe their latter
finding to a shortcoming in their model, and declare it contradicts paleoclimate
findings.

Another possible important change in the ocean circulation occurred as the
result of the near-closure of the Indo-Pacific throughflow. Due to the lowering of
the sea level, Australia was connected to Papua New Guinea and the South-East
Asian Archipelago had become one landmass. The increase in landmass had a
blocking effect on the exchange of water between the Indian and Pacific Ocean.
The wind-driven South Pacific gyre now had two of its outlets, the Indo-Pacific
throughflow and the flow through the Baring Strait, altered. If the forcing were
the same, it would mean that the mass balance of the Pacific Ocean circulation
was altered, resulting in either a change of direction or a change in the strength of
one or more of its currents. Hirst and Godfrey (1993) for instance showed that a
change in the Indo-Pacific throughflow could considerably alter the East
Australian Current (EAC)'. Instead of turning east at about 32°S, the current
would go south all the way to Tasmania. Lautenschlager et al. (1992) however
found a reduction in the East Australian current. However, both scenarios would
result in lowering the SSTs around New Zealand, since the waters around New
Zealand would have been deprived of their main heat-bearing current. Colder
SSTs around New Zealand during the LGM have been documented by several

authors (e.g. Barrows et al., 2000: Carter et al., 2002).

- lce sheets:

The increase in the volume of the cryosphere is particularly prominent in the
Northern Hemisphere, where the polar ice cap extended southwards and covered
Northeast America (the Laurentide ice sheet) and North-western America

(Cordilleran ice sheet), Greenland and parts of northern Eurasia (CLIMAP, 1976:

" The EAC is a western boundary current, and together with the local eddies, transports heat to higher latitudes.
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Peltier, 1994) and reached heights possibly over 2km'. The enlarged ice sheets
affected the climate of the LGM in several ways. The radiative balance was
different as the result of a higher albedo. The high albedo was the result of the
high reflectivity of the ice sheets and the increase of the landmass at the expense
of the oceans (due to lowering of the sea level). Due to its direct contact with the
atmosphere, the enlarged ice sheets lowered the high latitude surface temperature
and changed the locations of maximum temperature gradients. The latter would
have had affected the locations of storm tracks and thereby regional climates.
The large atmospheric circulations changed due to the large increase in
orography. The latter two effects resulted in major changes in the climate of the
midlatitudes in the Northern Hemisphere. Manabe and Broccoli (1985) and
Broccoli and Manabe (1987) speculated that the ice-sheet was the main
contributor to the cooling of the Northern Hemisphere, where as the reduction in
CO, content in the atmosphere was the primary contributor to lower temperatures
in the Southern Hemisphere. A similar result was found by Mitchell (1993),
although Bintanja and Oerlemans (1996) suggest that the CO, effect was more
pronounced for the Northern Hemisphere.

It is thought that the effect of the change in the amount of sea-ice in the
Southern Hemisphere was not as dramatic as in the Northern Hemisphere. There
are major differences between the CLIMAP (1976: 1981) and Peltier (1994)
reconstructions of the extent of the sea-ice around Antarctica, but unlike in the
Northern Hemisphere high latitudes, there was virtually no additional land
covered by ice’. Modelling studies by Huybrechts (1990) and Budd et al. (1998)
give support to the hypothesis that the Antarctic ice sheet basically followed
glacial periods in the Northern Hemisphere by means of sea-level
teleconnections. The lowering of the sea level during the LGM resulted in an

advance of the grounding line of the Antarctic sea-ice (Huybrechts, 1990: Budd

" Although the extent of the ice sheets is well constrained through geological data (e.g. sedimentation records of
diatoms and forams), the possible height of the ice sheets is determined by modelling the visco-elastic
response of the Earth to different loading of the ice sheets. By tracking the relative sea level back in time to
the LGM, the amount of loading can be determined approximately.

? Exemptions were for some midlatitude land masses with high orography that protrude far enough south to be
covered by glaciers, like e.g. South America and the Southern Alps ot New Zealand.
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et al.,, 1998: Krinner and Genthon, 1998). Studies by Crosta et al. (1998a:
1998b), Burckle and Mortlock (1998) and Delaygue et al. (2000) indicate

possible seasonal changes in sea-ice extent, which would imply seasonal
variations in local wind patterns and therefore variations in precipitation. Overall,
due to the lower temperature, precipitation over Antarctica was reduced (Krinner
and Genthon). The reduction of precipitation meant that the thickness of the ice
sheet in the interior of Antarctica was similar, or slightly thinner, than in the
present day (e.g. Budd et al., 1998: Krinner and Genthon, 1998: Delaygue et al.,
2000: Krinner et al., 2000).

These different surface conditions during the LGM influenced the main
atmospheric circulation patterns. With the poles cooling down more than the
tropics, the zonal mean meridional temperature gradient steepened. The
meridional temperature gradient, together with the geostrophic wind equation'
and the thermal wind equation’®, explains the main large-scale atmospheric flow
at midlatitudes, that is, the predominantly westerly winds. Rind (1998) describes
how the climate during the LGM changed as a result of a steeper meridional
temperature gradient. Through the thermal wind equation, an increasing
meridional temperature gradient will result in an increasing westerly flow at the
mid-latitudes. In order to maintain this stronger westerly flow, the baroclinicity
should increase as well. Hall et al. (1996a), Dong and Valdes (1998), and
Kageyama and Valdes (2000) all found that there were large local increases in
baroclinicity during the LGM, especially in the Atlantic storm track. They also
noted that there were considerable differences in the responses between the
Northern and Southern Hemisphere to this different climate. The following
section describes the differences between the Northern and Southern

Hemispheres.

" The geostrophic wind equation describes the horizontal flow which is the result of the balance between the
horizontal pressure gradient force and the Coriolis acceleration.

* The thermal wind equation relates the vertical gradient of the horizontal geostrophic wind to the horizontal
temperature gradient and is a consequence of geostrophic and hydrostatic balance.
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3.2 Northern Hemisphere Circulation

The most dramatic changes occurred in the Northern Hemisphere. As a result
of the expanded polar ice sheet, not only did the zonal mean meridional
temperature gradient become steeper, resulting in stronger westerly winds, but
the positions of the maximum temperature gradients shifted too. In today’s
climate, the position of the maximum temperature gradient can be found at the
land-sea boundary. This is particularly true in the winter, when the land cools off
considerably more than the surrounding seas. The land-sea temperature contrasts
are the most important variations on the mean temperature field for the
development of transient eddies. During the LGM however, the locations of the
maximum temperature gradients shifted from the land-sea to the ice-sea
boundary. As a result of this shift, zonal changes in the temperature gradient
produced changes in the stationary waves and storm track activity. These in turn
altered the large-scale precipitation distribution and the pattern of latent heat
release. Changes in storm track activity and diabatic heating in turn affected the
stationary waves. This was in particular true for the North Atlantic storm track,
since the polar ice sheet expansion was more prominent in North America.

Modelling studies have indicated that the two main Northern Hemisphere
storm tracks both had a strong eastward shift at the LGM (e.g. Valdes and Hall,
1994: Dong and Valdes, 1998). The primary sites for the generation of mid-
latitude systems moved eastward in both storm tracks, onto the sea-ice edge
where the strongest temperature gradient resided. Both storm tracks were much
more zonally confined, following closely the sea-ice edge, resulting in a change
in precipitation patterns as well. Kageyama et al. (1999) found that these results
were consistent for a range of models. The models were not conclusive however
in determining whether a higher baroclinicity necessarily implied stronger
transients. Because of differences in meridional heat transport, some models
favoured energy transport by the transient eddies, where as others found that the
planetary waves were more important. Rind (1987) found that the different
responses to the ice age forcings depended on the different boundary conditions
used to drive the model. For instance, variations in land-sea contrast and

orography altered the types of eddies (transient versus stationary), their
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generation (barotropic versus baroclinic), their wave number distribution and the
location of the storm tracks.

Another interesting aspect of the midlatitude storm tracks in the Northemn
Hemisphere during the LGM was their possible shift towards longer wavelengths
(e.g. Kageyama and Valdes, 2000). The effect of the baroclinic eddies is to limit
the meridional temperature gradient from becoming supercritical (Stone, 1978,
the "baroclinic adjustment"). When the meridional temperature gradient exceeds
a critical value (becomes supercritical), the most unstable wave will be excited
and baroclinic instability will occur. The most unstable wave grows and
transports heat until it reaches its threshold where upon excess heat will be
transported by the next longer wave. So through internal interactions of the
unstable waves, baroclinic waves will shift to longer wavelengths. (Hayashi and
Golder, 1987: Cehelsky and Tung, 1991, the "nonlinear baroclinic adjustment":
Rind, 1998: Welch and Tung, 1998a: Welch and Tung, 1998b). Longer
wavelengths are more efficient at carrying heat, since they saturate less easily. A
change of wavelength would have changed the regional climates by affecting the
advection of weather patterns.

Perturbations in temperature are much more confined to the lower levels
during the LGM (Hall et al., 1996a: Dong and Valdes, 1998: Kageyama et al.,
1999: Kageyama and Valdes, 2000). The tropopause was lower as a result of the
cooler temperatures. The heat transport at the lower levels was larger than during
the present day, but integrated vertically through the whole atmosphere, it was
less. The increase of heat transport at lower levels is consistent with an increase
in transient eddies. Garcia (1991) shows that with an increase in the forcing,
locations of wave breaking extend to lower altitudes. The stronger vertical
decrease of horizontal heat transport is consistent with a more stable atmosphere
during the LGM, where the extent of vertical movement was reduced. Although
these deductions of what the climate was like during the LGM come from
climate models, there are various factors that influence the outcome of a
simulation. Resolutions and parameterizations play an important part in each
simulation. Dong and Valdes (2000) found that low resolution models give poor

simulations of planetary waves and storm tracks. Rind (1988) suggested that the
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variations between low and high resolutions in the model he used are due to the
way they model energy transfers (for details on parameterization issues, see

chapter 4).

From geological proxy data (section 2.3) and from climate models it is clear
that the climate during the LGM was quite different in the Northern Hemisphere.
It was not just colder, but the interactions of the cryosphere, the atmosphere and
the ocean, altered the main circulation patterns, which in turn affected regional
climates as well. In order to interpret regional climates during the LGM, it is
therefore important to understand the main circulation patterns. For
understanding New Zealand’s climate during the LGM, we need to understand

the climate of the midlatitudes in the Southern Hemisphere during the LGM.

3.3. Southern Hemisphere Circulation

In today’s climate, the Southern Hemisphere's atmosphere is characterized by
a pronounced zonal circulation. Variability on the zonal circulation is
characterized mainly by the lower wave numbers, although their amplitudes are
in general smaller than their counterparts in the Northern Hemisphere (e.g. van
Loon and Jenne, 1972: Trenberth, 1980). Trenberth (1980) found that both the
mean fields as well as the individual wave patterns show remarkable consistency
with only very small seasonal variations. It seems that the Southern Hemisphere
stationary waves are caused mainly by the off-centre positioning of the main
orography in Antarctica and asymmetries in the sea-surface temperatures (e.g.
van Loon and Jenne, 1972: Karoly, 1983: James, 1988), although remote forcing
from lower latitudes also plays a role (e.g. Quintanar and Mechoso, 1995).

In the Southern Hemisphere, the planetary waves are very weak. It are the
transient eddies which the whole year round are the main drivers of the
meridional heat transport (e.g. van Loon, 1979: van Loon and Kidson, 1993). If a
change in the mean planetary wavelength occurred in the Southern Hemisphere
during the LGM then there needs to have been a very strong increase in the

meridional temperature gradient. But as mentioned, although the meridional
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temperature gradient had increased, it most likely was not as steep as first
described by the CLIMAP group. There have been no indications of significant
changes in the frequency and amplitude of the Southern Hemisphere’s stationary
waves during the LGM. Dong and Valdes (1998) found that the Southern
Hemisphere planetary waves remained weak and hardly changed in their LGM
simulation. But even if they had changed, the effect would have been less
dramatic than in the Northern Hemisphere. With the general circulation being
nearly barotropic, storm tracks in the Southern Hemisphere are much more
zonally aligned than their northern counterparts. Any variations in the mean
field, as a result of any possible variations in the planetary waves, would have
had minimal consequences for any ‘preferred” positions of troughs and ridges,
and therefore for specific climate patterns at mid latitudes.

The changes in the general circulation pattern of the Southern Hemisphere
during the LGM were therefore probably less profound than they were in the
Northern Hemisphere. With no large landmasses in the Southern Hemisphere, the
zonal temperature contrasts during the LGM were not much different than in
today’s climate. But what might be of more relevance for the Southern
Hemisphere is how the transient eddies might have changed under LGM
conditions. The strength of the eddies is closely related to changes in meridional
temperature gradient which are associated with changes in sea-ice (Hall et al.,
1996a). Rind (1987) noticed an increase in baroclinic energy generation due to
the expanded sea-ice extent. The main discussion point for the Southern
Hemisphere therefore could be: “What was the sea-ice distribution during the
LGM?” The strongest temperature gradients are found between regions with the
largest difference in sea-ice concentration. The maximum extent' and seasonal
variability of sea-ice could influence the meridional temperature gradients and
therefore could influence the preferred positions of the storm tracks.

CLIMAP (1976: 1981) saw a huge increase in the extent of the ice sheets, and

in particular the mainly marine Western Antarctic ice sheet which expanded up

"In many discussions, as well as in this thesis, references to sea ice extent often refer to the distribution and the
concentration of sea ice, rather than to maximum extension only. Excemptions to this assumption will be
indicated clearly in this thesis.
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to its continental edge. But CLIMAP’s findings in this are questioned. Because
the sea-ice extent is important for determining the mid-latitudinal meridional
temperature gradient, and therefore for understanding the main westerly flow and
its perturbations, a whole range of studies have been dedicated to improve our
knowledge about how sea-ice might have changed during the LGM. For instance,
Crosta and Pichon (1998b) and Burckle and Mortlock (1998) used the
dependence of certain diatoms on open sea, as opposed to sea covered by ice, to
estimate the extent of the LGM sea-ice. Others used modelling studies (e.g.
Huybrechts, 1990: Budd et al., 1998) together with geochemical records (e.g.
Morse et al., 1998). Although these studies were not always conclusive, the main
point they had in common was that the sea-ice extent in the Southern
Hemisphere as described by CLIMAP was probably too large. This meant that
CLIMAP’s SSTs were too low, particularly during JJA. Fig. 3-1 clearly shows
the differences in prescribed (CLIMAP) and computed SSTs in the Southern
Hemisphere's midlatitudes. In general, studies that used CLIMAP’s sea-ice
extent have a stronger westerly flow than studies that used a less extensive sea-
ice cover, since the meridional temperature gradient in the latter is less steep.
Dong and Valdes (1998) simulated the LGM climate with both prescribed and
computed SSTs and investigated their different climatic responses. They found
an increase in the westerlies around 60°S in their simulation with CLIMAP SSTs
(and therefore a large sea-ice cover), where as they hardly noticed any change in
the westerlies in a similar simulation with computed SSTs (with less extensive
sea-ice).

Together with the static stability of the atmosphere, which determines the
ability of the atmosphere to become turbulent as the result of buoyancy effects,
the horizontal temperature gradient largely determines the occurrence of
baroclinicity. Therefore, changes in the meridional temperature gradient as the
result of changes in the location of the sea-ice edge could result possibly in
different locations of origin for the storm tracks. Analysing data from only one
year, Cavalieri and Parkinson (1981) found a relationship between the areas of
rapid ice growth and areas of cyclonicity. However Simmonds and Wu (1993)

determined that the location of storm tracks was insensitive to a reduction, and
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Fig. 3-1. Zonal mean sea surface temperature anomalies between the LGM and Present Day (PD)
simulations for DJF and JJA. Note the large anomalies at 60°S during JJA which are the result of
the difference in sea-ice extent between prescribed and computed sea-ice (after Dong and Valdes,
1998).

even a full removal of the sea-ice. They found that a change in the extent of the
sea-ice affected the number of cyclones and cyclogenesis mainly regionally. The
sensitivity of the location of the storm tracks to the sea-ice extent was discussed
further by Simmonds (1996), who noted that there was only a subtle connection
on interannual time scales. Although no strong relationship is found between the
location of storm tracks and the sea-ice extent, cyclone behaviour seems to be
influenced by changes in sea-ice concentration.

Various authors have developed different schemes determining the main
areas of cyclogenesis. Taljaard (1967) found that the Southern Hemisphere storm
tracks originate and develop in the midlatitudes and travel eastward and
poleward. Similar findings came from Trenberth (1991) and Sinclair (1995) who
both found a strong relationship between the storm track and the major upper
tropospheric jetstream. Sinclair and Revell (2000) studied extratropical
cyclogenesis in the Southwest Pacific. They used cyclonic vorticity advection as
indication of cyclogenesis. Since areas of strong cyclonic vorticity advection are
commonly associated with jet streaks, they were in fact linking cyclogenesis to
the upper air jetstream. During the austral winter, cyclogenesis often moves
south of the subtropical jetstream in the Pacific region, to areas of strongest SST
gradients. Other areas of preferred cyclogenesis are baroclinic zones along the
east coasts of Australia and South America in winter (Sinclair, 1995). Jones and

Simmonds (1993) and Simmonds and Keay (2000a: 2000b) found high cyclone
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density and cyclogenesis at higher latitudes, at latitudes associated more with the
polar trough. The differences between the studies are ascribed to the use of
different storm tracking systems. In general, the region between 30°S and 60°S
shows the largest transient eddy activity and is therefore often called the area of
the storm tracks (Karoly et al., 1998).

Using the UGAMP (United Kingdom Global Atmospheric Modelling
Programme) model under GCM conditions, Dong and Valdes (1998) found that
the Southern Hemisphere sea-ice extent was less than that described by CLIMAP
and that the mean sea level pressure and the winds over the high latitudes hardly
differed from the present day. Also using the UGAMP model, Wyrwoll et al.
(2000) investigated how the westerly flow and the baroclinicity could have
varied in the Southern Hemisphere during the LGM under CLIMAP boundary
conditions. Besides finding that the westerly flow had increased, they found that
there was a general poleward displacement of the zonal maximum of the westerly
winds, but with significant regional differences. Over the Indian Ocean-Australia
sector, the poleward displacement was nearly non-existent during the summer.
The associated poleward displacement of baroclinicity is in contrast with the
findings of the shift in westerly flow in the Northern Hemisphere. In the
Northern Hemisphere, the shift was determined by the change of the position of
the maximum temperature gradient from the land-sea edge to the ice-sea edge. If
the Southern Hemisphere storm tracks would depend similarly on the extent of
the sea-ice, then they would have moved equatorward during the LGM as well,
following the expanded sea-ice margin. This in fact was found by Morse et al.
(1998), who suggested that the storm tracks had indeed moved equatorward
during the LGM. However, Wyrwoll et al.’s (2000) study showed that the
changes in the position of the westerly flow during the LGM were more similar
to the variations in the present day circulation during winter: an increase and
poleward displacement of the westerlies and having a more zonal character. With
respect to the precipitation during the LGM, their reconstructions suggested that
there was a reduction in precipitation in south Australia, consistent with some
paleoclimatic evidence (Colhoun et al., 1996: Hunt and Barrows, 1999). They

suggested that this was caused by the fact that the main band of baroclinicity had

41



Chapter 3: The Last Glacial Maximum

moved poleward together with the general colder conditions during the LGM.
Similar interpretations were made by Hope and Simmonds (2003).

Although the Southern Hemisphere’s mean zonal circulation might not have
changed as much as it did in the Northern Hemisphere, the characteristics of its
seasonal cycle and its variability on the mean flow might have been different.
The next section discusses the Southern Hemisphere’s climate variability and
presents some speculations on what the variability might have been during the

LGM.

3.3.1. Modes of Variability

3.3.1.1. Semi-Annual Oscillation (SAO)

The SAO is the main seasonal variation of the zonal flow in the middle-high
latitudes of the Southern Hemisphere. It is characterized by a twice yearly
variation of both the strength and the position of the polar trough of low pressure
surrounding Antarctica. From March to June, and from September to December,
the circumpolar zone of low pressure expands equatorward and weakens at the
same time, where as from June to September, and from December to March it
contracts and intensifies (van Loon, 1967: Meehl, 1991: Mullan and McAvaney,
1995). As the result of the different heat capacities between the mid (50°S) and
high (65°S) latitudes (ocean versus polar continent), warming and cooling have
different lag times. Because of these different lag times, the temperature contrast
between the two latitudinal bands has two maxima; one during the austral
autumn (March/April) and one during spring (September/October. See Fig. 3-2).
Differences between the cooling and heating rates between these times' give rise
to the maximum being larger during autumn. The variations in temperature
gradient give rise to variations in both the strength of the westerlies and to
changes in cyclonic activity. The strongest westerly winds occur during March
and September south of about 50°S and during June and December north of

about 50°S.

' Autumn cooling at 65°S takes place more rapidly than the spring warming at 50°S.
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Fig. 3-2. The meridional temperature difference between latitudes 50°S and 65°S for
climatological 500hPa temperature. Computed from 30 years (1971-2000) of NCEP

reanalysis data.

The SAO is not a constant and varies in time. Meehl (1991) found that an
altered seasonal cycle of SSTs and ocean heat storage at 50°S can result in a
change in the SAO signal. Meehl et al. (1998) showed that the SAO was stronger
before and weaker after 1979. They described this to an anomalous change in the
temperature gradient between 50°S and 65°S, which was the result of a warming
trend. This resulted in a “flattening of the seasonal cycle of baroclinicity™.

Walland and Simmonds (1999) point out that the variations in the meridional
temperature gradient by themselves however do not fully explain the variations
in baroclinicity. They found that although the temperature gradient is larger in
March than in October, when studying variations in baroclinicity as the result of
the different states of the SAO, it is important to include the static stability of the
atmosphere as well. The static stability in the Southern Hemisphere’s early
spring is lower than in early autumn. The effect of this is that although the
temperature gradient maximum in autumn might be larger than the one in spring,
the lower static stability in spring amplifies the effect of the temperature gradient
more, resulting in greater baroclinicity in spring than in autumn. An interesting
climatic feature happens during winter when the average pressure over Australia

increases. This increase in pressure is in contrast with the decrease in pressure at
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other longitudes in the same latitudinal band. Van Loon (1967) pointed out that
during this period the pressure increases eastward of Australia, unlike during
other seasons. This phenomenon could possibly support the birth of “blocking
highs™ around New Zealand.

The question arises whether the SAO was much different during the LGM.
From the previous description one can assume that a different meridional
temperature gradient during the LGM could indeed have affected the SAO.
Stammerjohn et al. (2003) found that the SAO responds to the meridional
temperature gradient as modulated, among others, by regional/global warming.

Would a colder climate therefore also affect the SAO?

3.3.1.2. Intraseasonal and Interannual Variations

The Southern Hemisphere circulation exhibits a range of climatic variations
after the mean seasonal cycle is filtered out. Kidson (1999) gives an overview of
what signals can be detected within these variations, their timescales, and their

proportion to the total variance (Fig. 3-3). Although climatic variations on
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Fig. 3-3. Timescales associated with modes identified by EOF analysis (IS = intraseasonal, [A
= interannual, ID = intra-decadal, d = days, m = months, y = years). The percentages indicate
the proportion of variance in each band accounted for by the leading EOFs (after Kidson,
1999).
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timescales over several years are of interest, this study is not investigating these
“long term” variations, but examines only the intraseasonal and interannual
variations within defined time slices.

Kidson (1988a) looked at the time and spatial variation of the Southern
Hemisphere 500hPa zonal wind and found that there are several signals in the
variations. These variations can be understood by examining the 500hPa
geopotential height fields, and are well described through EOF analysis' (e.g.
Kidson, 1988b: Karoly, 1990: Ghil and Mo, 1991: Kidson, 1991). Fig. 3-4 shows
the four leading modes of variations of the 30day low-pass 500hPa geopotential
fields presented as rotated EOFs (REOF)’. These figures are from Renwick and
Revell (1999: The fourth panel was provided by the authors) and are
representative of the leading EOFs of the intraseasonal variations on the mean
Southern Hemisphere circulation. The leading EOFs explain around 40% of the
monthly mean variance of the Southern Hemisphere circulation at the
midlatitudes.

The main signal, or the first EOF, is primarily zonally-symmetric with
opposing peaks at 40°S and 60°S with a wave number 3 pattern embedded in it
(Wave number 3 is largely rotated out in Fig. 3-4. Unrotated EOF contains a
stronger wave number 3 pattern). Kidson (1988a) shows that this pattern varies
during the year, and is more of a wave number 4 pattern during summer.
Variations in geopotential height at the latitudes of 40°S and 60°S give rise to
variable gradients in geopotential height between these latitudes. These
intraseasonal modulations on the mean field are often called the “High Latitude
Mode” (HLM), the “Antarctic Oscillation” (AAO) or the “Southern Annual
Mode™ (SAM). Since the Southern Hemisphere circulation is virtually barotropic
on the monthly timescale, the modulation on the mean field is done through
momentum adjustment. A geopotential height gradient that is steeper than the

long-term mean results therefore in increasing westerly winds and baroclinicity

" EOF is a mathematical approach to examine the temporal and spatial variance in a dataset.

2 Interpretation of EOFs might be difticult if adjacent modes are not well-resolved in terms of their eigenvalues.
Rotation of their basis can improve the relationship between the spatial and temporal patterns and known
physical mechanisms, while keeping the eigenvectors orthogonal.
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Fig. 3-4. The four leading rotated EOFs of 30-day low-pass filtered S00hPa geopotential heights,
shown as covariance maps. The contour interval is 10m, with negative contours in blue, positive
contours in red. The figures at the top of each panel indicate the fraction of low-pass filtered

variance accounted for by each REOF (from Renwick and Revell, 1999).

at higher latitudes (Karoly, 1990). This phase of the HLM is referred to as the
“positive” mode of the HLM. Hartmann (1995) details how the two different
modes (positive vs. negative) have different characteristics and shows in
particular the difference in their baroclinicity.

Studies have shown that the HLM may change its behaviour under global
warming (e.g. Kushner et al., 2001). The question therefore arises whether it
might have varied during the LGM as well. During the LGM, the pole’s
temperature had decreased much more than the temperature at the midlatitudes.

This would have resulted in a larger decrease of the tropopause height at the pole
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than at the midlatitudes, giving rise to an increase in the geopotential height
gradient between the mid and high latitudes. If the amplitude of the HLM on the
meridional gradient of the geopotential height during the LGM was the same as
present, then it would have been relatively weaker than today, since the mean
westerly flow was stronger during the LGM and the gradient would therefore
have been steeper. However, with changes in the HLM intimately linked to
changes in the transients (e.g. Hartmann, 1995: Limpasuvan and Hartmann,
1999), if the HLM had changed during the LGM, then it could have altered
baroclinicity and precipitation patterns. This could have resulted in changes in
regional climates, for instance in the climate of New Zealand.

The second and third leading modes of the low-frequency variations in the
Southern Hemisphere (EOF 2 + 3) move in quadrature and resemble a wavetrain
pattern, which moves from Australia to South America. These signals are
associated with ENSO (e.g. Karoly, 1989: Renwick, 1998: Mo, 2000) and have
been shown to influence the number of blocking events in the midlatitudes,
particularly in the southeast of the Pacific (Renwick, 1998: Renwick and Revell,
1999)". The fourth EOF is also associated with ENSO, and is indicative of the
effect of El Nifo during the Southern Hemisphere summer months (or in other
words, during its mature stage). It represents a “dipole” between the middle and
high latitudes, with positive anomalies at middle latitudes and negative

anomalies at high latitudes (e.g. Karoly, 1989: Kidson et al., 2002).

As mentioned in section 3.1, for studying the climate at the midlatitudes
during the LGM, it is not sufficient to determine only the amount of cooling of
the tropical SSTs. With climate variability in the midlatitudes related to ENSO
patterns, it is just as important to get the east-west SST-gradient in the equatorial
tropics correctly (Liu et al., 2000: Yin and Battisti, 2001). This gradient will
indicate whether the LGM climate had characteristics associated more with an El
Niflo or a La Nina climate. Analysis of the second and third EOFs of the
Southern Hemisphere climate during the LGM could further indicate whether the

! However, ENSO is not the only cause of interannual variability over the southeast Pacific Ocean. Renwick
(2002) found that interannual variability over that region was also related to Antarctic sea-ice variability.
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climate during the LGM was indeed more like either one of these climatic
patterns. Both patterns would have had consequences for the climate at the

midlatitudes.

Do New Zealand during the LGM

New Zealand is located in the midlatitudes of the Southern Hemisphere,
about 166°E - 179°E, 34°S —48°S, with its main axes, about 1600km long,
oriented roughly SW — NE. It consists of two main islands, the North and South
[sland, and numerous smaller islands. Only about a fifth of its continental shelf is
above water. New Zealand is very mountainous, and a mountain chain runs
virtually through the whole country from north to south. The mountain range is
particularly high in the South Island (the Southern Alps) with several peaks well
over 3000m high. New Zealand’s climate can in general be regarded as
temperate, which is a reflection of the major influence that the surrounding
oceans have.

New Zealand occupies a unique position in the general circulation of the
Southern Hemisphere. Its continental shelf sits in the path of the main ocean
circulation and forces its Southern Hemisphere branch (the Antarctic
Circumpolar Current) to dip southwards in order to get around this obstruction.
Its landmass sits in the prevailing westerly winds and influences its passage. For
an air parcel to get pass this obstruction, it has to ascend and cross the mountains.
The air rises in the west, cools off, condensation occurs, and eventually the
moisture is removed through precipitation. When the air has passed over the
mountains, its moisture content has been lowered considerably. At the same time,
due to its descent to lower altitudes and release of latent heat, the air warms up,
also resulting in lowering the relative humidity. The climatic effect of the
mountains therefore is a wet west coast and a dry east coast with often fohn-like
winds. This is particularly the case for the South Island, where the mountains are
more continuous and are higher than in the North Island. At the same time, the
northern regions can be affected by (sub)tropical cyclones coming from the

north, and the (far) south regularly sees intrusions of polar air. In a nutshell, New
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Zealand’s climate is dominated by the ocean and the main regional differences
are induced by the topography.

With the SSTs being lower during the LGM, the question arises how New
Zealand’s climate during the Last Glacial Maximum was different to today’s
climate. When describing New Zealand’s climate during the LGM it is necessary
to understand the global circulation patterns during the LGM, and in particularly
the Southern Hemisphere circulation. The global circulation and the circulation
of the Southern Hemisphere during the LGM have been discussed in the first part
of chapter 3.

- Oceans

Due to the significant increase of the ice sheets and polar icecaps during the
LGM, the sea level was lowered. The result was that the main islands of New
Zealand were connected into one big landmass. The closure of Foveaux Strait
and Cook Strait would have had only a minimal impact on the ocean currents
flowing around New Zealand, since the mass transport through these passages is
relatively small compared to the other currents circulating around New Zealand.
The main effect of the enlarged landmass on the coastal currents was that they
shifted further offshore.

There are indications however that the main currents around New Zealand
during the LGM did change, but more as the result of changes in the driving
forces from somewhere else. The strengthened westerly flow would have
accelerated the Antarctic Circumpolar Current (ACC), and it could also have
moved slightly equatorward. New Zealand’s continental shelf interrupts the
predominantly zonal flow of the ACC and forces it to take a diversion to the
south to get around it. Any changes in the strength and direction of the ACC
would have affected the currents around New Zealand. A change in the currents
around New Zealand implies an alteration in the advection of ocean heat to New
Zealand, and has therefore a direct impact on the climate of New Zealand. Carter
(2001) gives a good overview of the possible changes to the currents around New
Zealand (Fig. 3-5). With the ACC moving slightly northward, it brings colder

waters to New Zealand’s continental shelf. There are indications of iceberg
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Fig. 3-5. Currents around New Zealand, Present Day (left) and Last Glacial Maximum (right).
Abbreviations for fronts are: TF = Tasman, STF = SubTropical, SAF = SubAntarctic.
Abbreviations for currents are: WAUC = West Auckland, EAUC = East Auckland, ECC = East
Cape, DC = D'Urville, WC = Westland, SC = Southland, ACC = Antarctic Circumpolar (from
Carter, 2001).

excursions onto the Campbell Plateau during the LGM (Carter et al., 2002). The
Tasman Front probably moved equatorward (e.g. Barrows et al., 2000) and was
weaker during the LGM, resulting in a less developed East Auckland Current
(EAUC) and East Cape Current (ECC). This enabled the Southland Current (SC)
to penetrate further northwards, across the Chatham Rise, replacing the warm
waters from the ECC with colder waters (e.g. Nelson et al., 1993: Nelson et al.,
2000). However the Subtropical Front (STF) directly to the east of New Zealand
had probably stayed in place. It is suggested that the waters to the east of New
Zealand saw enhanced upwelling, possibly as the result of stronger winds during

the LGM. This resulted in extra cooling of the eastern coastal waters during the
LGM.

- Cryosphere
An interesting feature of New Zealand during the LGM was the extensive

glaciers covering most of the Southern Alps. These glaciers extended all the way
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to the central west coast. The glaciers would have filled in most of the present
day valleys, up to 2000-2500m thick, and could have been as high as 3000m near
Mt Cook (J. Shulmeister, personal communication). The conclusion to be drawn
from this extensive glaciation is that accumulation of ice and snow (through
precipitation) had to be higher than ablation (melting, evaporation). Although
precipitation was probably lower overall than what it is today, the colder
temperatures prevented any rapid decline of the glaciers. The filling-in of the
valleys by the glaciers would have raised and widened the barrier to the westerly
flow, further accentuating the differences in the climates on either side of the
main divide. The mountains of the North Island were probably free from large
glaciers, but some peaks of the Central Plateau and the southern North Island

might have been covered in permanent ice.

In order to reconstruct the past climates of New Zealand, geological studies
have either investigated in detail certain areas of New Zealand, or have studied a
particular climatic indicator across New Zealand. Combining the results of all
these studies enables us to determine what New Zealand’s climate during the
LGM might have been like. This is done in several papers, such as Markgraf et
al. (1992), McGlone et al. (1993), and in a more recent paper by Shulmeister et
al. (2004).

Vegetation proxy data gives a good indication of what New Zealand’s climate
was like during the LGM. The common vegetation in New Zealand during the
LGM was mostly grasslands and shrubs. Forests are thought to have only existed
in isolated, sheltered areas. Patches of forest were more common in the North
[sland than in the South Island, with the Far North being the only area actually
covered by forests. The vegetation data of New Zealand implies a harsh climate,
where strong winds, droughts and frosts were not uncommon. The average
annual temperature was probably about 4.5°C - 5°C cooler than today. The
precipitation was reduced compared to today, giving rise to drier conditions
overall during the LGM. Only the Far North may have received precipitation
comparable to present day levels. Another indicator of drier conditions in New

Zealand during the LGM is the amount of 16ss that can be found in the
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sedimentation records. Drier conditions lead to an increase in erosion and
consequently to an increase of windblown sediment. An increase in aeolian
sediment requires either stronger winds or longer periods of windy conditions, or
simply an increase in exposure of the original bedrock. It is thought that that was
particularly the case for southern and central New Zealand. In short, one can sum
up New Zealand’s climate during the LGM as one that shows more

characteristics of a continental climate than its present day climate.

Our knowledge of the characteristics of a climate from the past comes mainly
from geological proxy data. But recently, researchers have placed more reliance
on computer models for simulating past climates. Paleoclimate modellers and
geologists now work together in reconstructing past climates. Chapter 4 will

discuss the topic of climate modelling.
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Chapter 4

Climate Modelling

4. Introduction

The last 30 years have seen a remarkable increase in studies of our climate.
We have become more aware of the variability of our climate system and its
impact on our society. Natural and human induced climatic phenomena like El
Nifio, the ozone hole, and “global warming”, to name a few, are not only
scientific issues, but are also important social, political, and economic topics. For
those reasons, climate studies have become prominent research programs. Many
national and international groups have been established to monitor and study our
climate. Building on the knowledge of the atmosphere developed over the last
century, we are now capable of describing the dynamics of the atmosphere and
its interactions with the surrounding spheres' in mathematical form. The
workings of the climate system can now be simulated through computer models.
These climate models in turn help us to understand our past, current and possible

future climates (Simmonds, 1998).

This chapter will deal with the topic of climate models. It will give a brief
overview of the history of atmospheric research, followed by a general overview
of some climate models, and a more detailed description of the model used in

this study.

" These spheres are for instance the biosphere and cryosphere.
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4.1. A Short History of Atmospheric Science

At the start of the twentieth century, people were trying for the first time to
use physics to describe the atmosphere. The Norwegian scientist Vilhelm
Bjerknes in 1904 (Charney, 1950) was the first to suggest that weather
forecasting should be possible by using the laws of physics. He believed that
both atmospheric physics as well as the necessary meteorological observations
techniques had developed to such a point that together they should enable us to
give a complete characterization of the atmosphere at a given place and time. He
suggested that only seven quantities were necessary for solving the equations
describing the state and motions of the atmosphere. Those quantities were the
three components of the velocity of air, u, v, and w (zonal, meridional and

vertical), the pressure p, the temperature €, the mass density p, and the water
content per unit volume . Bjerknes did not believe that the equations

describing the atmosphere could be solved analytically'. He therefore developed
a “graphical calculus™, a technique that enabled him to determine atmospheric
values using graphs. One of the well known graphical methods is the tephigram
(Devised by W.N. Shaw in 1925), and is still in common use today.

Bjerknes founded the Bergen School of Meteorology in 1917. This school
made a large contribution to the knowledge of the workings of the atmosphere
and they introduced a whole range of new concepts to meteorology. Their
formulations of air mass, warm fronts, cold fronts, and occluded fronts, enabled
them to formulate a working model for the main atmospheric movements. They
established the theory that small disturbances in the atmosphere can lead to
cyclogenesis.

In 1922 Lewis Fry Richardson was the first to solve a simplified version of
the seven equations describing the state and motions of the atmosphere. He
presented the idea that future weather can be predicted by solving these equations
with the present weather as the initial conditions. While correct in principle,

Richardson was not successful in his own numerical experiment, which was

! These equations are the continuity equation, the humidity and thermodynamic equations, the equation of
motion (three-dimensional) and the gas law.
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mainly attributed to the lack of sufficient and accurate initial data, as well as
having integration steps that were too large (hours) which caused numerical
errors (Fleming, 1996). It was Carl-Gustaf Rossby who eventually laid the
foundation by combining weather forecasting with dynamical meteorology. In
his early years he had worked at Bjerknes’ institute in Bergen, but he became
most famous for his work during his time in the United States. Rossby’s main
contribution was that he was able to include large-scale planetary features in the
meteorological models. His equations fitted the observations well and could be
solved. In 1940, Rossby and his fellow workers were able to make numerical
predictions for a one-layer atmosphere. “Rossby’s great achievement was to
devise a theory that was based on physics, that described atmospheric
phenomena that were of importance to forecasters, and whose predictions could
be calculated™ (Nebeker, 1995).

The time between the two World Wars saw an explosion of meteorological
data gathering. The arrival of the punch-card machine in the meteorological
world allowed meteorologists to do much more with much more data than ever
before. The most dramatic impact that World War II had on meteorology was the
introduction of the electronic computer, which developed out of wartime
technology. It was von Neumann who integrated meteorology and the electronic
computer. In 1944, von Neumann had become involved with the building of the
first electronic computer, the ENIAC, and by 1946 he identified that meteorology
was a prime application to test on an electronic computer (Cressman, 1972). His
drive to solve the highly non-linear equations by means of the computer got
many people interested. Rossby invited von Neumann to submit a proposal for a
meteorology project. In July 1946, the Meteorology Project at the Institute for
Advanced Study (IAS) in Princeton was founded. Jule Charney, who would
become a pivotal person in the development of atmospheric science, joined this
project in 1948 (Thompson, 1990). One of the key early breakthroughs by
Charney was the quasi-geostrophic approximation, where a near balance between
the pressure gradient force and the Coriolis force is assumed. The approximation

therefore assumed that the gravitational acceleration is balanced by the vertical
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pressure gradient'. This is a very accurate approximation except at very small
spatial scales (<10km) and outside regions of strong vertical motion, e.g.
vigorous convection or flow over steep orography. The quasi-geostrophic
approximation simplified the equations of motion into equations with pressure as
the only variable. At the same time the problem of fulfilling the Courant-
Friedrichs-Lewy” stability criterion was reduced since this approximation filters
out the fast travelling atmospheric sound and gravity waves and allows for a
larger integration time step. In the early 1950°s, Charney’s group made a lot of
progress in numerical weather prediction. Starting with a simple model, they
increased the complexity by addressing the shortcomings of the model
(Smagorinsky, 1983). This was a time where many developments took place in
atmospheric modelling. The idea of “long-range forecasting”, or in other words,
incorporating features of the general circulation, was first conceptualize.

Starr (1948) had outlined the concept of the general circulation in his analysis
of the transfer of absolute angular momentum within the atmosphere. Rossby and
Starr (1949) had concluded that the advection of relative angular momentum
through cyclones and anti cyclones plays an integral part in the mechanics of the
general circulation. These “perturbations™ on the mean zonal flow can cause
baroclinic instability. Barotropic models were replaced by baroclinic models® in
order to incorporate the advection of angular momentum in the general
circulation. Charney (1947) and Eady (1949) developed the first simple models
of baroclinic instability. Emerging from these early models was the simple 2-
layer model, which became a common model to describe features of baroclinic
instability (e.g. Phillips, 1954: Smagorinsky, 1963: Moura and Stone, 1976:
Held, 1978: Stone, 1978). Although these models had a lot of shortcomings, they
were able to describe the main features of the atmospheric circulation quite well

and so they are still regularly being used.

" This is the hydrostatic balance where dp/dz = -pg

* The Courant-Friedrichs-Levy criterion states that the horizontal resolution of the model must be larger than
the product of the integration timestep times the phase speed of the fastest traveling atmospheric wave,

Ax2>2At-c

3 . . . .
* Barotropic models, where isobars and isentropes are parallel to each other, do not allow vertical exchanges,
unlike baroclinic models where the geostrophic wind varies with height.
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What had become clear in the 1950’s was that the computer was an essential
tool for operational forecasting. There were spectacular improvements in the
speed, memory capacity and reliability of the electronic computers in the 1950’s
and 1960’s. In 1976 the first of the Cray computers, the first of the so-called
supercomputers, became available. The increase of computer power allowed for
the development of more advanced models. In the mid 1960’s the primitive-
equation models, based on Bjerknes® theories and integrated by Richardson,
replaced the baroclinic models for daily forecasting (Cressman, 1972). Gravity
waves were included in these models, since the very fast computers were capable
of solving the equations with very short integration steps.

The development of the forecasting models, their algorithms, and the
parameterization of difficult to define atmospheric variables, are closely related
to the development of general circulation models. Von Neumann was the first to
suggest the “infinite forecast”™ whereby he looked at the larger, planetary weather
systems. In 1955, Norman Phillips was the first to successfully model the general
motions of the Earth’s atmosphere (A description of Phillips' work is given by
Lewis, 1998). Smagorinsky’s paper (1963) about a primitive equation' model for
the general circulation did much to increase the interest in general circulation
modelling. This could be seen as the start of global modelling, and therefore the
start of modelling the state of the atmosphere on longer timescales. In fact,
weather modelling moved into climate modelling.

The following decades saw a significant development in the field of
atmospheric science. The tremendous development of numerical analysis
techniques, the introduction of the electronic computer, massive increases in
conventional and new data (e.g. from satellites), all improved our understanding
of the workings of the atmosphere. New studies (e.g. chaos theory, paleo studies,
atmospheric chemistry) and improved interactions with sources affecting our
atmosphere (e.g. oceans, bio- and cryosphere, human impacts) all led to a more

complete picture of our atmosphere. One of the most complete atmospheric

' The primitive equations are the simplified versions of the equations describing the conservation of
momentum, mass and energy. It assumes that the hydrostatic and shallow atmosphere approximations are
correct (see e.g. section 4.2.4).
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As mentioned in the previous section, climate models have evolved in time as
more and more became known about atmospheric circulations and as the
computer power increased. The earliest models were very much simplifications
of the real circulation. Today the most comprehensive climate models are the so-
called “coupled General Circulation Models” (coupled GCMs). These models
solve the set of equations describing the circulation for both the atmosphere and
the ocean (the “primitive equations™, see section 4.2.4). Included with these
models can be standalone models such as ice-sheet models and models
describing the biosphere. But other, simpler models are still very useful for
getting a general picture of some aspects of the atmosphere. This section will

discuss some of the more common climate models.

4.2.1. Zero Dimensional Models

The simplest climate model is the zero order model. This is also called the
energy-radiation model. This model only looks at the balance of incoming and
outgoing radiation. The incoming radiation is summed and that value can be
presented as the total radiative energy that the Earth receives from the sun. If it is
assumed that the Earth radiates like a black body, then radiation and temperature

are related to each other through the Stefan-Boltzmann equation:

R, =oT" (4.1)
where R is the Earth’s radiation, 7 is the equivalent black body temperature, and o
is the Stefan-Boltzmann constant. The difference in incoming R; and outgoing
radiation R, therefore indicates whether the Earth is warming up, or whether it is

cooling down.

AR=R —R (4.2)
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If the incoming radiation balances the outgoing radiation, AR = 0, then the average
temperature in time and over the whole Earth does not change'.

The chemical composition of the atmosphere plays a very important part in
trapping outgoing longwave radiation. Some of the atmospheric gases, especially
water vapour and CO, are particularly effective in trapping Earth’s infrared
radiation. Their spectrum of absorption bands lies well within the spectrum of
terrestrially-emitted radiation. Since we know that the composition of the
atmosphere is not constant (increase of “greenhouse™ gases by man, emissions by
volcanoes, and absorption of carbon by forests and oceans, to name a few), this
simple model can not be applied directly to the Earth’s surface, as it does not
include the crucial feedbacks that influence the radiation balance. Feedbacks are
interactions within the system that either enhance (positive) or counteract
(negative) the effect of any disturbance. The increase of greenhouse gases in the
atmosphere is directly linked to the phenomenon of “global warming”.

Other important feedbacks in the radiation scheme are related to the albedo of
the Earth and to the distribution and specifications of clouds. Over a third of the
incoming radiation is reflected back to space, mainly by the Earth’s surface and
by clouds (Fig. 2-1). A simple feedback mechanism can easily be demonstrated
in the case of the effect of ice on the incoming solar radiation. A change of
albedo of the Earth by increasing/decreasing the polar ice sheets, will have a
measurable result on the incoming amount of solar radiation. An increase in the
size of the icecap will result in a higher proportion of incoming radiation being
reflected back to space. This is a positive feedback, since if less solar radiation
hits the Earth, the Earth will cool off, and ice sheets can grow. This in turn will
increase the albedo of the Earth, so more radiation is reflected back to space,
which will result in the Earth to cool off, and so on.

Clouds however have a more complicated effect. Clouds can both reflect
incoming solar radiation and trap outgoing radiation. These effects depend on the
albedo, the type and the heights of the clouds. Clouds at lower altitudes have a

cooling effect (they radiate more outwards than that they trap heat), where as

" Both R, and R, vary in time (on all time scales) and in space.
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clouds at higher altitudes do just the opposite and tend to warm up the
atmosphere (Stephens and Webster, 1981). Under a global warming scenario, an
increase of clouds at low altitude would be a negative feedback, where as an
increase of clouds at higher altitude would be a positive feedback. Including the

effect of feedbacks on the radiation scheme, equation 4.2 should then read:

AR=R -RtE (4.3)

1

where E, is a variable heating term that depends on time. The sign of this variable

depends on whether it has a positive or negative feedback on the radiation
balance.

One of the remarkable aspects of this simple model is that if we only vary the
albedo by varying the amount of ice cover on Earth, it shows that the climate can
have three different stable states. A stable state is where incoming solar radiation

is balanced by the outgoing longwave radiation. Fig. 4-1 shows the three states as
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Fig. 4-1. Zero dimensional climate model with ice albedo feedback. The outgoing longwave
radiation R, and the incoming shortwave radiation R; are plotted against the globally averaged
surface temperature T (K). There are three climate states where the incoming radiation equals the

outgoing radiation (after Trenberth, 1992).
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a “warm” state, which can be seen as the current climate, an intermediate
climate, and a cold climate, where the whole Earth is covered in ice. This model
is therefore useful in estimating in a preliminary way whether the climate is in a
stable state or not. From it one can derive the “climate sensitivity” parameter
which determines the magnitude of the temperature change as the result of a

perturbation (North et al., 1981: Trenberth, 1992).

4.2.2. One Dimensional Models

There are two different kinds of one-dimensional models, but both have a

space coordinate as a variable.

A) Energy balance model
This model is a direct extension of the zero-dimension model. It assumes a
latitudinal distribution of solar radiation. Because of the uneven distribution of

solar radiation on the Earth, heat is transported from the equator to the pole.

Therefore this model needs a latitudinal heat transport term in the equation, £, :

at *

AR=R -R,*E  +E, (4.4)
Without this latitudinal heat transport, the equator would be too hot, and the
poles too cold. Fig. 4-2 gives a simplification of the effect of the heat transport
on the latitudinal temperature gradient. The latitudinal heat transport term

reduces the latitudinal temperature gradient. The time-dependent heating term
now also has a latitudinal dependency, E_\,_,. The energy balance model is an

effective model in studies examining mechanisms of poleward heat transport

(North et al., 1981).

B) Radiative-convective model
This type of model simulates the vertical profile of atmospheric temperature

under the assumption of radiative-convective equilibrium. The radiative
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Fig. 4-2. Temperature (in °C) versus the sine of latitude (). The effect of heat
transport for the cases of no heat transport, infinite heat transport, and a schematic

effect of heat transport for the real Earth are presented (after North et al., 1981).

equilibrium temperature profile for the atmosphere is determined on the
assumption that the temperature decreases with height according to the moist
adiabatic lapse rate'. However, the troposphere is never exactly in radiative
equilibrium. There is continuous vertical movement of air parcels that are either
slightly warmer or colder than their surroundings. This convective adjustment
acts to smooth out radiative and other heating imbalances. The equilibrium
temperature profile therefore depends on both radiation and convection.
Radiative-convective models have several vertical layers to calculate the
contribution at each level of the radiation and diabatic heating and convection to
the thermal equilibrium.

There are several variables that need to be incorporated in radiation balance
schemes. Clouds, water vapour, CO,, O3, surface albedo, aerosols and trace gases

all have their influence on the radiation balance. Stephens and Webster (1981)

' The radiative equilibrium temperature profile is unstable with respect to the dry adiabatic lapse rate since

the eftect of moisture (i.e. latent heat) is not taken into account.

63



Chapter 4: Climate Modelling

//' _<“““')

“S§$ 03 L—(30)

(W) LHDI3H

—(10)

1000

ol =" T T T (@)
2,0 4,0 6.0

RATE OF TEMPERATURE CHANGE (*Crday)

Fig. 4-3. Vertical distribution of the components of radiative heat balance for the
thermal equilibrium of a clear atmosphere. LH,O, LCO,, and LO; show the effect of
the longwave radiation of water vapour, CO, and Oj respectively. SH,0, SCO,, and
SO; show the rate of temperature change due to the absorption of solar radiation by

those gases (Manabe and Strickler, 1964).

use a one-dimensional radiative convective model to gauge the influence of
clouds on simple climate systems. Fig. 4-3 gives an indication of the effect of the
major atmospheric gases to the radiative heat balance as a function of height. It is
not possible to give precise values for their contribution to the radiation balance,

so often their influence needs to be parameterized.

4.2.3. Two Dimensional Models

Two-dimensional models are either vertically or zonally integrated. The
former presents a two-dimensional domain by longitude and latitude, the latter by

latitude and altitude.
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A) Energy balance model

The energy balance model (EBM) as a two dimensional model has the space
variables of latitude and longitude. The advantage of a two-dimensional EBM
over a one-dimensional EBM is that it has a realistic orography, and therefore
includes the different aspects of heating and cooling of the continents and the
oceans. This kind of model can be used to study local variations in radiation
balance, and it is often used in paleoclimate studies. The variations in radiation
can be due to changes both in insolation (orbital forcing) as well as in the
outgoing radiation (e.g. change in albedo due to change in ice sheets, land-sea
distribution). Crowley et al. (1987) used a two-dimensional energy balance
model to look at the seasonal variations in the temperature of a super-continent
as it might have been during the Paleozoic. North et al. (1983) used this simple
model to reconstruct the Last Glacial Maximum. They found that the climate
sensitivity to small changes in the solar constant were similar to those of other
accepted models. Lin et al. (1992) used such a model to study the astronomical
theory (Milankovitch) of ice ages. Saltzman (1990) gives a brief overview of
general concepts that could help in formulating models for paleoclimate studies,

including the energy balance model.

B) Zonally averaged model

Instead of looking at horizontal fields and average over altitude, this model
takes the zonal average and retains the altitude. Because of this simplification,
this model is easy on the computational demand. This kind of model is often
coupled to the ocean and land surface. It is useful in examining climate changes
as a result of changes in these fields, particularly their albedo. The changes in
albedo would primarily occur as the result of changes in land and sea-ice
coverage as well as the occurrence of snow. In contrast with the EBM, orography
effects are not fully incorporated. This is partly remedied by splitting the zonal
direction up in segments which would allow separate treatment of the land and
ocean.

This model can be particularly useful for paleoclimate studies. Farrell (1990)

used this kind of model to investigate the Hadley Circulation during equable
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climates, like the Eocene and the Cretaceous. Harvey (1988) studied the possible
positive feedback of the increase of aerosols in the atmosphere during the Last
Glacial Maximum, and Harvey (1989) evaluated the climatic effects of global
changes in land glacier ice, seasonal land snow cover, vegetation and sea-ice
during the Last Glacial Maximum. Bintanja and Oerlemans (1996) and
Bjornsson and Mysak (2001) investigated the Last Glacial Maximum by
coupling the model to a two-dimensional zonal averaged ocean model, and
Tarasov and Peltier (1997) also included an ice-sheet model to such a coupled

model.

4.2 4. Three Dimensional Models

A) General Circulation Model (Global Climate Model, GCM)

The most elaborate of all climate models is the GCM. It integrates the
equations describing the motion of a fluid on a rotating sphere and includes the
interactions between the atmosphere, ocean and land and the internal feedbacks
of the system. The atmospheric equations of motion are the Navier-Stokes
equations of motion for viscous compressible fluids. Usually the atmosphere is
assumed to be in hydrostatic balance, which is a good approximation at the
horizontal scales modelled in typical GCMs. Another simplification often made
is the shallow-water approximation. The Earth is assumed to be spherical,
resulting in only the horizontal component of the Coriolis force being retained,
and any curvature components are removed'. Applying these simplifications on
the general atmospheric equations, result in the “primitive” equations. These

equations in pressure coordinates are:

Equation of Motion Dv +V, O+ fkxV=0 (4.5)

(Conservation of Momentum) Dt

" With the vertical movements being much smaller than the radius, the radius is set to the mean radius of the
Earth.
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Continuity Equation vV .V+ ow 0

(Conservation of Mass) P ap (4.6)

Thermodynamic Equation . DT P 4.7)
(Conservation of Energy) P D¢ B ’

Where V is the vector velocity, f'is the Coriolis parameter, k is the vertical unit

vector, V is the two-dimensional gradient operator on a surface of constant
pressure, @ is the geopotential field (height times gravity), ¢, is the specific heat

of dry air, @ is the vertical velocity, and Q is the heating term. @ =1/p and

@ = Dp/Dt. D/Dt is the time derivative, which in pressure coordinates can be

written:
—=—+V.-V4+—— (4.8)

Together with the equations of conservation of water vapour and the hydrostatic
equation (0®/dp = a ), these equations are integrated, from a given initial state,

for a rotating spherical Earth. Since these equations are prognostic (they have a
time derivative), future states of the atmosphere can be calculated from its
current state. There are principally two ways of integrating these equations:

— The spectral method assumes that the horizontal representation of the main
variables, velocity, temperature and pressure, can be represented by
truncated series of spherical harmonic functions. After solving the
primitive equations for these variables, their values may be converted
onto a grid on the Earth.

— The finite difference method solves the primitive equations for each grid
box of a regular grid. Often these grids are defined in terms of regular
latitude and longitude steps, or according to some standard map
projection.

It is not common to solve the equations with the height as the vertical co-

ordinate. For computational reasons, the solutions are often expressed on

pressure, sigma or hybrid levels, or on levels of constant potential temperature.
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The vertical levels are therefore not equally spaced, but depending on the co-
ordinate used, are concentrated around areas of most importance (e.g. planetary
boundary layer, tropopause). Sadourny (1994) gives a mathematical summary of
what is involved with global atmospheric modelling.

Of crucial importance is the specification of the grid on which the model will
map its parameters (or the wave number cut off, in the case of a spectral model).
The atmospheric features that are investigated determine the resolution of the
grid. Furthermore, the size of the grid depends on the computational power and
the time period over which the model is integrated. The horizontal resolution of
the grid must be larger than the product of the integration time step times the
phase speed of the fastest travelling wave (the Courant-Friedrichs-Levy
criterion). High resolution global climate models can have a horizontal resolution
varying from 100 — 200km, and have 15 — 30 layers in the vertical. With the
Earth Simulator coming online in March 2002, horizontal resolutions of 10km
(or less) are now also possible for multi-year integrations. The resolution
determines which parameters can be dealt with explicitly and which need to be
parameterized (see below) in a model. And given the non-linear nature of many
feedbacks and parameterization schemes, it is important that the resolution
should be chosen so that these schemes are most appropriate for the model.
Largely because of these parameterizations, it is not true that the model
necessarily performs better with increasing resolution. Various studies have
investigated the relation between resolution and model accuracy (e.g. Rind,
1988: Dong and Valdes, 2000: Davies and Brown, 2001).

Although GCMs are state of the art computer climate models, they are
discrete and do not mimic the continuous nature of the atmosphere and oceans.
There are small-scale processes that can not be modelled, since they occur at
scales well below the resolution of the model. Processes that take place on these
small scales need to be “parameterized”, i.e. described in terms of variables at the
resolved scales. Cloud dynamics, rainfall and evaporation, sea-ice, interactions
between atmosphere and ocean and interactions between atmosphere and
biosphere, the effect of aerosols and trace gases, all need to be included in the

model. Parameterization of these processes means that their weighted effect is
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calculated within a grid box around a model point. A lot of research is
particularly aimed at improving our understanding of these small-scale processes
and improving their parameterization in climate models (an overview of the
dynamics of some of these small-scale processes can be found in e.g. Kantha and
Clayson, 2000). The largest errors and model uncertainties are mainly associated
with the incorrect inclusion of these small-scale processes in the parameterization

schemes.

In atmospheric science, GCMs are often configured to model only the
atmosphere (and are called atmosphere GCMs or AGCMs). AGCMs only
determine the state and circulation of the atmosphere. Important variables
external to the atmosphere like SSTs and sea-ice are given as boundary forcings.
However, the equations of motion can also be solved for determining the state of
the oceans. GCMs that model the state of the oceans are called ocean General
Circulation Models (OGCM). Although the equations of motion for AGCMs and
OGCMs are virtually the same, there are some distinct differences between an
atmospheric and an ocean model. The most obvious difference is of course that
OGCMs deal with water, not air. Where as the atmosphere is driven thermally,
the ocean is driven both thermally and mechanically. The driving forces for the
ocean circulation are the wind stress at the surface, heat fluxes through the
surface and density variations caused by salinity variations. The hydrostatic
assumption is also valid for the oceans, but now density variations are also
ignored (the Boussinesq approximationl). Delecluse (1994) gives a good
overview of what is involved with ocean modelling.

Ocean GCMs have their own mathematical difficulties. Because the ocean’s
higher density, relevant scales of motion in the oceans are much smaller than in
the atmospherez. Important global circulations like the Gulfstream and the

Kuroshio Current take place at much smaller scales compared to the mean

" The Boussinesq approximation assumes that density is constant except in its product with the gravitational
acceleration (the buoyancy term).

* The Rossby wave number, Ro = U/(f,L) (U is the velocity scale, f; the Coriolis parameter and L is the
horizontal length scale), is a measure of the validity of the geostrophic approximation, and is in the ocean
about 1/10™ of that in the atmosphere.
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atmospheric circulation patterns. Therefore OGCMs require a higher resolution
than AGCMs in order to properly model the mean oceanic circulation, the large-
scale overturning circulation. Furthermore, the mean meridional oceanic
transport mechanisms, the mesoscale eddies, also take place at a very small scale.
[t is important to include the effect of these eddies on the general overturning
circulation, since the ocean eddies are the main means of transporting heat
meridionally. Just like their atmospheric counterpart, these small-scale processes
that take place below the grid resolution of the model need to be parameterized.
Processes that need to be parameterized in OGCMs are these eddy fluxes, as well
as turbulent mixing in the surface layer, and processes of diffusion and
convection.

Ocean processes also take place on much larger timescales than atmosphere
processes. Atmospheric motions have timespans from minutes to years. Ocean
motions can vary from minutes to hundreds of years. Thus in oceanic modelling,
a model needs to be “spun up” for a longer time to get to its “equilibrium” state.
On the other hand, much larger timesteps are allowed than in atmospheric
modelling, since the flows are much slower. Other complications for oceanic
modelling are that oceans have a complex bathymetry and that there are
relatively fewer data from the ocean to verify simulation output against.
Sampling is very sparse and non-uniform over the oceans.

Although OGCMs are the most elaborate ocean models, simpler models are
often used in studying the oceanic circulation. Examples of simple ocean models
are single-basin models, solely wind-driven circulation models, box models,
models describing solely the thermohaline circulation and two-dimensional
models. For instance, Marotzke (1989) uses several simplified models to look at

the steady-states of the thermohaline circulation in the Atlantic Ocean.

B) Coupled General Circulation Model (CGCM)

A coupled GCM includes both an atmospheric and an oceanic component.
There are various scenarios in coupling an atmospheric circulation model to an
oceanic model. The most complete model would be one that combines an AGCM

and an OGCM. The description for each individual model is the same as for their
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stand alone cases. The CGCM has then the difficulty to combine two models that
are defined for processes that have different time scales and different resolutions,
and to incorporate the fluxes between them. As mentioned before, modelling the
general ocean circulation requires a much longer integration time than modelling
the atmosphere. Separate schemes need to be set up to pass on information,
specifically heat fluxes, from the ocean to the atmosphere and vice versa at
discrete intervals. Other exchanges that take place between ocean and
atmosphere are the exchanges of gases (like the main atmospheric gases O, and
N>, and trace gases like CO, and (CHj3).S) and exchanges of fresh water
(precipitation and evaporation).

For the case of atmospheric studies, simpler versions of coupled GCMs
usually take a simpler ocean format. A common simplification is not to model
the whole ocean circulation, but restrict the model only to the top layer, above
the thermocline. This simplification still requires all the schemes describing the
exchanges between the atmosphere and the ocean, but it does not require a long
integration anymore, since the deep ocean does not need to be modelled. Another
simplification would be to model the ocean by what is called a “slab ocean™. This
kind of ocean only exchanges heat fluxes with the atmosphere. No ocean
circulation is modelled, so this form of “coupled” modelling would therefore not

be called a CGCM.

C) Regional Climate Model (RCM)

The enormous amount of computation that is required to model the
atmosphere of the whole Earth restricts the model’s resolution, both in the
horizontal as well as in the vertical. The higher the resolution, the more
calculations are required. A common resolution for global climate models these
days is about 250 — 300km in the horizontal with 15 - 20 levels in the vertical. Of
course with this kind of resolution, it is not possible to obtain a detailed output
for any specific area. Topography is smoothed, and any local orographic effects
are not taken into account. It is often desirable to have a more detailed output for
a smaller area. Regional Climate Models do just that. Regional Climate Models

are essentially the same models as GCMs, but configured to run over a limited
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(non-global) domain. The initial and boundary conditions at the edge of the RCM
domain are given by the GCM, and the RCM simulates the circulation in its
domain. Nesting a RCM within a GCM in grid point space is the most common
approach (Giorgi, 1990: Fenessy and Shukla, 2000), but Kida et al. (1991) point
out that it is also possible to link global and regional models with spectral
boundaries. This process of having a higher resolution model sitting within a
lower resolution model can be repeated again, so that consecutively higher
resolution models can sit within each other (an example is in McGregor and
Walsh, 1994). This is referred to as “multiple nesting”.

The main reason to downscale a GCM to an RCM region is to improve the
realism of the circulation on a smaller scale. The use of a RCM does not
automatically mean that it provides a better capability in simulating regional
climates, since often improvements in physical parameterizations of the GCM
can be more important. A RCM should add detail that is the result of its own
structure, and which could not have been obtained by simply interpolating the
GCM to a higher resolution. It should not just enhance geographical detail, but
should be capable of determining the internal variability of the regional domain.

Regional modelling allows us to examine the local effects of global
variations. The importance of regional modelling has been underlined by the
[PCC in that regional issues have received prominent attention in their reports
(IPCC, 2001). This thesis uses a regional climate model (chapter 6 and 8) to

investigate the climate in New Zealand during the LGM.

D) Earth System Model (ESM) and Earth System Model of Intermediate
Complexity (EMIC)

The latest generation of three dimensional climate models are the so-called
“Earth System Models”. Building on GCMs, which are based on describing the
full dynamics of atmospheric and oceanic motion, ESMs also describe a
relatively complete set of interactions between climate system components.
Interactions between the atmosphere, ocean, cryosphere and biosphere are
modelled as a different set of systems. Various modules can be linked to the

model, like ice-sheet, vegetation, and chemistry modules. The number of
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interactions within and between each system and module, and the resulting
feedbacks are enormous'. Hence, ESMs are computationally much more
demanding than GCMs. Simpler versions of the ESMs are the “Earth System
Models of Intermediate Complexity” (EMICs). EMICs can be characterized by
the number of interacting components they use in describing the Earth (Claussen
et al., 2002). EMICs include most of the processes used in GCMs, but they are
now more in parameterized form. This simplification enables EMICs to either
simulate feedback processes between as many components of the climate system
as possible and are very well-suited to very long term climate simulations.
Ganopolski et al. (1998) used an EMIC to simulate the Last Glacial Maximum,
and integrated the system for 5000 model years to compute an equilibrium

climate.

Although it might be obvious that higher order climate models might be more
complete, there are several issues one has to think about before deciding on a
climate model. As mentioned before, the computational costs can be enormous
and therefore often due to financial constraints, simpler climate models are
chosen. Other ways to reduce computational costs is to reduce the length of
integration or the number of feedbacks in the climate system.

At the same time, a climate modeller needs to know exactly what is wanted as
output. He needs to decide on which climate model is most suitable. But no
matter what the constraints are, any climate model needs to be tested upon its
capability to model the climate correctly. A climate model should be tested
against a known climate from the past. If the model can successfully reconstruct
past climates, you can be more confident that the model is capable of
reconstructing today’s climate or predict future climate states.

The subject of this study is to investigate the climate of New Zealand during
the Last Glacial Maximum. For this, a Regional Climate Model had to be
defined. This RCM is nested within a GCM. The following sections will describe

the model used for this study and its different configurations.

" An example of this can be found in the overview that Randall, Khairoutdinov et al. (2003) gave on cloud-
system resolving models and their affect on the running of a GCM (they call them super-GCMs).
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4.3. The Unified Model

The model used in this study is based on the Hadley Centre’s (United
Kingdom Met Office, UKMO) Unified Model (Cullen, 1993), or in short, the
UM. The UM is used for numerical weather prediction, oceanographic
forecasting, climate prediction and middle atmosphere research. It supports
global as well as regional models. It can run in atmosphere or ocean only modes
as well as in coupled versions of them. It can be linked to other models, like
cryosphere and biosphere models. It can also include a whole range of “external”
data (ancillary data), such as land surface data (e.g. vegetation, soil moisture,
root depth), ocean data (e.g. SSTs, sea-ice) and other atmospheric variables (e.g.
ozone, chemistry, aerosols).

The UM integrates the main atmospheric equations (conservation of
momentum, mass and energy. See section 4.2.4.). The equations are integrated
using a hybrid vertical coordinate (Simmons and Burridge, 1981). The hybrid
coordinates are terrain-following sigma coordinates (normalized by the surface
pressure) in the bottom layers, pressure coordinates in the top layers (where they
are almost horizontal), and a linear combination for the layers in between. The
advantage of having terrain-following coordinates is that it is much more
convenient in the lower layers of the atmosphere, while pressure coordinates are
more likely to give accurate results in the upper layers. Unlike many other
models, the UM does not make the shallow atmosphere approximation (see
section 4.2.4) and retains all three components of the Coriolis force. The UM
uses a split-explicit finite difference integration scheme (Cullen and Davies,
1991). Also unlike some other models, the UM does include the fast travelling
gravity waves. The splitting now refers to the separation of the fast moving
vertical advection term (a basic state temperature) and the terms associated with
the slower moving horizontal advection by the winds (e.g. pressure, temperature
and surface winds). The UM regularly uses three adjustment steps per advection
step. The average wind fields can then be used to determine the total advection.
The UM uses an Arakawa-B grid, where pressure and thermodynamic variables

are located at the centre of a grid box, and velocity components on the corners.
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Fig. 4-4. The sequence of the models. The GCMs only show the area of Australasia and the RCM
is greatly zoomed in as well. Each dot is a grid point of that particular model. The coupled model
HadCM3 supplies the SSTs and sea-ice for the atmospheric model HadAM3H, which in turn

supplies the lateral boundary conditions for the regional model NZ_40km.

This thesis is for a large part built on the output of HadCM3 (Hadley Centre
Coupled Model version 3) runs by Hewitt (2000). SSTs and sea-ice fields from
these simulations were used as forcings in this study. Many atmospheric
parameter settings were set at the same values as in Hewitt’s (2000) simulations.
Differences in atmospheric settings are specified in section 4.3.2. A higher
resolution model, HadAM3H (Hadley Centre Atmospheric Model version 3 High
Resolution), capable of simulating the climate in the Northern Hemisphere more
realistically was made available at the start of the study, and it was decided to use
that model. Several different RCM configurations were tested but only the RCM
with a 40km resolution (NZ_40km) was used in this study. The lateral boundary
conditions were supplied by HadAM3H. The place of the three models in this

study is schematically presented in Fig. 4-4. A description of the models follows.

4.3.1. HadCM3

The main model was HadCM3, which is a tested and proven model (Gordon
et al., 2000). All other models used in this study were merely different
configurations of HadCM3. HadCM3 is a coupled atmosphere-ocean GCM. The
coupled OAGCM (Ocean-Atmosphere GCM) couples the atmospheric part
(HadAM3) to the ocean part (HadOM3) and a sea-ice model, once a day, every
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day. The atmospheric model runs first for one day, during which all the
atmospheric-ocean fluxes are calculated. These are then passed on to the ocean
and sea-ice model. These models are then integrated and the ocean surface fluxes
are passed back to the atmospheric model, after which the atmospheric part
integrates the next day. This cycle repeats itself for the duration required.

This study did not run the coupled model, but used the SSTs and sea-ice
values of a coupled model simulation with similar settings as in this study, to
force a higher resolution atmospheric model (A detailed description of this
simulation is presented in Hewitt, 2000). Of more importance to this study is the
atmospheric component (HadAM3) of the coupled model since the high-
resolution atmospheric model used in this study (HadAM3H) is basically the
same. HadAM3 is discussed in section 4.3.1.1, and is followed by only a short
description of the ocean model (section 4.3.1.2). Section 4.3.2 deals with

HadAMB3H but discusses only those settings that are different than HadAM3.

4.3.1.1. Atmospheric model: HadAM3

The atmospheric model has a horizontal resolution of 2.5° x 3.75°. This is the
equivalent of a resolution of about 278km in the meridional direction and a zonal
resolution of about 417km at the equator, increasing to a resolution of about
295km at 45°. This produces a global grid of 73 x 96 points. There are 19 levels
in the vertical in hybrid coordinates. The levels are spaced unevenly with regions
of more detailed vertical structure covered by more levels (e.g. the boundary
layer is covered by 5 levels: 1000, 994, 956, 905, and 835hPa), with the highest
level set at ShPa. The integration step is<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>