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ABSTRACT

Whether a country gains or loses from dismantling protection is a
question which has received much attention in overseas studies; studies
which deal both with the relevant theory and with actual measurement.
The topic has not been well analysed in the New Zealand context.
Discussion amongst economists and other interested parties has certainly
occurred but this has been based more on philosophical and political

considerations than on applied economic research.

Since questions of protection reform affect the whole economy it is
inappropriate to study such problems in a partial or selective framework
which cannot capture the interdependencies between each and every sector
in the economy. A multi-sectoral general equilibrium model overcomes
this deficiency. This thesis is concerned with the development and

application of such a model.

The model (named JULIANNE) is a medium term policy model designed to
answer 'what if’ type questions, particularly questions about trade and
structure. It is not a forecasting model. Its role is rather like that
of a laboratory in the natural sciences, where experiments can be
conducted in a situation where certain aspects of the (economic)
environment can be controlled by the researcher so that it is possible
to measure the relationships between the variables of interest. The
closer the environment is to the ‘real world’' the easier it is to apply
deductions from the experiment to reality. But even quite artificial

experiments can yield useful insights.

The thesis comprises eleven chapters, the first three of which
introduce and develop the model, examining some of the overseas general
equilibrium models and assessing some of the problems which need to be
addressed when constructing such a model for New Zealand; a model with
an emphasis on trade and structure. The following three chapters present
the JULIANNE model including its equations, a detailed explanation of
its features and routines, and its method of solution, which for general
equilibrium models is a most important consideration as it distinguishes
the purely abstract Walrasian model from a model which is actually
computable. Chapters 7 and 8 apply the model to various problems,

especially to protection reform, but also to other interesting topics
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such as export subsidisation, relative occupational wage rates and
medium term projections. The issue of model validation (in a general
sense) is also covered. In Chapter 9 the model is extended from a
single period snapshot model into a multi-period dynamic model,
essentially introducing another variable; time, that can be controlled
by the experimenter. Some of the results from Chapters 7 and 8 are then

reassessed with the extended model, as described in Chapter 10.

Results from the application of the model to questions about the
effects of changes in protection enabled one to conclude that under
flexible factor prices with fixed factor employment, the gains from
freer trade vary directly with the values of the export price
elasticities of demand, with the potential for economies of scale
arising from specialization, and with the time horizon wunder
consideration. They vary inversely with the values of the elasticities
of substitution both between domestic and imported goods of a given
type, and between goods of different types. Under a different labour
market asumption, namely fixed real wage rates and flexible employment,
the case for free trade is much stronger (that is, for a given set of

parameter values).

The profile of protection across sectors can also be important with
the not improbable chance that a low uniform level of protection is
superior to complete free trade, again depending on parameter values and
the characteristics of the labour market. In this \connection the
observed uniformity of the current protection regime is very dependent
on the degree of sectoral disaggregation identified in the model. As the
degree of disaggregation increases, the potential for specialization
also increases, as does the potential for substitution between different
commodity types. Just how important these issues are, is a question for

future research.
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CHAPTER 1

INTRODUCTION

This thesis is about the development and application of 'JULIANNE",
a New Zealand computable general equilibrium (CGE) model, with an
emphasis on trade and structure. In introducing the model it is
convenient to split this chapter into five parts, the first four of
which deal with: the object of the model, its significance, its
evolution and its scope. The final part describes the layout of the

thesis by presenting a brief outline of each of the remaining chapters.

Object

Two primary objectives underly the construction of the JULIANNE

model :

1. To develop a general equilibrium (GE) model of the New Zealand
economy that can be used to study questions of trade and
structure.

2. To obtain some (indicative) answers to actual problems of trade

and structure faced by New Zealand.

Thus the thesis is not exclusively theoretical nor exclusively
practical. In grasping both of these areas one must necessarily
compromise each to some degree. But economic literature all too often
includes elaborate mathematical models based on plausible but
essentially arbitrary assumptions with little or no data, let alone any
empirical applications to real world issues. Conversely, to proceed
directly into empirical work at an economy-wide multisectoral level
requires the prior existence of a suitable theoretical framework, in
this case a general equilibrium model. No such model existed when this
project was conceived in 1979 although models by the Research Project on
Economic Planning (RPEP) and by Gillion provided a useful starting
point,1 more by way of delineating what is required in a model intended
for the analysis of trade and structural problems, than by providing
elementary models as a basis for further development. Hence the dual

objectives of this thesis.

1 see for example Philpott et al [72], Gillion [38], and Gillion &
O'Neil [39].



Significance

When work on the model was begun it was intended that these two
objectives would yield a model which would be of use in formulating New
Zealand medium term economic policy, possibly in the context of
indicative economic planning. In fact the model has been used not only
by the New Zealand Planning Council as the central co-ordinating model
in 1its National Sectoral Programme,2 but also by numerous private
organizations in assessing the role of particular sectors or industries
in the total economy, in providing (conditional) projections of the
medium term future for corporate planning, and in analysing the effects
of changes in import protection and export incentives - both on
particular sectors and in general; which is where the true strength of
JULIANNE lies.3 Thus the practical significance of the model is both

evident and established.

It is worth noting, however, (to digress for a moment) that this
fairly extensive use of GE models by private and quasi-government
organizations, especially the former, is without precedent in New
Zealand.? In the case of commercial applications the main reason for the
lack of past use of economic models is undoubtedly ignorance although a
poor example by governmental organizations can hardly have helped.
Unfortunately, apart from the Planning Council and the limited use of
the RPEP’s 'VICTORIA’ model® by the National Development Conference in
the early 1970's, the attitudes of government officials to medium term
policy planning have not really changed much since those noted a decade
ago by Morgan [61, Ch.1, pp.47-52]. He quotes for instance from reports
of the (now disbanded) Monetary and Economic Council:

"Economic policies durin§_19761]7 must concentrate on the
short-term issue of stability...
and that by:

”

...contributing to the recovery of stabiliiy, these poli-
cies would also encourage a return to balance growth in due
course.

2 paper forthcoming
See for example BERL [10].

4 Their current relative popularity can be attributed in large part to
the assiduous efforts of Professor B.P. Philpott, director of the
Research Project on Economic Planning.

5

Philpott, op. cit.



And from the Reserve Bank:

"Considerations of medium and longer-term strategy have to
be given a lower priority in the meantime.

"It is the Bank's view that substantial progress towards
meeting these two aims - a reduction in the rate of infla-
tion and an expansion of output for export - are precondi-
tions to the achievement of a satisfactory base for resumed
growth and reduced unemployment."

Writing in 1979 Morgan expressed hope and some confidence that the
future would see more soundly based medium term economic policy and that
it would begin to be accorded priority over short term stabilization
policy - a reversal of past emphasis. Whilst the then government placed
great importance on its medium term oriented major projects programme,
no systematic, that is general equilibrium analysis of the programme was
ever requested. We can now see the results.6 Furthermore, short term
policies were still dominant right up to the change of government in
1984. The current government is also assuming much pride in the
(ostensibly) medium term focus of its policies. But again no systematic
analysis is evident - it is of course inconsistent with the revived

laissez-faire philosophy! We have yet to see the results.

One has no desire personally to see widespread state control and
intervention, or to see the state ’'picking winners’. New Zealand's
performance over the past decade has demonstrated the pitiful outcome of
ad hoc short term policies and badly analysed medium term policies. One
doubts whether a ‘free’' market will perform significantly better. This
thesis is not broad enough to encompass an analysis of the role of
models in economic planning, but it should be apparent from recent
economic performance that GE models can and must have a role in medium
term policy formulation. Of course the justification for a GE model does
not depend on such a role, as the commercial applications of JULIANNE

have shown.

From the model’s practical significance then, we move on to its
theoretical significance, which is probably less pronounced and
certainly less evident, although the time and resources devoted to the
development of the model are at least equal to that devoted to its

applications. As with the applications, however, the theoretical

6 Gross cost over-runs, electricity subsidised by household consumers,
overpriced petrol and government 'bail-outs’ to name a few.
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significance of JULIANNE depends upon such an assessment by others (via
Jjournal articles for example), the opportunities for which have yet to
be pursued, although the structure and uses of the model have been
published in numerous RPEP Occasional Papers such as those cited in the

Bibliography.

An attempt has been made to advance the theoretical significance of
JULIANNE in two areas. Firstly, the extensions of the standard model
into the area of specialization and economies of scale may (one hopes)
influence the way in which these phenomena might be modelled by others,
since there is as yet not a great deal of published research in this
field.7 Secondly, the solution algorithm may also be a part of the model
with the potential to contribute to the relevant field of economics,
especially as regards the solution procedure for the dynamic version of
the model. The existing literature on solution methods is far from
conclusive as there is as yet no clear winner between Johansen type
models, programming models, and nonlinear algorithm models. Presumably,
however, the primary visible significance of JULIANNE is, or will be,

practical rather than theoretical.

Evolution

The dominance of the practical side of JULIANNE over its theoretical
side - in terms of impact, not in terms of allocated time and resources,
is because (as stated before) no suitable New Zealand computable general
equilibrium model existed when this thesis was commenced and thus
questions relating to trade and structure had not been addressed in the
manner to be presented here. World-wide, however, CGE models had existed
since Johansen's [53] work in 1960, although their development did not
gain much momentum until the work by the World Bank in the mid 1970's,
followed soon after by Dixon et al [30] and Shoven and Whalley [81].
Hence the construction of JULIANNE from 1979 onwards was not really much
behind the models of the leading proponents in the field, and in fact
was about equal in the modelling of substitution between imported and

domestic products and more lately in multiperiod dynamic modelling.

This approximate parity of development meant that the JULIANNE model
could not simply be constructed as a New Zealand adaptation of some

overseas model. Nevertheless the theoretical structure of JULIANNE is

7 Harris [46] is a notable exception here.
_4_



similar to other CGE models outside New Zealand, which have already been
published in international journals and elsewhere. Indeed, because of
this earlier publicity the theoretical advances of JULIANNE are now

rendered less significant.

The World Bank (prototype) models of the mid 1970's provided the
main source of information about CGE models. Those early models
accomplished a great deal but as will become evident in Chapter 2, could
still be much improved so as to enhance their capability to analyse
issues of trade and structure - frequently their stated objective.
Because of the entire chapter devoted to these and related models no
more will be said here. The theoretical development of JULIANNE as a
progression from these prior models emerges from Chapters 2 and 3, and

from the presentation of the model itself in Chapters 4 and 6.

The development of JULIANNE as a progression from earlier structural
New Zealand models, CGE or otherwise, is not discussed in other chapters
as it was never a dominant theoretical link. However, as the models
developed by both Philpott and Gillion were based at Victoria University
and from personally working on the VICTORIA linear programming model,

the need for something more comprehensive was readily apparent.

Linear programming (LP) models, whilst not usually thought of as GE
models, do nonetheless solve a GE system.8 The reason for the wide
misinterpretation of LP models is that the solution contains no prices
other than shadow prices. Nor of course does the associated input data
contain prices, making it difficult to model relative price induced
reactions by producers and consumers. To circumvent this problem the
VICTORIA model, like many other LP models, incorporates numerous vectors
of alternative production technologies and consumption good mixes, the
shadow prices of which ensure that the activities chosen in the solution
are those that would be chosen in an equivalent price-explict model.
Such piecewise segmentation of nonlinear GE equations is a time
consuming task even with the LP matrix generator packages that are now
available. However, this disadvantage is (partially) offset by the major
forte of LP models, notably their ease and speed of solution. No other
form of model is as easy to solve including Johansen logarithmic

differential models.9 But as will be seen in Chapter 5, the algorithm
8 PEO?%?%y the most celebrated work in this area is that by Dorfman et
a .

-5 -



for the solution of JULIANNE (and doubtlessly other models also) is very

comparable in terms of speed.

The explanation then for the recent demise of LP models in economics
is that a model is much more easily specified in terms of equations (of
virtually any form) than in terms of activity analyses. It is more
flexible, more transparent, and more easily understood; and the
unambiguous presence of prices and policy parameters (such as tariff

rates) is the main factor underlying these advantages.

Prices and parameters can be incorporated into LP models but it is
both messy and cumbersome - an observation from personal experience
since the original conceptions of the JULIANNE model were as an LP model
with prices. Such a model, although rudimentary, was actually tested at
the 3-sector level. It certainly worked and there are extensions that
one would still like to pursue. But it soon became obvious that
extending it to even something approaching the sophistication of the
JULTANNE model as described in this thesis would result in an extremely
inefficient, inflexible, complicated and laborious model. That is, an LP
model extended to include prices was not, and still is not the best
means of examining problems of trade and structure with explicit policy
variables. That the VICTORIA model has to this day had only limited
application to questions of tariff reform, export subsidization and so
forth, intimates that its comparative advantage does not lie in this

area.

At the time (1979) the only other multisectoral medium term model in
New Zealand of any note was that developed by Gillion [38] and by
Gillion & O0’'Neil [39].10 The former publication looks at the period
1954-74 whilst the latter looks at projections of 1986. However, the
models in each case are almost exactly identical, (not that any pretence
was made otherwise). Much of the effort expended by Gillion in

constructing his model had to be allocated to the collection of a

9 Indeed, Wallace [97] discovered that the matrix for a large Johansen
type model was easier and quicker to invert using an LP package than
a matrix inversion package, even with a substantial amount of

peripheral programming to firstly reduce the size of the matrix.

10 Another model which was only underway at this time was Morgan’s [61]
econometric 1nput-outgut.model. A review of this extensive model is
not possible here - the interested reader is referred to Wells et al
[100 As far as one can ascertain the model has not been touched
since completion (in 1981) and has had no applied use by the Reserve
Bank under whose patronage the model was developed, or commercially.

-6 -



reasonable database.11 This no doubt inhibited the degree of
sophistication of his model, both because of the paucity of the data and

because of the time required to compile it.

The objectives of the model were not unlike those of JULIANNE.
Gillion's thesis [38] examines whether a better performance could have
been achieved between 1954 and 1974,12 and the 1986 projections in [39]
contain a central projection plus variations in the terms of trade,
balance of payments and labour force growth. But the model identified
only six production sectors and only one import type, and the sectoral
composition of both exports and investment was fixed. These limitations
meant that it could not really be used in any reasonably detailed
investigation of trade and structural problems. Admittedly one says
this from a 1986 standpoint. At the time it was the only disaggregated
model (apart from VICTORIA) that was anywhere near capable of studying
these questions in a GE framework. Indeed Gillion's thesis contains some
excellent discussion of the nature and limitations of GE models and on
their application in a New Zealand context. Nevertheless, it is (now)
evident that considerable scope existed for model improvement. Gillion
was aware of this but again data and time limitations prevented him from
any further model refinement. As will become evident in subsequent
chapters the JULIANNE model incorporates improvements to each of the
above mentioned shortcomings which renders it much more appropriate to

the stated objectives.

Presumably in another five or ten years an even better model will
exist. That is the nature of progress and at this stage one has every

intention of continuous involvement in such advancement.

11 Basijc model data such as standard input-output tables, are now much
better and more readily available. But considerable personal
research was still required for the assembly of additional model
data such as the commodity by sector conversion matrices for exports
and private consumption (and 1initially also for imports into
investment), and the matrix of tariff equlvalents.

12 41though there is no control type simulation which is necessary to

properly distinguish between leﬁitimate policy induced changes in

economic activity and those that are merely due to a model’s
abstractions. See Chapters 7 and 10 for further elaboration.



Scope

Even with the substantial improvements over prior New Zealand GE
models that exist in JULIANNE it is beyond the scope of this thesis to
obtain absolutely definitive conclusions about the optimal trade policy
stance for New Zealand. There are three reasons for this; uncertainty
about some of the crucial parameter values, gaps in the database
particularly as regards the existing profile of tariff and non-tariff
protection, and the theoretical deficiencies of the model - its
abstractions, simplifications and exclusions. Of course these problems
can be claimed by any investigator, although presumably with
progressively less validity as the body of knowledge about a given issue

increases.

The scope of the objectives of the thesis (or rather of the model)
does, however, definitely encompass the enlargement of the body of
knowledge about New Zealand trade and structural policy as it affects
economic efficiency and welfare in the medium term. The development of a
New Zealand CGE model which advances theoretically on previous models,
with the capability to address the stated issues, 1is itself a
contribution to that body of knowledge. The application of the model
including the prerequisite research and compilation of much of the data
on the incidence and levels of both tariffs and tariff equivalents, is a
further contribution to the topic. Thus the ambit of the thesis in
including both theoretical work and applied work based on new data (not
just new in time but also in coverage), is manifestly broad.
Consequently it is unrealistic to also include the estimation of those
trade and factor elasticities about which existing literature says
little. (One has no reservations about using elasticity values that have
been competently estimated by others.) Indeed the estimation of a CE
model is a full research topic in itself.l3 Parameter estimation is

therefore beyond the scope of this work.

Excluded also is the incorporation into the theoretical framework of
the model of fiscal and monetary variables. It is a fundamental
contention of medium term CGE models concerned with trade (as opposed to
say tax models) that monetary and fiscal policies are appropriately
accommodating. That is; numerous combinations of monetary and fiscal

policies may be consistent with a given model outcome, that one does not

13 A claim which is backed up by Shoven and Whalley [81, p.1021].
-8_



wish to designate any particular policy as necessary and/or sufficient,
that such policy is neutral across alternative scenarios relating to a
given horizon year, and that the accommodation is net of any endogenous

feedback effects.

Note that a dynamic model which solves for successive annual
horizons, one which has no explicit overall medium term objectives, can
still be considered as a medium term model if its theoretical structure
is not concerned with policies which one can reasonably assume to be
accommodating (in the above sense) and/or transient in their effects.
This is not to deny the fact that taxation policies (say) can certainly
affect model results.l? That one has chosen not to model monetary and
fiscal variables is because one sees greater importance (in a model
concerned with trade) in the modelling of import-domestic substitution,
in the extension of the JULIANNE snapshot model into a dynamic version,
and in not just constructing a model but in actually using it. One does

not wish to compromise those goals.

The lack of parameter estimation, or rather the uncertainty attached
to some of the values adopted, together with data deficiencies, limit
the applied ability of the model to yield definitive policy
recommendations, as stated at the start of this section. There is also
one further restriction on the range of applications of JULIANNE which
should be noted, namely that its comparative advantage is in the
modelling of alternative scenarios relating to the same time period
rather than between time periods. That is, it is designed to be used for
contemporaneous rather than intertemporal comparisons. This point will
be repeated at various stages throughout the thesis as experience has
shown that it is easily forgotten, particularly when (as in Chapters 7
and 10) the model is used to secure a ‘control run’ projection of some
future year. In the context of counterfactual runs with the dynamic
version of the model this means that they are best compared with each
other rather than with actual known history. It is somewhat unfortunate
that the applied use of the the model to date has been as much in
projection work as in the investigation of alternative contemporaneous

scenarios.

14 some modelling of taxation flows and the fiscal deficit has been

done with a modified version of JULIANNE although not in connection
with this thesis. A forthcoming paper is planned.

- 9 -



All CGE models have this comparative advantage in contemporaneous as
opposed to intertemporal investigation. The primary reason for this is
simply that they do not include equations or variables for such
phenomena as demographic changes, overseas events, weather patterns,
capricious policy makers and so on, all of which change over time in
ways that are generally without historical precedent. Thus they cannot
be predicted even by econometric forecasting models, let alone GE
models. But at a given point in time, whether in the past or in the
future, one can reasonably assert that say the weather would be the same
irrespective of the New Zealand economic situation. Likewise with
overseas events and largely also with demographic characteristics.
Government short term policy may not be so invariant but it is
unreasonable to suggest that one cannot investigate alternative medium
term structural policies because other (monetary and fiscal) policies

may not be accommodating - in the sense asserted above.

The preceding argument and indeed the other points made about the
model; its object, significance and evolution, will hopefully become
clearer as the thesis is read. The remaining chapters then, are set out

as follows:

Outline

Chapter 2 - Review of Major Computable General Equilibrium Models -
surveys some of the more well known CGE models, particularly those that
were designed to study trade and étructural issues. The main focus of
the discussion is on the modelling of factor substitution and domestic-
import substitution in production, and on the modelling of investment.
The models that are reviewed are not all representative of the ’'state of
the art’. Rather they provide a balanced cross section of model types
and of the history of modelling progress, enabling one to identify some

of the basic features that a 'good’ CGE model should incorporate.

Chapter 3 - Issues in CGE Modelling - continues with the identification
of the major issues and problems that arise in CGE modelling, some of
which are more important in New Zealand than in other countries to which
CGE models have been applied. The chapter is divided into two sections;
one on general issues and one on trade related issues, with both
sections encompassing both theoretical and practical issues. That they

are divided into general and trade, rather than theoretical and

_10_



practical, reflects the dual nature of this thesis in being a mixture of
theoretical and practical work, frequently without a clear line of

demarcation, but with a common focus on problems of trade and structure.

Chapter 4 - The JULIANE Snapshot Model - presents the snapshot version
of the JULIANNE model, firstly in brief descriptive form so as to
delineate the major divisions in the model; followed by the detailed
equations with associated explanatory sections of text. All of the
equations in the standard model are given, including all the options in
areas where there is a choice of equations such as in the specification
of production functions. Minor variations relating to the alternative
endogenous/exogenous status of variables are not presented but they are
noted in the definitions of the variables. Some experimental variations
of the standard equations such as those explored in Chapter 8 are also
not given here as they cannot be considered as part of the normal model.

(Perhaps in the future they will become so.)

The final part of Chapter 4 collects most of the equations together
and through substitution and elimination reduces them down to one rather
complicated expression, designated the expanded income equation, which
is analytically solvable for gross domestic expenditure minus
investment. Although this reduction is technically part of the solution
procedure (discussed in the next chapter) its critical dependence on the
equation structure of the model means that it belongs more with a
presentation of the model than with an analysis of the solution
algorithm, which to a large extent is independent of the structure of
the model.

Chapter 5 - The Solution Procedure - follows on from the last section of
Chapter 4 into a full analysis of the solution procedure for the
JULIANNE snapshot model, as regards both the logical strategy of
solution and the mathematics of the algorithm. The economic
interpretation of the mathematics is discussed in a brief essay at the
end of this chapter - comparing the solution method with the Walrasian

tatonnement process and with actual market adjustment.

Chapter 6 - JULIANNE Routines in Detail - describes the routines and
features of the model in more depth than given in Chapter 4. Where
appropriate it also returns to the issues raised in Chapter 3 so that

the reader can judge how well they are answered in JULIANNE. Numerical
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examples are used in many instances to illustrate and reinforce the
arguments. As in Chapter 3 the matters discussed are not separately
enumerated, nor are they even split into general and trade related
matters, since each is now important in its own right as a contribution

to the entirety of the model, Similarly no overall summary is apposite.

Chapter 7 - Applications of JULIANNE Snapshot - consists of five
distinct but not unrelated applications of JULIANNE, beginning with a
set of sensitivity tests so as to instill an initial sense of proportion
about the relative importance of various parameters and variables. One
could argue that sensitivity tests should succeed, not precede, a
'proper’ application of the model. Certainly this view has merit and in
Chapter 8 the analysis is done in that order. But, given that even prior
to proper model applications one should ascertain something about the
validity and reliability of the model, the logic of presenting some
initial sensitivity tests first, followed by the use of the model in an
historical simulation mode, can be perceived. The former disaggregated
approach complements and aids the latter more holistic approach to model

familiarization.

The third section of the chapter presents a control projection of a
future year and in the last two sections the model is used in genuine

contemporaneous comparative analysis applications with empirical data.

Chapter 8 - Alternative Protection Regimes - presents the principal
application of the JULIANNE (snapshot) model. The contemporaneous
comparative analysis methodolgy of the last two sections of the previous
chapter is maintained and enhanced in utilising JULIANNE to its full
potential in terms of both the methodology and the topic - an extensive
investigation of alternative protection regimes; their effects on
sectoral performance, relative factor |use, resource allocation,
efficiency, welfare and so on; and the analysis of the sensitivity of
results to changes in numerous parameters, elasticities and even whole
equations. For the reasons outlined earlier it is unwise to recommend
definitive policies but significant inferences which narrow the options
and the range of uncertainty about quantitative gains are indubitably

possible.

_12-



Chapter 9 - The JULIANNE Dynamic Model - extends the JULIANNE snapshot
model into a multiperiod annual dynamic version, as a further refinement
of the model’s capability to address the stated objectives of analysing
trade and structural issues, or indeed any issue to which the snapshot
model can be applied. An incidental benefit is that it also improves the
model’'s ability to be use in a projection mode. The underlying theory of
the dynamic model 1is essentially unchanged although intertemporal
consistency entails a few minor changes, mostly as regards the equations
for production and investment. Where equations are completely unaltered

from the snapshot model they are not repeated.

The solution procedure is not allocated a separate chapter as the
strategy 1is very similar to that of the snapshot model solution
procedure. It 1is described in section 9.5, and the final section
presents the dynamic equivalent to the section in Chapter 5 on the
parallels and differences between the solution procedure, tatonnement

and actual market adjustment.

Chapter 10 - Applications of JULIANNE Dynamic - combines three dynamic
model applications: a simulation of the period 1982-85, a control run
projection to 1990 pursuant to this simulation, and a study of some
alternative protection regimes for the 1986-90 period based on this
projection. Thus this chapter is the dynamic equivalent of Chapters 7
and 8, although without as much depth since the methodology of the
simulation and projection is basically identical to that used for the
snapshot model. For the same reason these topics do not merit separate
chapters. The section on alternative protection regimes is also not as
extensive as Chapter 8 since one does not expect significantly different
results from a fundamentally unchanged model. The primary point of
interest is whether the gains and losses from changes in protection vary
over time, since this question cannot be (rigorously) investigated with

a snapshot model.

Chapter 11 - Summary, Conclusions and Recommendations - is self

explanatory.

Data Appendix - presents the database for the latest and current 1981/82
based version of the JULIANNE model.

- 13 -
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CHAPTER 2

REVIEW OF MAJOR COMPTUTABLE
GENERAL EQUILIBRIUM MODELS

2.1 Introduction

In developing a computable general equilibrium (CGE) model for New
Zealand, one which emphasises structural and trade related issues, it is
naturally expedient to review some of the more noteworthy models which
have been developed in recent years and which may in some cases, still

be operational.

A cross-section of country specific models would yield much too
large a number of models to review so a cross-section of model types is
presented instead. This should expose the various strengths and
weaknesses of CCGE modelling, thereby providing a good indication about
the sorts of features that could and/or should exist in a structural New
Zealand CCGE model, and ensuring that such a model does not represent a

step backwards in the art (or science) of modelling.1

Most of the models which will be considered have progressed through
many stages of elaboration and refinement with varying emphasis on
neoclassical versus structural approaches to development policy, and
frequent changes in the exogenous/endogenous variable mix and in the
specification of particular equations so as to suit different
applications. No model is ever considered final and indeed that is the
correct attitude. But it implies that a review such as this cannot be
too detailed since one should not become involved in meticulously
evaluating temporary model idiosyncracies. For this reason the emphasis
of each review will be on those aspects of the models which compare and
contrast with the JULIANNE model, most particularly the investment

routines, import-domestic substitution and factor substitution.

The accent on input and commodity substitution is both appropriate
and fair, the former because of the focus of the JULIANNE model and the
latter because many of the models were designed to study development
planning type questions. Investment routines are always of interest
1 Note that in assessing the models below, the simultaneous existence

of the JULIANNE model 1s acknowledged. Although a vast amount of the
current literature on CGE models naturally had to be. read before the
model could even be started, there is nozfretence that this review
was written prior to the development of JULIANNE.
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since it is difficult to incorporate into equations the multitude of
influences such as expectations, risk avoidance, and the imperfect
workings of financial markets; which affect the level and allocation of
investment. In a dynamic model the investment routines largely dictate

the system’'s behaviour over time.

The major variables and linkages of the models are shown
diagrammatically with a typical mix of exogenous/endogenous variables.
The linkages represent both price and quantity flows but are not
intended to show the directions of these flows or of causation. In
general such direction is both ways and it will be apparent to the
reader familiar with general equilibrium systems and models, which
linkages are predominantly unidirectional. The diagrams are drawn with
sufficient detail to take the place of repetitive lengthy discussion
about characteristics common to virtually all CCE models. Consequently
attention may be concentrated on model-particular attributes. The

notation and symbols of the diagrams are given on the following pages.

Five models are reviewed and a summary completes the chapter.
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Symbols

All rectangles of whatever size represent endogenous

variables in a given period.

All circles or elliptical shapes represent exogenous

variables, although they may have been endogenous in

(::::::::::) a previous period.

A rhombus represents a relative price based mixing
function for either factor 1inputs or domestic-

imported inputs into production and final demand.

Where symbols are dashed the variable or function is non-existent.

Naturally this applies only to variables or functions of relative

significance.

Notation

X(Y,Z)
CD
CES

MS

RUM

0O 0 = X X

a row of a matrix or origin of a good/factor flow.

a column of a matrix or destination of a good/factor flow.

At times the distinction between i and j is irrelevant.

This is usually indicated by i(j).

a household type, socioeconomic group, etc.
denotes X is a function of Y and Z.
Cobb-Douglas production function.
Constant Elasticity of Substitution function.
Activity Analysis vectors in a programming model.
Monetary Sector, whether detailed or not.
total income or GDP; a function of wage rates, profits,
taxation, etc.
output or production.
labour input into production; L is the total labour force.
Rural-Urban Migration; generally occurs between periods.
capital input into production; K is total capital.
imports
investment
private consumption
government consumption
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stock change
exports

net factor income

BoP balance of payments
p or P price of gross output or commodity price.
pw world price
v net output price
w wage rates, with an R super/sub script denoting real.
r rates of profit or rental rates.
i supply price of capital in rate of profit equations.
it tax, tariff or subsidy rates.
e exchange rate
a savings ratios - public and/or private
A stock-flow factor
Q investment matrix
= export matrix
Z consumption matrix
Solution Method: J Johansen, conversion of equations into log- A
differential form and solved by matrix
inversion.
Solution Method: O Optimization, (linear) programming methods.
Solution Method: N Non-linear algorithm designed specifically for

the model concerned.
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2.2 Review

The SIMLOG Model (see figure 1)

One of the world’'s major economic modelling institutions is the
Development Research Centre of the World Bank. Since the early
seventies numerous models and country specific versions of models have
been designed, built and operated under the patronage of the Bank. For
the reasons given earlier it is impractical to review each model variant
separately so attention is here concentrated on the two major models,
SIMLOG and PROLOG. These two reviews are not intended to be negative
appraisals of models which are primarily developmental. The intention is
to illustrate where traditional CGE models may be improved, particularly

so as to make them suitable for studying trade related issues.

Of interest in the SIMLOG model are the international trade
relations and the investment mechanisms. The former are purportedly
designed to determine the general equilibrium responses of the economy
to changes in the world prices of exports and imports, to calculate the
resource allocation effects of adjustments in trade policy (such as in
the exchange rate or in tariffs) and to analyse price determination in

import competing sectors.2

Although imports are split into competitive and non-competitive
categories the import substitution routine is very rudimentary since it
entails the exogenous stipulation of the absolute amount of import

substitution. That is:

Imports of type i are equal to the previous year’'s import-domestic
ratio multiplied by the current year’s domestic supply, less some
exogenous amount; a very simplistic routine which falls far short of the
stated objectives, especially of the first two. Regarding the third
objective, the analysis of price determination in import competing

sectors, two pricing variants are proposed.

o I The price of an import competing commodity X is a weighted mean
of the domestic production price of X and the domestic import

price of X. Import substitution is via equation (24).

2 see Celasun and Caglarcan [13, p5].
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2. The price of an import competing commodity X is equal to the
domestic import price of X. Sectoral imports are exogenously

specified such that the MS term in equation (24) is excluded.

Appropriate changes in the exogenous/endogenous mix of variables,
typically tariffs or real wage rates, are asssociated with these two
alternatives. Presumably the former alternative is an acknowledgement
that unless one separately identifies thousands of commodities or
homogeneous categories, imports of a given type and domestic goods of
that same type are not perfect substitutes. Hence their prices need not

and should not be equal.

Even though in the first case the price to the buyer of a good is
appropriately weighted the underlying weights are virtually
predetermined by equation (24) since the MS are exogenous. Furthermore
the composite price is identical across buyers whereas the weights may
not be, so that sectoral discrepancies can be expected to occur. Of
course in the aggregate the discrepancy is zero. Therefore the only
conclusions that could be inferred from a variety of runs with differing
MS values, relate to aggregate magnitudes - the macro implications of
different degrees of import substitution together with corresponding
price changes which are ’'correct in the aggregate’. Even then such
conclusions would probably only be reliable to at most one order of

magnitude due to the rather cavalier modelling at the micro level.

The investment mechanisms in the model are at times difficult to

discern. In the text [13, p8] it is stated that:

"The rates of return equations play a central role in
allocating total investment amongst sectors.”

Yet in the equations of the model given in appendix A of the paper,
there is no indication of such a direct role. Rather the influence of
rates of return on investment is more subtle. There is a standard
equation for sectoral rates of return given by:

The notation is described at the beginning of the chapter.

The relativities amongst these rates of return are exogenously

stipulated (via the parameter b), with sectoral capital stocks being the
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corresponding adjustment variable, bearing in mind that all variables
actually adjust simutaneously in this type of model. A standard capital
updating equation then relates K(t) and K(t-1) to gross investment and

depreciation, subject to total investment being exogenous.

The authors also state that investment 1is assumed to mature
instantly since the incorporation of @gestation lags generates
intertemporal simultaneity which would require the stipulation of
terminal conditions and hence a "much larger computational effort."S One
infers that the reasoning behind this is as follows. If a gestation lag
was introduced the model would have no reason to invest in the terminal
year since the accumulation of capital for the years beyond the terminal
year would serve no purpose. The need for terminal conditions then, is
to ensure that the horizon year is not regarded by the model as the ’'end

of the world' but only as the 'end of the planning period’.

However, the terminal conditions problem should only surface in
optimization models and in intertemporal equilibrium (IE) models. In the
absence of a savings function most models incorporate a constraint which
relates to total investment such as an investment-gdp ratio. This will
circumvent the terminal conditions problem in the aggregate but in
optimization and IE models it does not prevent the problem arising at
the sectoral level. In optimization models where consumption is the
maximand, the capital-output ratio in a given sector may be such that
investment in that sector requires a greater sacrifice in consumption,
than that which can eventually be regained from the investment. That is,
some bias may occur in the trade-off between current (or terminal year)
consumption and future (or post-terminal) consumption, the latter being
represented by investment which is not usually part of the model’s
maximand. Consequently, one way to counter this would be to include the
discounted future consumption value of horizon year investment in the
objective function.4 Similarly in intertemporal equilibrium models
(about which more will be said later), the assumption of perfect
foresight does not extend beyond the horizon year so it would be
inefficient to invest for the post-terminal years, about which the model
knows nothing. Hence the need for terminal conditions. The curious
aspect about the possibility of this problem in the SIMLOG model is that

it does not purport to be either an optimization model or an (IE) model.

3 Celasun [12, p26]
4 1n this regard but with respect to snapshot models, see Tho [94].
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The possibility of intertemporal simultaneity arises because the
presence of gestation lags means that the capital stock used for the
current year's production was installed in a previous year. It is then
not possible to change the relativities in equation (18) above by
altering investment in year t. Consequently K(t-1) may need to be
adjusted and hence the emergence of intertemporal simultaneity.5 Had
sectoral investment in SIMLOG been made a direct function of rates of
return without the relativities of the latter being exogenous, the
anxiety over both intertemporal simultaneity and terminal conditions
could have been avoided. Admittedly the inclusion of gestation lags
would increase the computational effort but without the intertemporal

simultaneity this increase should not be very much.

In general the SIMLOG model displays the expected characteristics of
a CCE model, as may be seen in figure 1. (The solution method is the
Johansen process of logarithmic differentiation and matrix inversion as
described in Stroombergen [87]). Throughout the development of the model
the authors’ aim has been to create a flexible model framework by
permitting a wide range of choice in the specification of equations and
in the exogenous/endogenous mix of variables. Perhaps that framework is
versatile enough to encompass vastly different and improved equations
for import-domestic substitution. One would expect any further
refinement of the SIMLOG model to be concentrated primarily in this

area.

A final point which may be learnt from the SIMLOG model is that one
should be very clear about the type of model one desires (whether
optimization, forecasting and so on), when specifying the model’s

investment behaviour.

5 A .more detailed discussion of the processes involved in this
adgu?tment is left to the section on the de Melo - Dervis dynamic
models.
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The PROLOG Model (see figure 2)

One of the most interesting features of the PROLOGC optimization

model is its solution method. This is so for three reasons.

The maximand is the difference between the value of expenditure

on goods and the economic rents to fixed resources.6 The

optimum value of the maximand is thus equal to zero so as to
preserve the income-expenditure identity in the general

equilibrium system.

An alternative along the same lines is to maximise the sum
of consumer and producer surpluses as in the version of PROLOG
described in Norton [65, p41].7
Some of the functions in the model are segmented. That is, they
undergo a piecewise linear transformation before entering the
linear programming tableau.

The LP tableau consists of level form equations as well as
(Johansen type) logarithmic differential equations. If a
variable X occurs in both sorts of equations, a connecting

equation is also required. Such an equation has the form:
X(l/Xt_l) - d(LnX) =1

where d(LnX) is the Johansen growth rate. This combination of
growth rate and level form equations permits for example, the
specification of sectoral production relationships which are
Cobb-Douglas in some factors and Leontieff in others. The
annual updating of the tableau is required since the model is
dynamic but such updating also helps to reduce the extent of

the linearization errors which accompany Johansen type mbdels.8

The segmentation technique as well as being used for consumer demand

functions is also used for import supply and export demand equations.

The former is upward sloping, so the price (to importers) rises with

demand. Similarly, the greater the exported quantity the lower the price

received. In a CGE model endogenous import prices are rather unusual but

as Norton [65, p32] points out:

6
7

See Norton & Scandizzo [66, p2].

Note that this form of the objective function is not new, going back
at least as far as Samuelson’s [77] 'net social pay-off’ function.

See Stroombergen [87] for a description of such errors.
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"An upward sloping import supply function...(means)...it
becomes progressively more costly to carry out 1mport
substitution.”

However, this statement needs some elucidation. Presumably a
programme of import substitution would correspond to a movement down the
supply curve and as this continues one would be displacing progressively
cheaper imports necessitating therefore, progressively better cost
competitiveness on the part of domestic producers. The ’cost’ is in
terms of opportunity foregone in that it may be highly inefficient to
attempt to displace relatively cheap imports. In a CGE model it would be
better to model import substitution via an import demand function with
relative prices featuring explicitly and with exogenous world prices, at
least for a small country. Of this there is no sign in PROLOG as

reported in [65] and [66].

The modelling of import substitution/encouragement in PROLOG is thus
not much better than in SIMLOG, although it is admitted that the authors
of PROLOG nowhere state an intention to model this. However, Norton
[65, p2] does aim to:

"...set out model structures...in the hope of providing a

more flexible tool of analysis to the economist studying
national development strategies and

One would expect therefore, greater emphasis in the model on trade

relations.

Sectoral investment allocation in the PROLOG model is a function of
such variables as lagged output, lagged prices, and the previous year's
capital stock. At the same time some sectoral investments may be
specified exogenously. The choice of functional form is considered to be
primarily an empirical question. As long as the lagged nature of the
function is retained, since it is the presence of lagged explanatory
variables which obviates the need for terminal conditions, the exact
specification of the function is almost immaterial because the updating
of capital stocks actually occurs between periods. Norton makes a most
valid point (in [65, p28]) in stating that in an intertemporal model the
allocation of investment should be on the basis of marginal
productivities. But these must be known ‘ex ante’' which requires the
assumption of perfect foresight. Since PROLOG is not that type of model

such a tendentious assumption is not required. Instead investment
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functions may be specified which better approximate observed reality.
To further improve the capital section of the model, gestation lags are
explicit and a distinction is made between installed capacity and

utilized capacity.

Overall then the investment-capital routines in the model are
commendable and considerably more flexible than those in the SIMLOG
model, but the trade relations could still be markedly improved. Other
aspects of PROLOG which deserve a mention are the disaggregation of
consumers into household classes, the specification of a public finance
sector, and labour migration. However these aspects are not directly
relevant to the modelling of trade and structural issues in New Zealand.
In any case they contain no special features except that as with
investment allocation, labour migration occurs between periods so again
the precise choice of equation is vitually unlimited. In other respects
the model embodies most of the usual features of a CGE model as may be
seen in figure 2. Note that the compartments for the exchange rate (e)
and for tariffs and subsidies (t) in the import and export sections of
the diagram are drawn with broken borders to indicate that changes in e
and t cannot be directly modelled. Rather the segmentation parameters of

the supply/demand functions must be exogenously altered.
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The dMR Model (see figure 4)

Probably the most well known CGE models are those designed by
Robinson, Dervis, and de Melo. The earlier statements about the World
Bank models having numerous versions and specifications apply here also,
so we will examine a typical snapshot model constructed by de Melo and
Robinson in 1978/79 whilst the latter was at the World Bank. This model
was not described before as a World Bank model because it is felt that
the contribution by the above authors to CCGE modelling merits a separate

introduction. That a connection with the Bank does exist should remind

us that no model is completely unique.

Unfortunately this model as described in de Melo and Robinson [19]
does not appear to have a name. For convenience then it is designated
the dMR model to distinguish it from similar models which are alluded to

in the discussion below, by the same set (or subset) of authors.

The basic model structure is given in figure 4. Its most noticeable
differences from figures 1 and 2 are the non-empty rombi. Robinson and
de Melo are very aware of the need to allow for imperfect substitution
between domestic and imported goods. They state that:

"From an empirical point of view, the traded - nontraded -
Eoods dichotomy is too coarse.” And "price differentials
etween domestic and foreign prices persist for a long time

(with) si nificant two way trade existing even at a
disaggregated level”, ([19, pp7,8]).

Hence it seems rather crass to describe the assumption of imperfect
substitution as an "arbitrary" means of alleviating the tendency toward
specialization inherent in most (CGE) models - as done by Bell and

Srinivasan [5, pll].

Substitution between imported and domestically sourced goods is via
CES functions. That is, under the assumption of cost minimization a
composite good is a CES function of its domestic and imported components
and the price of that good is a CES function of its component prices.
(This concept is studied in detail in Chapter 6). The same elasticity is
used irrespective of where the substitution occurs - intermediate demand
or final demand. Presumably this is due to the nature of the CES
function although from one’'s own experience with nonlinear algorithms it
should not involve too much extra effort to specify different CES

functions for different end uses, but for the same category of good.
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The CES function is also used for the input of primary factors into
production where different labour types are combined at one CES level
with aggregate labour and capital then combining via another CES

function. Intermediate inputs are used in fixed composite proportions.
The other side of international trade, exports, are specified thus:

E;/X; = flp;/p}(1+tle] (1191, Egn.4)

The ratio of exports of good i to total domestic output of good 1 is
a decreasing function of the ratio of the domestic price of i to the

world price of i, allowing for the exchange rate and any subsidies which

may exist. *

% Rel. Price

Figure 3: Export Supply Function

The function is illustrated in figure 3 where the point of inflexion
is at the base year export-output ratio. (Further detail is given in

appendix A.) It may be justified on three criteria.

1. With a fairly high degree of sector aggregation it is unlikely
that exports of a given type will either fall to zero or usurp
all production.

25 As the export-output ratio moves further away from the base
year ratio, in either direction, the elasticity of
transformation between the two products becomes less,
reflecting the fact that exported goods from a sector i may not
be the same as domestically consumed goods from sector 1i.

3. If there were virtually no export sales in the base year, a
point on the right-hand end of the curve, (that is not at the

point of inflexion as previously stated), one could argue that
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a substantial increase in exports requires either a large drop
in the domestic price or a large rise in the world price, to
offset initial market penetration costs. Once a foothold in the
world market has been secured further expansion is relatively
easy but beyond some saturation point it would again become

relatively costly.

The given export function is of course a supply function where the
subsidy is a positive magnitude, not a negative one as is the case in a
demand function. The removal of a subsidy lowers the price received by
exporters and thus reduces some of the incentive to export. A demand
function would have captured the quantity reduction via the increase in

the market price which results from removing the subsidy.

Whether the logistic supply function is better than a (regular)
demand function is an empirical question. However, given the rather
complicated nature of the logistic curve (as may be seen in appendix A)
it is not surprising that most CGE modellers opt instead for a demand
function. In another paper de Melo and Robinson [20] actually set the

export-output ratios exogenously.

The model’s investment routines are nowhere described. All that is
stated is that capital stock in each sector is assumed to be fixed
during a given period which implies that horizon year investment has no
effect on the level of horizon year capital stock. In an earlier model
described by de Melo in [17], investment by sector of origin is
exogenously stipulated, this being justified by claiming that it
simplifies "the interpretation of the comparative static experiments
with respect to the welfare costs of protection”, (p213). In two
subsequent publications [20] and [25], the former of which describes a
model almost exactly identical to the one presented here, investment by
sector of destination is exogenously set as an absolute amount and in
the latter as an exogenous share of endogenous total investment. A
capital matrix is used to convert investment by sector of destination to

sector of origin.

One assumes therefore that sectoral investment (by destination
sector) is not endogenous in the dMR model. In general one infers that
de Melo et al favour a fixed mix of sectoral investment, either

absolutely or proportionately, in snapshot models dealing with trade
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issues. As was stated above this certainly simplifies the analysis of
alternative trade policy scenarios since it divorces the effect of
investment on growth from the effect of trade policy 'per se' on growth.
That is, the trade policy to investment to growth link is nullified. The
analysis may well be easier but whether it is empirically valid must
depend on whether investment patterns can be considered as being
independent of trade policy. If this is not the case then any gains or
losses associated with particular policies «could be seriously

understated.

The major features of the dMR model are the treatment of
international trade and the determination of the distribution of income.
The former has been discussed above whilst the latter, as with certain
aspects of the SIMLOG and PROLOG models, is not directly relevant to
modelling New Zealand exports and imports. It is acknowledged that the
issue 1is important in developing countries where trade-offs between

growth and distribution can be significant.

This completes the discussion of the dMR model. It has the edge on
the SIMLOG and PROLOG models in the specification of trade routines but
its investment routines are seemingly elementary. In these respects it
is typical of de Melo - Robinson - Dervis models. However we should not

-forget that the dMR model is a snapshot model. Better investment

routines may be expected in a dynamic model.
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Dervis - de Melo Dynamic Models (see figures 5 & 6)

This section focusses on two dynamic models by Dervis [24] ,and de
Melo and Dervis [18]. The models are very similar with regard to their
equations but at the same time are readily distinguished by the fact
that the former 1is an intertemporal equilibrium (IE) model and the
latter 1like JULIANNE, 1is a sequential equilibrium (SE) model. The
discussion below will be concentrated initially on this major

difference.

Some of the essential differences between IE and SE models are
discussed in Chapter 3 where the JULIANNE model 1is compared to
intertemporal optimization models. The Dervis IE model does not
incorporate an explicit optimization routine or maximand but this is not
required to achieve intertemporal equilibrium. However, whilst both IE
models and optimization IE models ignore the historical actuality of the
base year (for reasons outlined in Chapter 3), the absence or presence
of a maximand has implications for the specification of other
relationhips in the model. The philosophy underlying the IE model is
that proper development policy should explicitly consider long run
intertemporal efficiency. If a maximand is excluded there is a danger
that the most efficient growth strategy for a defined set of social
goals will not be discovered, even though the model solution should
itself be efficient within the confines of its equations. The advantage
of excluding a maximand, which means discarding the optimization
framework is that it is then easier to specify certain types of
exogenous constraints and behaviour which are cumbersome to include in a
programming problem, such as price determined import demands. The
relevant question is: How far should one go in trading off potential
efficiency gains from maximum wvariable endogenization against
incorporating immutable economic or political relationships? Is the
propensity to import truly fixed? Over what period of time? If an
optimization model showed a particular pattern and level of imports to
have a favourable effect on growth, could that import profile actually
be realised or is it futile even attempting to realise it? Answers to
these questions should depend on the particular attributes and
rigidities of the economy, on the issue under consideration, on the time
span to which the question relates and on who is asking the questions -

whether private company or government.
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The Dervis model is a step away from the optimization philosophy but
is still very much at the optimization end of the spectrum with SE
models closer to the other end; characterised in the extreme by short

term forecasting models which take all economic relationships as given.

The major flows in each model are drawn in figures 5 and 6 with the
IE-SE distinction being marked by the presence of a compartment labelled
'perfect foresight' for the former and an explicit link between the

rates of return (r) and sectoral investment (I) blocks for the SE model.

Production in the IE model is a Cobb-Douglas function of the current
labour input and capital installed in the previous period. Hence, as
discussed with regard to the SIMLOG model, there is no demand for
capital in the horizon year so terminal conditions are required. These
take the form of equating the growth in sectoral capital stocks between
the terminal year (T) and the previous year (T-1) to the growth between
(T-1) and (T-2).

In other years the change in sectoral capital stocks, that is the
allocation of investment, is based on the implicit assumption of perfect
foresight, manifested by the equalization of sectoral rates of return

where these are given by:

ri 2 lei - wlLi # ﬂ.l - I.Li(t_l) = d[.l-‘l ([24], Eqn.lﬂ)

ki(t-1)Ki(t-1) Fi(t-1) Ki(t-1)

The three terms on the right-hand side are the rental rate, rate of
capital gains and rate of financial loss due to depreciation. The price
of net output is denoted by v, pu is the price of capital and d is the
physical rate of depreciation. Other notation is as defined at the

beginning of the chapter.

There is no equation which explicitly links investment allocation to
rates of return or to anything else, as would be required in a
sequential equilibrium model. In an IE model, or at least in the Dervis
IE model, capital and investment adjust so as to achieve rate of return
equalization in each year. In principle this adjustment occurs
simultaneously for all years but some idea of the way in which the model

actually solves might be as follows.

Assume that we know K(t-1) for any year, ignoring for the moment how

it was calculated. If the model is then solved for year (t) there is no
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guarantee that the rates of return (r) would be equal. That is, the
rental rates may not differ in the 'correct’ way so as to exactly
counteract natural differences in rates of —capital gain and
depreciation. Since all predetermined variables for the year (t) are
either exogenous or calculated from the previous year’'s solution by a
known equation, the alignment of the rates of return must be induced via
the K(t-1). One therefore needs to go back to year (t-1) and reallocate
investment in order to yield equal rates of return in year (t). But in
year (t-1) a different allocation of investment will generate a
different mix of sectoral outputs and prices, and thus different rates
of return also. Enter the same problem in year (t-1) as in year (t);
namely unequal rates of return. Hence the solution for any one year
(except the end points) is affected by and itself affects, the solution
to preceding and succeeding years. The outcome of this plexiform process
is an intertemporal equilibrium growth path where all expectations are

fulfilled.

The end point years receive special attention with the horizon year
requiring the imposition of terminal conditions (as described above) and
the base year being detached from the actual base year by allowing the
endogenous distribution of capital subject only to the actual aggregate
supply constraint. In fact the growth rate of the total capital supply

is exogenous throughout the entire model period.

Dervis does not explain the solution algorithm actually used which
is understandable given the space limitations on journal articles. He
describes it as a combination of Walrasian tatonnement and Gauss-Seidel
iterations. Judging from one’s own experience with such algorithms, one
presumes that the tatonnement procedure is used primarily for the
intratemporal part of the solution and the Gauss-Seidel technique
primarily for the intertemporal part of the solution, although. the two

parts are naturally not completely independent in an IE model.

In the de Melo-Dervis SE model the allocation of investment is

explicitly linked to sectoral rates of return:

Ij = ejI ([18], Egn.11)

85 % "i(e-1) * Mye-1)[rie-1) T (¢-1)] (1181, Equ.22)
F(t-1)
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where T is sector j's share of total profits and A is an investment

mobility parameter.

Note that the mean rate of profit (r) could be any of three

alternatives:
1. A simple unweighted mean; Erj/n
2 A profit weighted mean; ernj
3 The economy-wide rate; that is a capital stock weighted mean.

Dervis and de Melo state that for any value of X\ it will be true
that Z7=1 as long as Z6=1. However, this is only correct if the mean
rate of return is given by the second of the above definitions, which is
not necessarily always the obvious choice. What is also not stated is
that if in the base year the distribution of ‘investment bears little
correspondence to profit shares, there will be a drastic reallocation of
investment in the first 'proper’ solution year of the model; a
reallocation which may be quite absurd. Perhaps de Melo and Dervis did

not encounter this problem.

Total investment in the SE model is either exogenous or is set equal
to total savings using either a classical or a neoclassical savings

function.

International trade in the IE and SE models is rather crudely
specified. In the former sectoral exports are exogenous and imports are
divided into competitive imports, the demand for which is based on fixed
coefficients, and noncompetitive imports which are fixed in absolute
amount. In the SE model sectors are classified as tradable or
nontradable with prices in the latter adjusting to equate supply and
demand, whilst for tradable sectors prices are determined by world
prices with quantities traded clearing the domestic market. Hence a good
of a given type cannot be simultaneously imported and exported. As in
the IE model some imports are completely noncompetitive but fortunately

they are not fixed in absolute amounts.

One might expect the assumption of perfect substitution to cause
extreme specialization in production but by using previously installed
capital as an argument in sectoral production functions this tendency is

effectively curtailed since installed capital is sector specific
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implying at least as many factors as goods9

The SE model permits three specifications of labour market

behaviour.

Ls Exogenous full employment with endogenous wage rates, equal
across sectors.

25 Exogenous changes in real wage rates whilst preserving a fixed
urban-rural wage differential. (This is also the specification
in the Dervis IE model).

3. Rural-urban migration (RUM) of the Harris-Todaro type; a
function of relative wage rates with a fixed wage rate in the
urban sector and a flexible rate in the rural sector which
adjusts to clear the rural labour market. If full employment is
attained in the wurban sector the urban wage rate becomes

endogenous.

The significance of the labour market specification when analysing
trade strategies with respect to developing countries is adequately
demonstrated by de Melo and Dervis in [18]. Their results are too
detailed to present here but their general conclusion is that in terms
of discounted utility, when labour is mobile across sectors free trade
is usually superior to protection since reverse migration back to the
agricultural exporting sector generates a net increase in employment.
But if such migration 1is limited as wunder the Harris-Todaro
specification, the protected path will probably dominate since free
trade lowers urban employment without the concomitant rise in rural

employment.

Concerning' the savings assumptions; the neoclassical variant
generally reinforces the case for free trade whilst the classical

savings function tends to promote protection.

The importance accorded to the labour market and savings
specifications in the SE model is matched by the importance in the IE
model of the exogenous growth rates in the real wage and in the total
stock of capital. These parameters are considered to be the "two major
social decision variables” with their values reflecting an "economic,

social and historical balance",10 but which may nonetheless be

9 See Chapter 3 for a discussion of this problem.
10 pervis [24, p84]
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consciously changed. The nature of the solution, especially the degree
of labour-capital substitution, 1is very much affected by these
variables. In this connection an elementary but most valid point made by
de Melo and Dervis in [18, pl70] is that the comparison of various trade
strategies and policy alternatives will not usually lead to knowledge of
the optimal strategy. This point returns us to the difference between

(optimization) IE models and SE models.

It may well be that the most viable means of reconciling the desire
for optimal growth with the necessity to take into account the existing
or base year situation (which is usually not on a long run optimal
growth path) together with some reasonably stable economic parameters
and interdependencies, is via a fairly formal interface between an
optimizing IE model and a short to medium term ‘forecasting-SE’' model.
The latter would certainly need rather more emphasis on known short term
behavioural relationships than exists in most SE models. Such a
combination could well trace out von Neumann turnpike style growth

paths.

However, standard SE models such as the one described here by de
Melo and Dervis and such as JULIANNE, are essentially a compromise
between IE and forecasting models and could thus be an alternative to
the type of interface just delineated, particularly if the modelling is
done by non-governmental organizations who may nevertheless have some
influence in the setting of economic policy in the medium term. Such
organizations will usually have neither the expertise to determine long
run social goals nor the power to pursue them, so an IE model would be
of little use. On the other hand an SE model could be a valuable aid in
the analysis of medium term issues such as protection and taxation which
may directly affect the organization concerned. The SE model may be used
to assess the effects of possible changes in government policy or be
used more actively to promote particular policies which can be
demonstrated to be socially advantageous as well as of direct benefit to

the interested party.

In conclusion then, the comparison of the Dervis and de Melo IE and
SE models reinforces the view expressed earlier that the choice of model
is as much governed by who is asking the questions as by the nature of
the questions. These two models illustrate well the differences between

IE and SE type models, highlighting the contrasting specifications of
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investment in each model type but nonetheless incorporating many
mutually similar equations. Both models contain rather weak and archaic
assumptions about the treatment of imports but are better in other
areas, notably the specification of labour markets. In deference to the
authors’ modelling dexterity it is generally quite impractical, if not
impossible to build super models which ’'do everything'. One assumes
therefore that Dervis and de Melo designed and tuned their models to

suit the particular objectives they had in mind.
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2.3 Summary

By studying and comparing a collection of some fairly well known CGE
models of varying complexity and elaboration we have been able to
ascertain the qualities that can be and should be present in a (New
Zealand) general equilibrium model which stresses international trade
and structural problems. The.five models which have been reviewed here
provide a good cross-section of recent CGE models, with the latter
models representing the current ‘state of the art’ in dynamic modelling.
The ORANI model of the Australian Impact Project is (at the time of
writing) probably the largest, most sophisticated and well known
snapshot CGE model, especially out of those solved by the Johansen
method. It is described in Dixon et al [30] and reviewed by Wallace
[97]. An example of very recent advances in snapshot CGE modelling is
given by Harris [46] who attempts to deal with non-competitive pricing

and economies of scale.

Rapid advances during the last decade in computer technology have
freed designers of large economic models from having to use linear
programming methods, as Evans used in 1972. (See Evans [35]). The more
recent models by de Melo et al utilize nonlinear algorithms which
although not generally as inherently mathematically efficient as
programming techniques for a given number of sectors, compare much more
favourably when one is seeking to include substitution possibilities in
production or consumption in a model. Pricing circuits also are usually
easier to include in nonlinear algorithm based models than in
programming models. Consequently those models which are of the former
type allow the modeller more flexibility in the specification of

11

equations and behavioural linkages, so one should expect such models

to be better abstractions of reality.

Bearing in mind that the requisite qualities of a model will depend
on the issues to which a model is to be addressed as well on the exact
type of model in which one is interested; in the first instance whether
snapshot, intertemporal equilibrium (IE), or sequential equilibrium (SE)
as discussed elsewhere in the text, what are the features for which one
should be looking in a ’‘good’ CGE model? The following points emerge
from this review.

11 We will not debate here the relative merits of nonlinear algorithms

versus Johansen type matrix inversion. The reader is referred to
Chapter 5 and to Stroombergen [87].
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Substitution between domestic and imported products in both
intermediate and final demand: Only the dMR model embodies a
satisfactory routine for this by treating imported and domestic products
of a given type as imperfect substitutes. Without fairly comprehensive
routines for capturing import-domestic substitution in relation to
relative prices, the applicability of a model to trade and protection
issues is severely limited. Certainly a model of the New Zealand economy

should be able to handle these issues.

Substitution between factor inputs into production: Most of the
models surveyed embody some form of factor mixing function and again the
dMR model is probably the best with its two-level CES function. Few
models exist which include more sophisticated factor mixing functions

such as the translog or CRESH specifications.

The fact that all of the models allow some substitution amongst
factors, is indicative of the sort of questions to which CCE models are
frequently applied; namely development options. Here the crucial issues
are generally to do with labour intensive versus capital intensive
growth strategies, or with ascertaining whether enough skilled labour is
available to meet specific growth targets. In this connection it is
worth noting that the CRESH and translog functions are really only
required when many factors of production are distinguished. Their
sophistication is superfluous when only one or two types of labour
(often rural and urban) and capital constitute a satisfactory degree of
disaggregation. In such cases a CES or even a Cobb-Douglas specification
is quite adequate. Just how many factor inputs should be identified

depends on the nature of the questions being asked.

Investment: The allocation of investment amongst sectors and the way
in which new investment is converted into productive capacity is very
much a function of model type, more so in fact than is any other
component of model structure. It is also one of the most difficult
issues to handle, no matter what the model type. In IE models and in
optimization models there 1is generally the added complication of

terminal conditions as well.

In medium term snapshot models which yield virtually no information
about the time period between the base year and the horizon year, the

foremost concern of the modeller should be to ensure that the profile of
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capital stocks in the horizon year is at least feasible, given the base
year mix. And similarly to ensure that the profile of horizon year
investment is not inconsistent with the accumulation of each sector's

horizon year capital stock.

Satisfaction of these two conditions usually entails setting horizon
year sectoral investment equal to the mean rate of capital accumulation
between the base year and the horizon year. Including profit
considerations and expectations as determinants of investment in a
snapshot model entails the risk of failing to fulfil the given
conditions. This risk is obviated in Johansen type models since the
results are expressed as percentage changes on what would otherwise have
been the case and they do not generally relate to a specific snapshot

year, so the time span between it and the base year is not fixed.

The other common method of determining investment in snapshot models
is via an exogenous stock-flow factor which converts the horizon year
demand for increased capital (in a sector) into the amount of that
increase which is supplied from horizon year investment. Computationally
this method is simpler than the former method of calculating the mean
rate of capital accumulation throughout the model period, but the two

alternatives are similar theoretically.

In dynamic models the investment routines are far more significant
than in snapshot models since the changes in capital stocks between
periods generally provide the dominant intertemporal connections.
Numerous different routines exist but theoretically they fit into one of
two categories, as illustrated by the de Melo - Dervis IE and SE models.
In IE models perfect foresight is assumed on the part of investors which
implies equal rates of return whereas this is not assumed in SE models
(such as JULIANNE). Different rates of return are allowed in the latter
and investors respond to these differences as well as to expectations
based only on past events, about future profits. In both types of model
the routines may be complicated by gestation lags or in the case of SE
models only, by a distinction between installed capacity and utilized
capacity. The expectations function may also be rather complex but this
should not alter the essential IE-SE distinction. The SIMLOG model is
rather an oddity in this regard. Its investment routines rule it out of
the SE class but the lack of rate of return equalization means it is not

really an IE model either, even though the computation of sectoral
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investment levels is based on IE type methods. This hybrid approach
reminds us that no classification of models is ever absolute but it also
clouds both the understanding of the model and its realm of

applicability.

There are of course other features that one might wish to see in a
CGE model. The ones listed above form a nucleus which should exist in
all CGE models, especially those which purport to study trade and
development issues. Chapter 3 describes some of these other features;
those which a trade related New Zealand CGE model should contain. As a
concluding thought to this chapter, however, it is suggested that
perhaps the greatest attribute of any model is flexibility. If new
routines and equations can be easily added and old ones modified or
replaced as the topic demands, the power of the model is substantially
enhanced. The flexibility of the above models is fairly high but the
concept is difficult to define quantitatively. However, through
reviewing a collection of representative models a good qualitative
understanding has been gained about what a CGE model should be capable
of doing without requiring time-consuming alterations to the model’s

structure or solution technique.
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Appendix A

The de Melo - Robinson Export Function

The authors in [19, p9] loosely describe their export supply
function as an asymmetric logistic function with asymptotes at the
points y=0 and y=1, and a point of inflexion at the base year export

ratio.
The general form of such a function may be given by:
y = a[1-(1+eP*eX)7d] (i)

where: a is the upper asymptote => a=1 in this case
c<0

d>0 (If d=1 the function is symmetric.)

[Ln(d)-bl/c (ii)
al1-(1+d)79] (iii)

The point of inflexion is at: X

which has a y value of:

The elasticity of the export-output ratio with respect to relative

price, namely (dy/y)/(dx/x), is given by:

e = deePtXx
[1+eP*CX] [ (14eP¥CX)d-1] (iv)

The function in (i) is rather complicated and would require non-
linear estimation to be quantified. However, the parameters can be

determined if certain prior information is available on:

1. The base year price relativity (x)
2., The base year export ratio (y)
3. The elasticity (e)

Since a=1, d is calculated by inserting y and a into equation (iii),
¢ can be expressed as a function of b from equation (ii) since x and now

d are known, and b can then be determined from equation (iv).
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CHAPTER 3

ISSUES IN CGE MODELLING

3.1 Introduction

This chapter outlines the issues and problems which need to be
addressed when designing a general equilibrium model, some of which are
fairly specific to New Zealand. It is divided into two sections which
identify these as general or trade related, although the latter group is
really a subset of the former. The intention is not to offer universal
solutions to the various issues raised. However, particular (JULIANNE
model) solutions will sometimes be suggested with the details being left

to subsequent chapters, especially Chapter 6.

3.2 General Issues

Macroeconomic Closure

Superficially the closure of a model defines the set of information,
translated into values of the exogenous variables, required to obtain a
solution. More subtly, closure involves considerations about the time
span of the model (that is whether short term or long term), the
importance of financial and money markets, and the links between the
microeconomy and the macroeconomy. Thus the way in which a model is

closed is intimately connected with the choice of equations.

The input-output coefficients, factor demand equations, relative
prices and the composition of the components of final demand, form the
microeconomic base of a CGE model. Their mutual closure is virtually
automatic. Closure at the macroeconomic level, however, presents more
options. For most CGE models one can identify four areas that require
rules of closure, three of which arise from the absence of a money and

finance dimension.1

It is a fundamental proposition of the JULIANNE model and many other
CGE models that the impacts of financial markets and monetary policy are
transient phenomena which therefore have no place in a medium term
model. Indeed even in the Reserve Bank’'s econometric forecasting model
money is rather passive. Spencer [83, p336] writes:

1 & food‘discussion of the effects of different macroeconomic closure
rules is presented in Taylor et al [93]
_46_



"Thus it is clear that in the 'long run’ money is
essentially a neutral force in the RBNZ model but that:
.a monetary impulse can continue to have a SLgnlflcant
effect on the real sector for several years.
Should the medium-long term influence of money ever not be neutral (at
least as a first approximation), whether by assumption or from empirical
observation, it follows both logically and necessarily that in a CGE
model, real variables would need to be exogenously adjusted. In
particular it is generally true that the overall level of prices and the
money supply are not endogenous. Consequently one element of
macroeconomic closure involves the assignment of a price level by
stipulating the value of a numeraire variable such as the exchange rate

or the GDP price index.

Another aspect of macroeconomic closure concerns the external
balance of trade. In a model which does not endogenously calculate
foreign capital inflows (which is another variable in the money and
finance dimension), a balance of trade constraint must be included to
render the system determinate, although an alternative is to fix
domestic absorption as is frequently done in the ORANI model. (See Dixon
et al [30].) '

Some form of constraint is also required to determine total
investment, unless savings behaviour is comprehensively modelled which
again entails a monetary sector ihcluding a complete portfolio subsector
and equations which link the demand for investment funds to the various
sources of supply. The usual choice of closure rules consists of either
setting total investment exogenously, thereby imparting a Keynesian
flavour to the model and implicitly relying on Robinson’s "animal
spirits”; assuming classical savings behaviour where investment is
equated to profit income; or assuming neoclassical behaviour which links

investment to savings as a proportion of total income.

The fourth element of macroeconomic closure stems not from the lack
of a monetary sector but from the absence of what may loosely be
described as institutional factors, that determine the extent to which
wage setting procedures channel possible employment increases into real
wage increases. In association with this there is also the extent to
which wage rates respond to price increases. The choice here is usually
between exogenously stipulating (real) wage rates with total employment
endogenous, or vice versa; fixing total employment with wage rates
endogenous.
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The above closure rules may convey the impression that too many
important variables are exogenous and therefore at the capricious
discretion of the modeller. However, intelligent choices are not
limitless and in many cases it is possible to set the values of
exogenous variables using information from other studies, notably macro
(forecasting) models. An informal interface of this sort between the
JULIANNE model and a simple macroeconomic projection model forms the
basis of most applications of JULIANNE. (The procedure is described in
Chapter 7). There is also some benefit in being able to control the
model’'s macro environment. It may aid the interpretation of model
results, particularly in assessing the impact of the macro environment
on micro activity and, if one believes that governments have policy
instruments which can neutralise undesirable macro effects caused by
microeconomic changes (such as relative price shifts), it is obviously

advantageous to be able to model such reactions.

Whether it is better to develop CGE models in the true Walrasian
spirit and 1link them (formally or informally) to conventional
macroeconomic and macroeconometric analyses, rather than extend the CGE
model to incorporate a complete money and finance dimension, is a
question which is rather beyond the scope of this thesis. Indeed the

applied use of CGE models to date has not suggested an answer.

The Pricing Equation

Debate still exists within the economics profession about the form
of the pricing equation, with the debate being essentially polarised
into those who believe in neoclassical zero pure profits pricing and
those who countenance (Keynesian) cost-plus markup pricing. Except for a
few polemics however, most participants would agree that the form of the
pricing equation is sector specific and also depends on the time span
under consideration. The greater the market forces of supply and demand
and the longer the time horizon involved, the greater is the chance that
neoclassical pricing will prevail. Accordingly in traded sectors such as
agriculture markup pricing is rare whereas in the more protected

manufacturing industries it is quite common.

A preliminary (unpublished) investigation of cost-plus pricing by
the author in 1979 confirms this contention. It showed that with the

economy grouped into 13 sectors, a fixed percentage markup hypothesis
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explained price movements well for only one sector; Construction, very
much a nontraded sector. A fair degree of explanation was obtained for
the Primary Products Processing, Manufacturing and Trade sectors, whilst
for the remaining 9 sector52 the hypothesis performed poorly or very
poorly. The study covered the years 1959/60 to 1975/76 wusing as
benchmarks the four input-output tables given in Choo [14]. For all
sectors a better fit was obtained if wvariable markups were allowed,
particularly in the inflationary latter years when most markups appeared

to fall.

However, if over time, markups are more flexible than in the short
run, as monopolistic and protected industries are forced to submit to
(some) market pressure or as capital earns its marginal product, the
distinction between neoclassical pricing and cost-plus pricing becomes
less pronounced. That is, pricing behaviour which is describable by a
variable markup equation could probably also be explained by a

neoclassical pricing equation.

For modelling purposes the question is really; which hypothesis
provides the better approximation to observed pricing behaviour over
time? In the case of medium term CGE models such as JULIANNE the
neoclassical hypothesis is in general likely to be better although
certain sectors such as Housing may require an alternative

specification.

As a concluding thought on pricing behaviour consider: If the
incidence of administered pricing varies directly with the degree of
border protection, there is a strong argument in favour of altering the
form of a model’s pricing equations when protection is reduced, if
administered pricing is originally fairly widespread. This could be
expected to increase the benefits from free trade beyond the direct (or
pure) welfare gains,3 frequently estimated at less than 2% and even less
than 0.5%. See for example Boadway & Treddinick [8], de Melo [17] and
Dixon [29, pp.68 & 71]. Grubel & Lloyd [43, pl24] discuss the effects of
free trade on price setting and Staelin [84] examines the effects of

tariff changes under various types of administered pricing.

2 A%rigu;ture, Mining, Forestry, Forestry Products Processing, Energy &
g ilities, Transport, Private Services, Government Services, and
ousing.

3 That is excluding gains due to improvements in 'X-efficiency’ etc. -
See Chapter 8 for further elaboration.
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Staelin obtains different results from different non-competitive
pricing assumptions and thence concludes that competitive pricing
structures would also yield different results. However, his model cannot
be used to directly compare competitive pricing with noncompetitive
pricing since if the former is implemented the model becomes
indeterminate. If one then introduces say, sector specific capital the
model versions would no longer be comparable. Hence one either needs to
incorporate sector specific capital in the original noncompetitive model
versions or abolish the assumption of perfect substitutability between
imported and domestic products. Indeed this assumption may be more
crucial to the model’s results than the pricing assumption, a subject

which will be pursued in the section on trade issues.

Non-constant Returns

Under the heading of non-constant returns are included economies of
scale, decreasing returns to scale and decreasing returns to all but one
factor of production where that factor is in fixed supply. All are
phenomena which prevail in the real world but are often ignored in CGE
models, as exemplified by those surveyed in Chapter 2. In the New
Zealand context the assumption of constant returns to scale is probably
quite reasonable for most sectors given the degree of disaggregation
with which one is dealing. Recent studies by Evans & Low [36] and
Wallace [98] have, however, indicated that non-constant returns to scale
probably exist within the agricultural sector. Associated with this is
the possibility of decreasing returns to factors when one factor,
notably land or management, is in (approximate) fixed supply. Again see
Wallace [98]. If non-constant returns are widespread and significant
(and there is still much scope for the empirical testing of this), it is
important that they be adequately modelled. In particular the response
of agricultural exports to changes in either world selling prices or
input prices could be seriously overstated. Conversely if increasing
returns exist in manufacturing industries, possibly as a result of
intra-industry specialization, the gains from the removal of protection

could be seriously understated. See for example Dixon [29].

There are numerous ways of modelling non-constant returns such as
via the technological change parameter in the sectoral production
functions or by respecifying the production functions to include inputs

measured in effective units. The first option is probably best suited to
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capturing the changes in returns to scale which might occur over time -
that is between the base year and the horizon year, whilst the second is
more appropriate to modelling decreasing returns (to a fixed factor) in
a given year, namely the horizon year. These possibilities are examined

in Chapter 6.

Investment

In the previous chapter numerous methods of handling investment were
observed and it became evident that the specification of investment is
of paramount importance in all CGE models, especially dynamic ones. 1In
deciding on an appropriate investment specification the following

interdependent matters should be considered.

Steady state growth

s Terminal conditions
Expectations
Intertemporal consistency

The allocation of investment

S Ul W N -

The total 1level of investment (already discussed under

macroeconomic closure)

~

Capital mobility

Depreciation and capital vintages

The first question one must answer is: Does one desire a CGE model
which is concerned with what should happen (in an optimal sense) or with
what would happen in the medium term future, given certain events or
policies and assuming other variables unchanged? Note that the latter
option is certainly not equivalent to the definition of a forecasting
model, which relates to a much shorter time span and does not usually

involve ceterus paribus assumptions.

If a model is a snapshot version of the ‘what would happen’ type,
questions of steady state growth are not directly addressed but are
nonetheless not irrelevant, as will become evident below. In a dynamic
version of this model type, whilst steady growth is not forced into the
solution path, such growth may still be generated if the model’s
equations portray intertemporally consistent and efficient behaviour,
and if the model is not subjected to continual exogenous shocks. By

contrast, steady growth should be automatic in optimization and
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intertemporal equilibrium (IE) models. However, as elaborated in the
previous chapter, such models require terminal conditions to force
investment in the horizon year so as to provide for post-horizon
consumption. Because a model cannot cover an infinite period of time
over which all investment could be seen to eventually yield consumption,
the model’'s time period must be truncated. In so doing, however, the
agents represented in the model cannot perceive the benefits of
investing in the horizon year (or earlier depending on the lags
involved) since nothing is then known about future consumption. Hence
the need for a formula to induce horizon year investment. Unfortunately

4 a problem which some modellers deal

such a formula may bias results,
with by running the model for more periods than is required and then
ignoring the surplus periods’ solutions, the justification being that

most of the bias would occur around the terminal year.

Underlying these sorts of models is the assumption of perfect
foresight since steady growth can only occur if everybody's expectations
are both stable and fully realised. Once this assumption is abandoned it
is legitimate to specify investment as a function solely of past events
(as in the PROLOG model), thereby eschewing the terminal conditions

problem.

In snapshot models the inclusion of such lagged behaviour is not
possible, unless it relates to the base year. However, precisely because
the interregnum periods are not modelled, it is essential to ensure that
the allocation and level of investment in the horizon year is consistent
with the implicit path of capital accumulation implied by the level and
distribution of the horizon year capital stock, and with the maintenance
of that path in the immediate post-horizon years. If this is not done
the model may yield results that in reality have no chance of
eventuating, and/or which undermine post-horizon year activity. The
consistency requirement generally entails the implicit assumption of
steady growth between the base year and the horizon year. Thus even
though a snapshot ‘what would happen if’' type model is not an

optimization model, some aspects of the latter cannot be avoided.

Lest one should gain the impression that horizon year capital stocks
are completely endogenous in snapshot models, it is worth pointing out

that limitations on capital mobility should prevent a sector’s capital

4 The extent of such bias is investigated in Chapter 6.
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from decumulating faster than its rate of depreciation. This does not
proscribe, however, the existence of substantial differences in the
sectoral allocation of horizon year capital stocks between alternative
scenarios of a given target year. As long as the decumulation rule is
obeyed such differences do not imply shiftable capital since the only
capital which is immutably installed in each and every target year
scenario 1is the base year level of capital, less that which has
depreciated. This point is perhaps rather elementary but from one's
experience with the presentation of snapshot models, incorrect
inferences are common about what model results imply as regards capital

movements.

One speaks of depreciation as if it is precisely measurable and
quantifiable by a simple coefficient, namely the depreciation ratio. But
there are difficulties with depreciation that are both theoretical and
operational. Since worn-out capital is usually replaced with new capital
which is also better (due perhaps to embedded technological change),
such as when an automobile is replaced, the true increment to the stock
of capital cannot be unambiguously ascertained. Thus the distinction
between net and gross investment is often far from precise.
Unfortunately in models which purport to study capital accumulation or
which link output to capital input, such a distinction is essential and
so depreciation must be quantified. But even if the theoretical
difficulty is overcome, a simple rate of depreciation coefficient is a
crude measure of the rate of decay of a whole conglomerate of items of
capital of varying vintages, with depreciation rates that are age

specific.

One could of course incorporate capital vintages into a dynamic
model but in a snapshot model this would be rather sophistic. In either
case the procedure is cumbersome and it is highly doubtful whether New
Zealand capital data would be comprehensive enough to support such a
move. Probably a compromise is possible which would be to define the
rate of depreciation as a function of past rates of technological
change, or of the rate of output growth, the assumption regarding the
latter being that firms may scrap plant and equipment at different rates

between downturns and upturns.
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Ma jor Projects

Virtually absent in the literature on CGE models is any discussion
of the effects that large industrial or agricultural projects such as
petrochemical plants and hydro-electric power stations, can have on the
economy. Such projects have not usually been included in CGE models. One

can think of three possible reasons for this.

1. Such projects have not existed in countries where CGE models
have been developed or applied. In fact many models have only
been applied to hypothetical economies.

A In large economies their effects may not be particularly
significant, and thus not worthy of special treatment.

3. Modelling them may be difficult in terms of data availability
or may be ’‘uncomfortable’ since it implies a break with the
marginalist principles of many CGE models. A further difficulty
may arise when the model is of the Johansen type if the major
projects cause significant differences, in terms of model
coefficients, between the documented base year and the

undocumented ceterus paribus base to which J-type model results

apply.

The New Zealand economy is judged to be small in this regard, as the
major energy based developments have had and will continue to have
significant and discrete (as opposed to marginal) effects on the entire
economy. Their effects are felt firstly, chronologically speaking, on
the demand for investment goods and subsequently as they begin yielding
output, on exports and import substitution. For example the import
substitution effects of the synthetic petrol plant and the Marsden Point
refinery expansion cannot be endogenously modelled by standard equations
based on elasticities and price differences. Model coefficients must be
exogenously adjusted if one wishes to obtain reasonable projections of
some future year. Admittedly it could be argued that model coefficients
should be left unaltered to indicate which sectors exhibit the greatest
potential for expansion under various future scenarios. Certainly this
approach has considerable merit as it is one of the principal strengths
of CGE models to do just that sort of comparative analysis. However, if
a certain project is declared a ‘fait accompli’ it is usually best to

treat it as such.
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In this regard one sounds a warning which will be repeated
elsewhere, that the power of the JULIANNE snapshot model is less in
modelling the differences between the base year and some horizon year
than in modelling the differences between alternative horizon year
scenarios. That is, contemporaneous comparisons are more reliable than
intertemporal comparisons. Whilst this means that the inclusion of major
projects is not always an absolute necessity - for example the effects
of removing agricultural export subsidies are probably largely
independent of whether or not an aluminium smelter exists; it is
naturally expedient to secure as good a control scenario as is
practical. One could never be quite sure about the degree of influence
major projects might have on even contemporaneous alternatives. The
presence of an aluminium smelter would naturally affect the predicted
outcome of a reduction in import barriers against foreign supplies of

aluminium.

An example of the inclusion of major projects in the JULIANNE model

is given in Chapter 7.

Labour Disaggregation

Few CGE models currently in existence distinguish more than one or
two (usually rural and urban) categories of labour and thus there is
little scope for studying substitution amongst different labour types.
When the rural/urban distinction is included, rural/urban migration of
the Harris-Todaro kind is frequently allowed, such as in the Dervis-de
Melo ’'sequential equilibrium’ model reviewed in the last chapter. Since
many general equilibrium models have been constructed for application to
less developed countries, the prevalence in (these) models of this
degree of labour disaggregation and this form of substitution is

understandable.

In the developed countries interest is likely to be focussed more on
the substitution possibilities between and within various blue collar
and white collar occupations, and on the potential growth of each
occupation under alternative policy options. With respect to New Zealand
a question of obvious interest is which occupations will gain and lose
from the dismantling of protection and the consolidation of new trading
links. To obtain some answers to this sort of question entails

distinguishing rather more labour types and permitting different degrees
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of substitution between them. Cobb-Douglas and CES production functions
will thus not suffice, so one must turn to more sophisticated

specifications such as the translog or CRESH functions.5

The possibility would also exist to model the effects of alternative
assumptions about occupational wage rate relativities and to examine the
implications of shortages of particular labour types. A recent study by
Grimes [42] suggests that New Zealand occupational wage relativities
have been fairly rigid (over the period 1960-1980) and that this
rigidity may have contributed to the imbalances of some labour types.
Hence fixed wage rate relativities could be a major obstacle to the
success of policies aimed at freer trade (such as CER) if changes in

trading patterns alter the occupational profile of labour demand.6

Depending then- on what one believes, or can ascertain, about the
flexibility of the supply of various labour types and about the
rigidities of wage rate relativities over the medium term, there may be
a case for the incorporation into a CCE model of disaggregated labour
types and a production specification which can do this justice. In many
cases it may, however, suffice to exogenise sectoral wage rate
relativities as a proxy for variations in the occupational structure
between sectors, given basically fixed occupational wage rate

relativities.

5 Transcendental logarithmic and Constant Ratio Elasticities of
Substitution, Homothetic.

A function is transcendental if it _is not a solution to a
polynomial with integer coefficients. The translog function in
particular is a second order approximation to any arbitrary
(polynomial) production function.

A function f(x) is homothetic if it can be expressed as a
monotonic  transformation of a linearly homogenous function:
f(x)=g(h(x)). For example a homothetic production function could
exhibit increasing returns to scale but its expansion path would
still be linear.

For an example of this kind of analysis with a CRESH production
structure see Higgs et al 0].
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3.3 Trade Related Issues

Indeterminacy

For thirty years since Samuelson’'s 1953 article "Prices of Factors
and Goods in General Equilibrium" [78], there has been debate about the
indeterminacy in the composition of output in a general equilibrium
system when production functions are homogeneous of degree one. The
various aspects of this issue have been well documented in economic
literature, with notable writers on the subject including Melvin [59]
and Travis [95] whose articles will be alluded to below. One’'s purpose
here is not to indulge in elaborate and redundant repetition of the
arguments but to provide a broad overview of the problem in order to be
able to comprehend its essential relevance to CGE models. It will become
apparent that without solving the indeterminacy problem one does not

have a model.
In his leading article on the subject Samuelson states that:

Under "a constant returns to scale or homogenous production

function of the first order..... the composition of industry
output among firms becomes indeterminate and of no
importance.

It is also assumed [78, p3] that factors are perfectly mobile between

industries.

We can see this firstly for the case where the number of goods (n)
exceeds the number of factors (r). Let n=3, r=2. (This diagrammatic

representation is from Melvin [59, ppl1250-1253]).

K

A 2

L =

) /

Figure 1: 1Initial Situation
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With reference to figure 1: Output of good 1 is at the point A on
the isoquant X. Consider A as the origin for the production of good 2
and 0" as the origin for good 3. Let ABO" be the efficiency locus. The
slope of the isoquant at A is equal to w/r. For goods 2 and 3 to be
produced there must exist a point B such that w/r at B equals w/r at A.
Note that B will be unique as w/r is monotonic increasing and continous

along the efficiency locus from A to 0".

' -3 L
o
Y
K

Figure 2: Altered Situation

In figure 2 suppose that the output of good 1 rises to A’. Naturally
w/r at A’ equals w/r at A. If a point B’ exists it will lie on the ray
0"B and furthermore AB must therefore be parallel to A'B’. Assuming that
the output composition given by A and B is on the production possibility
surface, then A’ and B’ must also be on that surface. Output price
ratios will not change as the marginal conditions have not changed.
Hence there are an infinite number of output configurations consistent

with the same set of factor (and product) price ratios.

Samuelson (p6) goes on to say that if more than r commodity prices
are arbitrarily given some industries will shut down as a result of
complete specialization. If commodity prices are determined by
international trade then it is likely that something of at least r goods
will be produced and if factor prices are equivalent in the trading
countries then something of every good can be produced; the scale of
production depending (obviously) on factor endowments. However, the
indeterminacy of the pattern of production will not disappear as long as
there are zero transport costs since there will be a considerable "zone
of indifference” as to how the production of different goods is

distributed between the countries.
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In the case where n=r, the uniqueness of a solution cannot be
guaranteed without examining the quality of the equations. Samuelson’s
"overly strong sufficiency conditions" ([78, pp9-10]) state that a
unique equilibrium will exist if one can recognise a situation where
good X1 is in some sense relatively Yl intensive, X2 is relatively Y2
intensive and so on. One says "in some sense" because the conditions are
actually stated mathematically and are not open to ready verbal

interpretation for n,r>2.

In the case of n<r factor prices will not usually be equalised. To
use Samuelson's [78, p8] example:
"If more capital in America made both labour and land twice
as productive in the food and clothlnghlndustrxes as in the
corresponding industries in Europe, e same food-clothing
price ratio would prevail in the two regions but with a

{owei American interest rate and a higher wage and rent
evel.

The system will generally be determinate with given international
goods prices by requiring full employment of factors. Nevertheless
singular cases of indeterminacy may still arise if inelastic factor
supplies co-exist with inelastic demands and fixed input-output

coefficients.

Another implicit assumption in the above and in Samuelson’s article
is that all goods are traded. If this is not the case the indeterminacy
will generally disappear. With reference to figure 2, the point A say
would then be determined since each country would produce exactly what
it required. Hence the output of the other two goods is also
established. The difficulty arises in deciding what are nontradable
goods since a good that is currently nontraded "does not imply that it

is inherently nontradable."7

The relevance of the above arguments to higher dimensions is
perspicuously reinforced by Travis [95]. However, one is forced to
contemplate on the relevance of the arguments to observed economic
reality. Both Melvin and Travis take care to point out the implications
of the indeterminacy problem for the theory of international trade and

protection. At one stage Travis concludes:8

7 Melvin [59, p1267]
8 Travis [95, pp. 96 & 98]
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"It can be seen..... that the exact output of any product is
indeterminate under normally observed conditions

However, only two pages further on he states:
"Either the assumption of a factor specific to each product

or the assumption of decreasing returns to scale would be
required to rule it (indeterminacy) out.

Add to this the assumptions of a sharp distinction between traded
and nontraded goods, of zero transport costs and of factor price
equalization; and the virtual irrelevance of the indeterminacy problem
to many real world situations is evident. Indeed we should note
Samuelson’s conclusion to his original article:9

"I need scarcely add the caution that the above description
is of a very ldealised, statical, competitive situation,

ghege ,monetary considerations scarcely raise their ugly
eads.

Of course many CGE models represent idealised, statical, competitive
situations; embodying the above assumptions to some degree. Models
solved by linear programming are well known examples where the
indeterminacy is revealed by the existence of non-unique optima and the
"flip-flop’ tendency. More complicated models must of course be made
uniquely determinate to get any solution at all, so one or more of the
above assumptions is discarded. But the choice should not be arbitrary
since the effect on model behaviour can not be expected to be neutral.
That is, a model which is characterised by decreasing returns and
perfect substitution between foreign and domestic goods would almost
certainly yield different answers to one characterised by constant
returns and imperfect foreign-domestic substitution. The choice of how a
model is rendered determinate should be made on empirical grounds - and

there is plenty of evidence to refute the offending assumptions.

Import Substitution

Traditionally imports have been divided into those which compete
with domestically produce goods and those for which there is no domestic
equivalent. Accordingly the elasticity of substitution between imported

and domestic goods is either zero or infinity.

9 Samuelson [78, pl4]
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New Zealand trade statistics identify over 5000 commodities and at
this level of disaggregation the assumption of elasticities of zero or
infinity are frequently not unrealistic. For example the commodity
‘matches’ is a very precisely defined category and obviously highly
substitutable with the local product. The substitution elasticity is
probably as close to infinity as is ever likely to be empirically
observed. (The fact that there are any imports at all of this commodity
is probably attributable to perceived differences in quality.) Conversly
a Boeing 747 or particular chemical compounds can be classified as

completely non—-competitive.

However, CGE models <contain nothing 1like this degree of
disaggregation. Typically the number of import categories is between ten
and fifty. Thus each category is not only far from homogeneous in
composition, it is also likely to be different in composition from its
corresponding domestic sector category. That is, although an import
category and a domestic category may be identically defined, the actual
products ‘made’ in each case will be different. For example imports of
Wood Products may be mostly teak furniture whilst the output of the

domestic Wood Products sector may be concentrated in sawn timber.

When both an import category and its corresponding domestic sector
category are known to embody numerous different commodities, it becomes
apparent that substitution elasticitieé of zero or infinity between
between foreign and domestic sources of supply, will be very rare. It is
essential therefore that imperfect substitutability be permitted in CGE
models where the composition of sectors and import categories is
heterogeneous. Certainly this is generally true for 30 or 40 sectors and
import types. Failure to model imperfect substitution could yield absurd
results where for example, entire sectors close down in response to
fractionally cheaper imports. Absurd, because the price difference
applies to the mean price of goods from each source. Individual
commodities within the general sectoral/import classification are
unlikely to have identical price differences, even assuming price
comparisons can be made, since in some cases there may only be one

source of supply. Then no price comparison is possible.

The removal of tariffs on say imported radios may be sufficient to
reduce the mean price of imported electronic equipment to below that of

domestic electronic equipment but this is hardly likely to cause the
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closure of the entire electronics sector. Even if all protection on the
sector was removed it would still not close completely as long as some
of its products never had any protection or embodied certain
characteristics (real or imagined) which rendered them superior, or
simply different in some sense from the foreign competition. Of course
the significance of this superiority diminishes with the extent of the
price difference, such that if the latter were large enough the demand
for the domestic good would fall to zero and the domestic industry would
cease operation. Substitution elasticities between zero and infinity

are needed to properly capture such reactions.

Import Protection

The same aggregation problem which dictates that substitution
elasticities are not restricted to values of zero or infinity, is also
present in modelling import protection. In New Zealand the incidence of
import licences and tariffs increases markedly over the range of goods;
investment - intermediate - consumption. For example cosmetics incur
high tariffs whilst superphosphate fertiliser is duty free. Both goods
are part of the Chemical Products category and thus one can ascertain
the mean tariff on chemical imports. However, knowledge of this tariff
is of very limited use since under a policy of tariff removal the model
would show the price of chemical imports to consumers (namely cosmetics)
falling by the same amount as the price of chemical imports to the
farming sector (namely fertilser). In fact of course the former would

fall by more and the latter not at all.

Theoretically each buyer of a product faces the same tariff rate,
but when a product is no longer defined as a distinct homogeneous
commodity buyers may face different rates on that broad product
grouping. Hence the tariff needs to be distinguished both by product
type (with the product groups classified identically to the domestic
sectoral groups) and by destination, as a proxy for a finer import group
classification. This can be accomplished by compiling a whole tariff
matrix, rather than a vector, which associates a particular tariff rate
with each import flow, in each cell. Whilst the imports in each cell
are not completely homogeneous and thus probably not subject to the same
tariff, at least the much more important differences between
intermediate, investment and consumer imports and the various degrees of

duty thereon, would be adequately taken care of.
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Such a matrix of tariffs actually needs to be converted to a matrix
of tariff equivalents, where the tariff equivalents reflect the cost
difference between foreign and domestic goods caused by both tariffs and
import licences. In New Zealand the latter are usually of greater

significance.

One is aware that tariff equivalents are difficult to evaluate and
that the concept has deficiencies that would not arise if import quotas
were modelled directly. Whilst the latter should be computationally
feasible in a CGE model, the problem again is heterogeneity, this time
of the licences. These are generally so specific that that even cell by
cell quotas would not provide a fine enough level of disaggregation.
Naturally the intrinsic degree of heterogeneity does not disappear with
the conversion of the licences into tariff equivalents, but at least the
latter can be added or averaged with some degree of meaning whereas for
two goods in the same general import category, one of which is licensed
and one of which is not, it is not possible to calculate an average

licence.

Exports

Having devoted numerous pages to discussing the modelling of imports
and import substitution, one could be forgiven for thinking that the
modelling of exports presents no problems. However, the general lack of
any detailed discussion of exports in most CGE models as exemplified by
those reviewed in Chapter 2, (the dMR model excepted), indicates that
the modelling of exports is not a straightforward affair. The two main

difficulties in modelling exports are:

The aggregation problem - as with imports.
2. The fact that the demand for exports is largely determined by

events external to the economy being modelled.

The aggregation problem surfaces mainly on the supply side where
exports from a given sector may not be composed of the same bundle of
goods as output from that sector which is destined for the domestic
market. For example exports of energy may be mostly coal whilst domestic
consumption of energy might be concentrated in electricity. Thus rapid
changes in the composition of energy output in response to changes in

relative price are not possible. In fact one cannot readily export
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electricity unless it is sold to foreign companies operating in New

Zealand and paying in foreign currency.

On the demand side the same sort of situation occurs where, on the
world market, exports of a New Zealand commodity may not be a perfect
substitute for exports with the same general classification from another
country. A commodity such as butter undoubtedly has a high elasticity
of substitution with butter from other countries, whereas the elasticity

for 'exports’' of foreign tourism is probably much lower.

Even these sorts of comparison entail the implicit assumption that
all competing exports from other countries can be lumped together in a
single bundle with a specific mean price. But without developing a world
model or something close to it, one has no choice. Indeed, such an
assumption is central to the identification of world demand curves for a
single country’'s (New Zealand’'s) exports. The corresponding demand
function should include not only a relative price term but also a
variable which represents movements of the curve arising out of changes
in world real income, the removal of trade barriers against our exports,
the development of new markets as a result of the promotional efforts of

exporters and so on.

Overall then, five parameters are relevant to the modelling of

exports.

The world price elasticity of demand.
The elasticity of substitution between domestic and other
exports on the world market.

3. The domestic share of the world market, which in combination
with items (1) and (2) will yield the elasticity of demand for
N.Z. exports.

4. A curve shift parameter, to reflect world income elasticities,
new markets etc.

5. The domestic supply elasticity.

This collection represents a staggering informational requirement,
especially when one recalls that each parameter value is likely to be
commodity specific. The commodity mix of New Zealand exports covers the
whole range of parameter values, from products such as butter with low

income and price elasticities of demand and supply, and a significant
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share of the world market, to manufacturing goods with higher
elasticities and small world market shares. Consequently, in all
practicality some retreat from the above ideal may be unavoidable,
provided however, that this would not result in the model showing rapid,
biologically impossible increases in agricultural and foresty exports
over short periods of time. The danger of this should be small as long
as the horizon year of the model is maintained at least five years out,
although even then one would need to check model projections of forestry

output.

The Marshall-Lerner Conditions

In applications of a model to trade policy one must be confident
that its results do not contradict (well) established economic theory
However, in many circumstances a theory is not sufficient to supply
definitive answers to particular problems. A devaluation for example,
may alleviate a balance of payments deficit or it may not.
Quantification of theory is required. An economic model fulfils this
need but one must acsertain whether it is the quantification of some
accepted theory or whether the model contains an embedded, possibly
faulty theory of its own which, because of the interaction amongst the
many equations and parameters may be difficult to educe. This is not to
say that a model must conform to a set theory or a particular paradigm.
An advantage of using economic models is their amenability to an
eclectic approach, provided that the underlying theoretical structure is

decipherable and 'acceptable’.

The elaborate import substitution routines and export equations that
have been described above, require a multitude of commodity specific
paramater values. So care must be taken to ensure that these values do
not interact in such a way as to yield ostensibly plausible but
misleading or even incorrect results. Of use in this regard are the well
known Marshall-Lerner conditions which provide a framework within which
the economy-wide averages of all the sectoral trade related elasticities
can be combined into one equation. This can then be used to help predict
whether a change in the exchange rate will worsen or improve the balance
of trade thereby assessing the model’s (trade) parameter values and

equation structure against accepted theory.
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Naturally the M-L conditions do not provide an exhaustive test of
the sensibility of the model’s parameter values. This must be augmented
by other procedures as demonstrated in Chapter 7. Nor do they provide an
exhaustive prediction of the effects of an exchange rate change since
factors apart from the magnitudes of the trade elasticities also have an
effect. In the model such factors may include a shift in the
distribution of income following the change, an income effect, supply
conditions, and the time period under consideration. (In the real world
one must also consider the effects of speculation leading up to the
exchange rate change and a money demand effect.)10 However, it is
generally not too difficult to make allowances for these effects a
priori, something which cannot easily be done with respect to the

interaction of the model’'s disaggregated trade elasticities.

For completeness and without showing its derivation, which can be
found in Vanek [96] or Cooper [15], the (extended) Marshall-Lerner
equation is:

dB = dr[Xex(l*nx) - Mnm(l-em)]

[(eytn, ) - (np*ten)]

where: X M B are exports, imports and the trade balance in local prices
dr is the change in the exchange rate
€5 and €q are the price elasticities of demand

My and m, are the price elasticities of supply
More simply, when the supply elasticities equal infinity:
dB = dr[Xex = M(1-¢)]
which is the simple M-L equation.
Hence for X=M and dr>0, dB>0 as ley I +ley,l>1.

How the JULIANNE model conforms with the M-L conditions is explored
at the end of Chapter 8.

o — o~ ——— . — — — - — = ——— — ——~ - - ———— - — - -

10 pyrther elaboration of the income effect is given in Vanek [96, pg.
127-129]; the income distribution effect is well exemplified by the
1959 Argentinian devaluation as analysed in Diaz-Alejandro %27];
Johnson [54] covers the monetary effects and the effects of suppl
constraints; and an excellent non-mathematical discussion of the ﬁ-Z
conditions is given in Robinson [76].
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THE JULIANNE  SNAPSHOT MODEL



CHAPTER 4
THE 'JULIANNE' SHAPSHOT MODEL

4.1 Introduction

This chapter presents the JULIANNE model. A general outline is

first given followed by the full set of equations. A brief description

of the solution procedure is also provided since this is as much a part

of the model as its equations, but the details are left until Chapter 5.

4.2 General OQutline

The equation structure of the model is set out in the form of

numerous equation blocks; with one equation for each sector, commodity,

factor etc.

Production Functions

Three alternative specifications are available:

(1) Cobb-Douglas with one labour input and one capital input,
(2) Reduced from CES with one of each input type,

(3) Constant Ratio of Elasticity of Substitution, Homothetic

(CRESH) with ten labour types and one capital type.

Capital and Labour Demand

The production functions together with profit maximization / cost

minimization conditions lead to factor demand as a function of relative

factor prices. Under constant returns the level of output is irrelevant.

Intermediate Demand

A composite commodity is defined which is made up of a domestic and

an imported component. The share of each of these components
determined by the elasticity of substitution between them and

relative prices. No substitution involving non-competitive imports
permitted.

Substitution with unitary elasticity between composite inputs

sometimes allowed but generally zero substitutability is assumed.
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Price Determination

The price of sectoral output is determined by the cost of factor
inputs, domestic and imported intermediate inputs, and tax payments.
World import prices are exogenous but New Zealand export prices are
determined by the cost of manufacture although it is also possible to

set them exogenously, usually via endogenous subsidy rates.

Consumption Expenditure

This is divided into government consumption and private
consumption. For the latter, eight Household Expenditure Survey
commodity categories are identified and spending on these is modelled
with a linear expenditure system. A sector by commodity conversion
matrix translates the demand for commodities into sectoral output

requirements and also allows import-domestic substitution.

Government consumption is usually either a fixed proportion of GDP

or is set exogenously.

Stocks

The ratio of stock change to GDP is assumed constant although

variation is permitted in the import-domestic composition of stocks.

Investment

Sectoral investment is related to the rate of capital accumulation
over the model's planning period as revealed by sectoral demand for
capital in the horizon year. Allowance is made for depreciation, and
rental rates also have an indirect effect on capital formation.
Investment by sector of demand (or destination) is converted into
investment by sector of origin using a capital input-output table. Again

import-domestic substitution is possible between sources of supply.

Exgorts

These are determined from overseas export demand functions in
relation to world prices and domestic prices inclusive of export
subsidies, adjusted by the exchange rate. It is also possible to set

export quantities exogenously.
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Supply-Demand Identities

Supply-demand balances are required to clear all product markets.
Domestic output must equate to the demand stemming from consumption,

investment, stocks, exports and intermediate requirements.

Balance of Payments

Receipts from exports plus net capital inflows (or borrowing) must
be equal to payments for imports; each item being measured in domestic

currency net of subsidies or tariffs.

Factor Market Balance

In cases where total employment of a factor is exogenous, factor
price relativities are usually fixed so that all factor prices adjust

equiproportionally to achieve the set target.

Income-Expenditure Identity

Total expenditure on domestically consumed final demand must be
equal to the income generated by labour, capital, taxatiom, tariffs, and

net capital inflows.
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4.3 The Model's Equations

In the notation and equations below, the following apply:

(1) A subscript i refers to a row of an input-output table or matrix.

(ii) A subscript j refers to a column of an input—output table or
matrix. The context of an equation will make it clear whether

j refers to sectors, final demand, or both.




Production Functions

The Cobb-Douglas specification is given by:

L.l Pl vt.a. B.= . g 4
(1.1) Xy = e "0,y Kj AiJ/alJ
Output in sector j is a function of two factors, labour and
capital, augmented by technological progress. It is related by input-
output coefficients to non-factor inputs.
The Constant Ratio of Elasticity of Substitution, Homothetic

(CRESH) specification is given by:

(1.2) r..(r,./x.)Y=-1=0

Lo Tyy(Fy %))
i=1

Output is a function of eleven separately identified inputs; ten

labour types and one capital type. A technological change parameter is

not shown but is easily incorporated into the I or X term depending on

the bias.

Note that the parameters a and B are of course sector specific and
that the y is both input specific and sector specific. That is, i and/or

j subscripts are implicit.

The reduced form CES specification does not actually feature as a
production function precisely because it is in reduced form. Only the

factor demand functions are relevant, as given in the next section.

X gross output

L labour employed

K capital stock

F factor input of any type, in CRESH case

A intermediate input with domestic and imported components
a input-output coefficient = A/X

a labour share in value added, (compensation of employees)
B  capital share in value added, (operating surplus + depreciation)
@ a constant

Y CRESH parameter related to elasticity of substitution

r " " " . "

th efficiency growth at a rate v per annum over t years
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Factor Demand

Profit maximization or «cost minimization of the production

functions yields the factor-output ratios. For the Cobb-Douglas case:

(2.1.1) 1

= ovtpa=! l-a B
LJ./XJ. e Gj (aj/wj) (rj/Bj)

(2.1.2)

=
i

- vtg=l 1-8 @
Kj/xj e Oj (Bj/rj) (wj/aj)

For the CRESH case:

(24241) Ln(fij) = Ln(Fij/xj) = (gij/glj)Ln(flj) - gijLn(wi/wl) + G

where g = 1/(l-y)

/T

and Gij= gijLn(F

(2.2.2) aflj/flj= %nliawi/wi

A detailed derivation of the factor demand equations for the CRESH
case is set out in appendix A of this chapter.

The reduced-form factor demand equations are given by:

3 /1.= 0.8, 2 P W
(2 1) alJ/lJ cJBJ(BrJ/rJ an/wJ)

PEle = -
(2.3.2) 6kj/kj ojaj(bwj/wj arj/rj)

Equations (2.3) relate the change in per unit factor demand to the
relative change in factor prices via the elasticity of factor
substitution ¢. When this equals unity equations (2.3) are equivalent to
(2.1), provided of course that the linearization errors that are
inherent in (2.3) are removed. This is accomplished for all elasticity
values by using the 'Richardson deferred approach to the limit', more
detail of which is given in Chapter 5 and in Stroombergen [87]. The same

approach is used to solve equation (2.2.2).
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labour-output ratio

capital-output ratio

Lo I O

factor—output ratio in CRESH case for either labour or capital

w wage rate of labour in a sector, or any factor price in CRESH case
rental rate of capital in a sector
Factor prices are usually endogenous whenever total demand for a
factor is set equal to an exogenous factor supply.
1 cross price elasticity between factor 1 and factors 2...ll
o elasticity of substitution between labour and capital

Intermediate Input Demand

(3) m; 5= hijmgj+ m?%

(4.1) hy = €y5((py/a; )/ (p(0) /a(0); ) = 1) +1

(4.2) = eij(pi/qij- 1) +1 as p(0)=q(0)=1 by definition
(5) m‘i3j= m(0); ;%5 5 where m(0) = mNC+ mC

m imported part of input-output coefficient (a) defined above,
measured in constant purchasers' prices
p price of gross output

q domestic import price (inclusive of tariff)

h a parameter/variable
€ relative price elasticity of demand
S maximum potential degree of import displacement, 0<S<1

m  proportion of S allowed, given model's time horizon, O<n<l

The above three equations define the intermediate import
coefficients in the horizon year to be equal to the competitive portion
as defined in the base year, plus whatever import substitution (or
expansion) may be desired on the basis of relative prices, plus the non-

competitive portion. In chapter 6 it is shown that equatioms (3) to (6)
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are equivalent to the more general expression:

dm/m = nd(p/q)/(p/q) where m = 7S

(6.1) pijaij= qijmij+ pidij= pjaij
(6.2.2) d, .= a,.-nm

ij i3 i3

d domestic part of (a)
P composite price of (a), a weighted average of p and q

a (a) in value terms, as opposed to volume terms

Equation (6.1) equates the sum of the value of payments to domestic
and imported intermediate inputs to: (1) the total composite volume
coefficient multiplied by the composite price, and (2) the total value

coefficient times the sectoral output price. That is:

%14 P132137Py
In the base year a = a but the distinction is important in the horizon
year. If the aij are assumed fixed the aij become variable such that
the composite inputs are substitutable with unitary elasticity and the
domestic component is then given by equation (6.2.1). Note that such
substitution is over and above any domestic—imported substitution within
the composite commodity. If the aij are fixed the domestic component
is given by equation (6.2.2) and zero substitution prevails between

composite inputs. This is the more usual assumption.

Naturally the condition m,d,a,>0 must be obeyed at all times and
the solution algorithm includes constraints to ensure this. However, the
condition does imply that the fixed share (unitary elasticity)
assumption cannot always be applied, such as when a composite input
contains no domestic component and a completely non—competitive imported

component .
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The details of the above equations, their relationship to the
conventional elasticity of substitution between two goods, and an

example of how they work are given in Chapter 6.

Commodity Prices

7 = a. +w.l+rk+p.v,
(7) Pj gpiJ i3 Y371 Ti%5 P33

= a, .+ v.)p.+ w.l.+ r.k.
(z ij J)pJ J 1 J

The price of output of a sector j is neoclassically determined as

the sum of payments to primary and intermediate inputs plus (ad valorem)

taxes. Zero pure profit exists. In the CRESH case the terms in w and r

are replaced with }:wifij where i denotes a factor type.
i

(8) qy 5 ep¥(1+tij)/(1+t(0)ij)

The domestic price of imports is given by the product of the
exogenous world price, the exchange rate and (one plus) the ad valorem
rate of tariff, relative to the base year tariff. This denominator in
equation (8) may appear curious. Its presence is due to the

normalization procedure which will be explained in Chapter 6.

v exogenous ad valorem tax on gross output
e exchange rate, (the price of a unit of foreign currency)
o] exogenous world price

t exogenous tariff rate

Private Consumption

Private consumption expenditure is divided into eight (Household
Expenditure Survey) commodity categories and is modelled by a linear
expenditure function based on utility maximization subject to a budget
constraint. The share of total income (or GDE) devoted to consumption is
usually exogenous although a more suitable savings function is easily

incorporated.
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9 C . = g . = .
(9) pC;= BT+ u(C ZpJ 5

ji "33 j

0 C = .C.= oY
(10) ZPJ 0

]

(11) ;= egj

12.1 C..= (8,.p.C.)/p. .
( ) ij ( 1JPJ J) Py 4
12.2 Cc.,.= 6, .C.
( ) 13 4373

- D M

(13) eij— f(eij, eij)

- where f() has the same form as the intermediate domestic—import

substitution functions given by equatioms (3) = (5).

Cj private consumption of commodity j

G total value of the j commodities

Y nominal income, (horizon year prices)

Cij output from sector i going to commodity j
Tj committed consumption of commodity j

uj discretionary consumption of commodity j
C] sector—commodity conversion matrix

eij item in row i, column j of ©

Consumption by supplying sector is obtained from consumption by
commodity through a commodity-sector conversion matrix which may consist
either of fixed value coefficients or fixed volume coeficients.
Equations (12.1) and (l12.2) respectively correspond to these options.
The former allows substitution with unitary elasticity between composite
inputs within a given commodity, whilst the latter allows no such
substitution. In both cases domestic-import substitution is permitted

within each composite input according to the same rules as applied to

intermediate inputs.
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Some model variants have also included an alternative demand

specification given by:
L4 dC./C = edp./p + 0dC/C
G J 3] pJ pJ

This is a reduced form specification similar to the Rotterdam model
which relates the change in the consumption of good j to the change in
its price and to the change in total expenditure, via standard price and
expenditure elasticities. Equation (14) has not been frequently used as
there 1is no guarantee that its results will satisfy the budget
constraint, since the elasticities are point elasticities which are
being applied to changes in prices and expenditure that are not
infinitesimal. The wusual answer has been to uniformly scale the

expenditure elasticities, endogenously within the solution procedure.

Obviously then, there is some loss in virtue as regards using
equation (l4). It is best used only in cases where there is clear
advantage in doing so, such as when the number of commodities
distinguished is too large to support the assumption of additivity.
Since nothing is ever said about the utility function corresponding to
equation (l4) the assumption of a utility function based on additive
preferences is not required whereas it is for the utility function from

which the LES is derived.l

Government Consumption and Stock Change

D_ ,D
(15.1) 6P C1¢GY/pi
Mo M
(15.2) c¥ Ci¢GY/qi
D_ D
(16.1) s? Ci¢5y/pi
M_ -M.S
(16.2) Sy= C10°¥/qg

1 See Deaton and Muellbauer [l6, pp. 137-142] for a full discussion on
additivity.
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Government consumption and investment in stocks are of the same
functional form. Both are expressed as a fixed proportion of income (Y),
and expenditure across each constituent commodity is composed of a
domestic component and an imported component. Quantity substitution with
unitary elasticity can be seen to occur both between and within

commodities.

On some occasions it is desirable to stipulate government
consumption exogenously. In that case the parameters ¢S and ¢ (in

equation 10) need to be redefined as fractions of Y-G.

(o}

o ©
N O RO RO

government consumption of domestically produced good i

Q

government consumption of imported good i

w

stocks of good i supplied domestically

w

stocks of imported good i

share of Y allocated to government consumption

share of Y allocated to stock change

Y
s

share of government consumption / stocks devoted to good i

Note that Z(C?+ C?) = 1 for each of G and 8§
i

Investment
17.1 I.= (A.+ 8.)K.
( ) | ( J J) ]

. - 1/T _
(18.1) A (Kj/Kj(O)) 1

or an alternative specification:

(17.2) I )) + éjKj where t € {l....T}

7 4% 5007 Byt

(18.2) kj= an exogenous parameter
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Equations (l17.1) and (18.1) set net investment in the model's
terminal year equal to the mean rate of capital accumulation throughout
the model period. Adding on replacement investment which 1is an
exogenously specified proportion of each sector's capital stock, yields

gross investment.

The rationale underlying equations (17.2) and (18.2) is essentially
short run. In such situations it is perhaps more reasonable to relate a
sector's investment in the terminal year to its investment in some
earlier year. These two equations are typically used when the model's
base year, (usually the year of the latest input=output table) is some
years back and the terminal year is only a few years hence. One should
then have some knowledge about the rate of investment between the base
year and the current year from which values for the Kj in equation

(18.2) could probably be obtained.

Neither of the above investment specifications purports to
accurately portray the process of investment. The justification for
their adoption is fully explained in Chapter 6.

Investment by sector of origin, that is by supplying sector, is
derived from investment by sector of destination via a capital input-

output table (or investment matrix).

(19) I.=QL,

i YRj
D_

(20-1) Ij= w3py1y/py
Mo 1o

(20.2) 7= (1 wi)pili/qi

The imported/domestic share of the nominal value of each of the
components Ii of Ei is fixed, implying unitary elasticity of
substitution between imported and domestic capital goods of the same
type. Ideally such substitution should occur within the investment
matrix possibly using a routine similar to that used for intermediate
inputs and private consumption. However, due to modern and reliable data
having only recently become available, this degree of sophistication is

not yet included.

Ij investment by sector of destination

Ii investment by supplying sector with domestic component Ig

and imported component 1?
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A mean rate of capital accumulation during the model period
& physical rate of depreciation
w domestic share of Ii
Q investment conversion matrix
Exports
(21) E;=E (0)¢:(pi(l-s.)/ep¥ )N {n differs across j}
J J ek | J J
(22) E;= Egj

Exports of a particular commodity type are determined by a world
export demand curve, the argument of which is the local price relative
to the world price. The position of the curve is related to world income
growth, the establishment of new markets etc, as discussed more fully in
Chapter 6. As with consumption and investment, the vector of export
commodities is transformed into a vector of exports by supplying sector

via a commodity—-sector conversion matrix.

A wide choice is possible with respect to the mix of endogenous and

exogenous variables in equation (21).
E. exports of commodity j
E exports from sector i

s subsidy on commodity exports (usually exogenous)

demand curve shift factor (usually exogenous)

3 &

(relative) price elasticity of demand

[x]

sector-commodity conversion matrix

Domestic Market Balance

23 = D D D D
(23) Xy JZdijxj +Cy+ Gy +sy+HI]+E;

Ouput from sector i must be equal to the demand for its products

for intermediate use, private and government consumption, stocks,

investment and exports.
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External Balance

0
(24) Jpy(l-s )E; + N - ngeZ(Mij/(1+tij)) =0
] J
where:
(25) Mi= (my %, 8 cf yef §sf 8 1))

and the symbol § denotes horizontal concatenation
such that the columns of M comprise the sectors and

the four local final demand categories.

Thus the subscript j in equation (25) applies to sectors and final
demand categories. The presence of the base year tariff co (abbreviated
notation for t(0)) is again due to the normalization procedure. It
ensures that imports are measured at c.i.f. prices for balance of
payments purposes.

Equation (24) states that income from exports plus net factor
income or borrowing (N) to cover any trade imbalance, must equal c.i.f.

import payments.

Factor Market Clearance

In cases where the total level of employment of a factor is
exogenous and the factor price is endogenous, the following must hold

(using the CRESH function notation):
(26) JE. . X,=F = |F
i3] i

where F is the total exogenous supply of factor i.

In the CRESH case a given factor market is cleared simply by the
endogenous determination of the corresponding factor price. If the total
labour market is to clear, relative occupational wage rates are fixed

and all rates move equiproportionally to achieve the given target.

(27.1) W, = Biwk where k & {i=1...10} and Bk= 1
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In the Cobb-Douglas case it is sectoral factor price relativities
that are assumed fixed. These can of course be exogenously altered and

become endogenous if sectoral employment (labour or capital) targets are

specified.

24 325 = B

( ) o Bka

(27.2.2) rj= erk where k € {j=l...n} and Bk= Y= 1

w, wage rate of labour of type i, CRESH case only

i
wj wage rate of labour in sector j
rj rental rate of capital in sector j

wage rate relativity between occupations i and k
wage rate relativity between sectors j and k

Y. rental rate relativity between sectors j and k
Note that occupation k or sector k is arbitrarily chosen and that

the parameters B and y have nothing to do with the production function

exponents of equation (1).

Income - Expenditure Identity

(28) Y

Zw.L Zr K+ Tts .q Zp vX.+N=-)s.p.E,
33 i {3 4 1313 37373 3333

p.C.+ Jp. I + Jo.5 + Jp.6,
F j ] i S i i1 ;i

*
where t = 1/(1l+t)

National income is defined as the sum of payments to factors of
production, (labour and capital in the Cobb-Douglas notation), tariff
and tax revenue, net capital inflows, less export subsidies. It must

also be equal to expenditure on the four domestic components of final

demand .
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In more conventional terms equation (28) may be expressed as

(29) Y - N=GDP = EGDP = Y + (E - M)

where GDP is gross domestic product
EGDP is expenditure on GDP
E & M are nominal exports and imports

so Y = GDE, is gross domestic expenditure
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4.4 Solution Procedure

The nonlinear equation system is solved by an iterative procedure
which progressively converges to an equilibrium. The required number of
iterations and the length of each iteration depend on which version of
the model is being used (for example whether it has Cobb-Douglas or
CRESH production functions) and on the mix of endogenous/exogenous
variables. Typically, however, four to six iterations suffice to achieve
convergence to within 0.00l1% of whichever variables are given target

values at the start of the algorithm.

Existence of a solution is confirmed by the fact that such has been
obtained for every run of the model. Whilst one cannot categorically
assert that each solution is unique, numerous experiments with widely
differing initial values failed to suggest any multiple equilibria.
Economically absurd solutions containing say negative quantities might
well exist if variables were not otherwise constrained, but again none
have been discovered. Because there is only one household sector the

equilibrium should be unique, according to Arrow and Hahn [3].

The solution algorithm centres around solving the income-
expenditure identity given by equation (28). The relevant manipulation
of the equations is given below with the details being left wuntil
Chapter 5 which is devoted entirely to the solution procedure. For the
sake of clarity the following algebra does not show the distinction
between vector and matrix, nor the transpose of these, nor the
distinction between normal matrix multiplication and element by element
multiplication. The accompanying description of the equations provides

or implies all such information.

An expanded form of equation (28) is derived in eight stages - as

presented on the following page.

(i) All variables here are in real terms. Investment by sector of
destination is converted to investment by sector of origin. To prevent
the proliferation of subscripts the former is denoted by (J) and the

latter by (I).

(ii) Again all the variables are in real terms. The matrix of dij
coefficients is denoted by D and the supply of output (X) equals the sum

of demands for that output from equation (23). The symbol w* is used
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The Solution Equation

(1) 1=qJ
= Q(A+8)K
= QO+6)kX

(ii) X=DX+CD+ID+GD+SD+E

*
DX + ¢° + w o(+s)kx + G2 + s° + E

]

(1-D—m*9(x+a)k)'1(cn +¢6" +s”+ E)

D
(iii) Using the equations for CD, GD, S (as given in the text):

I = QO*8)k(1-D-w 2(+6)k) L {(P+ 6%o)(¥-1) + E + 601}

(iv)  Nominal I = p@(A+8)kH ~(cP+ 00ue)(¥-1) + pR(M+6)kH™ L (E+6°T)

where H = (I—D-w*Q(k+6)k) and p = pq/[qutp(l=-w)]

(v) Y=wL+ K+ T+ tqM — spE + N

=(wltrktpvrtqm)x + tq(o +6 16 )(Y-1) + tqo"T + t(1-w)I - spE + N

=> Y-1 = as above with (t(l-w)-1)I replacing t(l=-w)I

(vi) Substitute X = H—l{(cD+ GDu¢)(Y-I) + E + GDT}

and let Z (wl + rk + pv + tqm) in (v)
(vit) = {1 - tq(d™* 6"up) - zu (o 6%us)}(¥-1)

= ZH-I(E - eDT) + tqoT - spE + N + (t(l-w)-1)I

(viii) Thus:

zZHH (E+6PT) + tqoMT - spE + N + (£(1-0)-1)(pR(A+6)kH L (E+6°1))
(Y-1) =

(1-ta(d™+e"uo) = 217l (P+ePuo) - (£(1-w)-1)(pCrts ki (P+6Pus))]
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to denote w in 'real terms' where the latter is the domestic share of

investment in nominal terms from equation (20). It is derived thus:

Given w = pID/(pID+ qIM)
*
then w = ID/(ID+ IM)

*
To express w without reference to ID and IM:

pID

w(pID+ qIM)

o

pID (L) e

So w ID/(ID+ pID(l-w)/qm)

qu/[qutp(l-w)]

(iii) From equations (9) - (13):

C, =14+ uj(¢(Y-I)/pj- %(pjTj)/pj)

and C

i
(@]
"
D
(@]

D D
=0 (T.- o ) + 8 Y-1)/p.
(7, Z(PJ P7e;) b5 0(2=1)/p,
which for convenience is abbreviated to:

0’1 + 0%po(¥-1)

similarly  c¥ = &'t + oMup(y-1)

and ¢ is redefined to be a proportion of (Y-I) rather than of Y, for the

sake of computational convenience. Also:

D D o Pro

91 s §i = o (Y-1)/p
M M _ M

G, +8; =0 (¥-1I)/q

where o is an amalgamation of the previous { and ¢ parameters and,

as with private consumption, relates to (Y-I) instead Y.
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Stage (iii) then, substitutes out the domestic components of C, G
and S by expressing them as functions of (Y=-I), in the equation for X
from stage (i). Then this equation is substituted into the equation for

I from stage (ii).

(iv) The equation for I in (iii) is in real terms. To convert this
into nominal terms entails multiplying it through by a mean price

vector p where:

* *
wp + q(l-w )

©
]

Pq/[qw + p(l-w)]

Also for convenience, from here on H is substituted for:
*
(1-D-w Q(A+8)k)

(v) Equation (28) expresses income (in nominal terms naturally) as
wage payments, plus returns to capital, plus tax and tariff revenue,
less export subsidies, plus net capital inflows. (The tariff rate t is

the previously defined t*).

Tariff revenue is split into revenue arising from imports of
intermediate goods (tqmX); from C, G and S as per stage (iii) above, and
from imports of investment goods [t(l=w)I] , where 1 is nominal
investment from (iv). Subtracting I from both sides so as to get (Y-I)

as the subject of the equation, yields the last expression in stage (v).

(vi) From stages (ii) and (iii) one has the equation shown for X.

Hereafter Z is used as a replacement for:

(wl + rk + pv + tqm)
(vii) The equation here is obtained by substituting the expressions
from (vi) into the last expression in stage (v), and moving all terms

involving (Y-1) to the left side.

(viii) Taking the equation from (vii) and substituting for I the
equation from (iv) gives the final equation for (Y-I).
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As already stated the exact method of solution depends on model
specification but the equation in stage (viii), perhaps with some minor
modifications, is always used. As an example assume that given exogenous
amounts of total labour and capital are to be employed. The exchange
rate is selected as the numeraire so wage rates and rental rates are

endogenous (with fixed relativities).

Initial values for Wi and T will yield all wage rates and rental
rates. These determine factor—output ratios which then yield prices,
from which exports and the various other magnitudes which enter into
equation (viii) can be ascertained. Solution of this enables the
calculation of final demand expenditures which, together with exports,
determine the demand for sectoral output, which in turn requires the use
of labour and capital in production. Hence total factor usage 1is
calculated and compared with the given exogenous amounts. If they are
not equal the initial w and r values are altered and the process is

repeated until convergence is achieved.

It can be seen then, that the logic underlying the solution
procedure is the progressive elimination of excess demand. Of course the
targets of this elimination process depend on the exact mix of

endogenous / exogenous variables.

The above is a very simplified description since the procedure is
complicated by various sub-routines and sub—-loops which operate within
the iterative process. Nevertheless it serves as an outline of the
JULIANNE model solution method without recourse to the mathematical
detail of the algorithm. And, more importantly, because the solution
procedure can (now) be seen to be very dependent on the structure of the
model (in contrast to say Johansen logarithmic differential models) it
is appropriate that such an outline be included in the chapter which
presents the model proper. However, this aspect of the model is also

deserving of a separate chapter, to which we now turn.
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Appendix A

Derivation of CRESH Factor Demand Functions

Given the CRESH function:

. .(F../x)Y-1=0
13771373

To minimise cost (C):

Cc = ZwiFi- X(z Pi(Fi/X)Y- l) {dispensing with the j subscript}
i i

- = - Y-l -Y
> ac/aFi W, hyiPiFi X
] : 2
=> w., = Ay,I.FY le=y for minimum cost (A1)
i iii
bet 4=, = e TR (a2)

Converting to logs and substituting A2 into Al yields:

Ln(wi) = Ln(wl) + Ln(yiFi/Ylfl) + (yi-l)Ln(Fi) - (yl-l)Ln(Fl) + (yl—yi)Ln(X)

= La(F;) = (La(w, /w)) = La(y, T /v T)) + (v, =L)La(F,) + (v, =y, )La(x))

(v;- D)

Let g,= l/(l-yi) and G, = giLn(yiFi/YlFl)

=> Ln(Fi) -giLn(wi/wl) + Gi + (gi/gl)Ln(Fl) + (l-gi/gl)Ln(X)

<=> Ln(fi) (gi/gl)Ln(fl) - giLn(wi/wl) + Gi where fi= Fi/X

= which is equation (2.2.1) as given in the main text (without
the j subscripts).
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This equation determines all the fi except for f) as functions of

f] and relative factor prices. Naturally then, f) must first be
determined and for this purpose equation (2.2.2) is used. Since the
application of point elasticities to discrete (non-infinitesimal)
changes will yield linearization errors, equation (2.2.2) is solved by
utilising the Euler technique for solving differential equations,
augmented by the 'Richardson deferred approach to the 1limit'. This
method enables the reduction of linearization errors to within any

desired tolerance margin.

That equation (2.2.2) needs to be used at all is because it has not
been possible to derive functions of the form of the Cobb-Douglas factor
demand equations, from the CRESH function; that is equations which
include only factor prices and the parameters of the production function
on the right hand side. (Any assistance in this regard would be most

appreciated.)

Note that the choice of factor for equation (2.2.2) is of course
mathematically arbitrary. But it is convenient if the same factor is
used for all sectors (except Ownership of Dwellings which has only one
input and thus does not have a CRESH production specification). This
criterion rules out only two factors; occupation No.9 = Armed Services,
and Capital. The former does not feature in the Government Services
sector whilst the latter features only in that sector. The sole reason
for selecting occupation No.l - Professional White Collar, was that of

computational simplicity.
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CHAPTER 5

THE SOLUTION PROCEDURE

This chapter is divided into six sections, the first five of which
provide a detailed, frequently mathematical description of the model's

solution procedure. They are set out as follows:

Introduction

The Solution Strategy

Background to the Solution Algorithm
The Solution Algorithm

Alternative Solution Methods

ua B oW

The final section, section 6, is an essay type discussion of the
model’'s solution procedure, which focusses on the economic
interpretation of the various mathematical conditions (as given in the
first five sections of the chapter) needed for the attainment of a
solution or equilibrium. This is done in the context of the parallels
which exist between the model’s solution method and the well known
Walrasian tatonnement method of market adjustment. Both of these methods

are also compared to actual market adjustment processes.
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5.1 Introduction

Following Adelman and Robinson [1], a solution procedure is easier
to comprehend if one thinks of it as comprising two parts; a solution
strategy and a solution algorithm. The former sets up the problem, in
particular, the set of excess demand equations to be solved and the
order in which the various equations are tackled by the algorithm. The
exact nature of that algorithm is a separate part of the solution
procedure. It is generally functionally independent, although not choice
independent, of a given solution strategy. That 1is, the logical
structure of a given solution strategy does not usually imply that any
particular algorithm must be used to solve it. However, a particular

class of algorithms may well be more suitable than others.

The last section of Chapter 4 outlined the solution strategy with
only scant reference to the solution algorithm. That emphasis was
appropriate within a general description of a nonlinear model since the
strategy is (and was seen to be) closely related to model stucture, as
will become even more evident.l Further elaboration of the solution
strategy is now given before proceeding with an in-depth description of

the solution algorithm.

e

5.2 The Solution Strategy

The choice of a strategy is essentially the choice of an ordering
for the adjustment of prices and/or quantities in the various sets of
excess demand equations. Again following Adelman and Robinson, the
solution strategy for the JULIANNE model can be classified as a factor
market strategy as opposed to a product market strategy, in the sense
that the major or outermost loop generates the excess demand for factors
whilst within this loop, subsidiary loops generate excess demands for
goods. Loops are required whenever an excess demand equation is not

solvable analytically.

The solution algorithm refers to the way in which prices or
quantities are adjusted in response to excess demands. An own-price
tatonnement, for example, is a particularly simple solution algorithm.

As will be elucidated later, efficiency considerations lead to the use

1 See also Stroombergen [87] in this regard.
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of algorithms for the solution of JULIANNE which involve variants of a

gradient method.

The strategy adopted then, is illustrated in figure 1. (The dashed
lines should be ignored in the meantime.) An initial set of factor
prices is selected which, in conjunction with the factor input demand
functions (derived from the production functions) given by equation
(2),2 vields the factor-output ratios, which when inserted into equation
(7) yield sectoral prices. These together with world prices determine:
domestic and imported input-output coefficients via equations (3)-(6);
final demand coefficients via equations (9)-(13), (15), (16), (19) and
(20): and the demand for exports via equations (21) and (22). With the
demand for investment from equations (17) and (18), this information is
substituted into the domestic balance equation (23) which in turn is
substituted into the income identity equation (28) along with the
calculated factor-output ratios and the balance of trade constraint
given by equation (24). With the algebraic manipulation as given in
Chapter 4 this yields the important expanded income equation given by
equation (viii), which is analytically solvable for gross domestic
expenditure less gross investment. Back substitution then yields the
magnitudes and values mentioned above in reverse order finishing with
factor demands. If these do not equal the given factor supplies the
algorithm determines a new set of factor prices and the whole process is

repeated.

The fact that this process constitutes the outermost loop justifies
one’s use of the term 'factor market strategy’. The reason for this
choice of strategy is that the structure of the JULIANNE model, as
reflected in the weak separability between the various blocks of
equations such as income, production, consumption, and so on; implies a
certain pattern of (semi) recursiveness which happens to be more suited
to a factor market strategy than a product market strategy, as was shown

by the algebra at the end of the last chapter.3

- References to equations are to those in Chapter 4.

3 Some incidental advantage may attach to this choice in that any
extension of the model into diSﬁﬂ?llibrlum modelling (especially as
regards the dynamic version of JULIANNE) would be likely to address
factor —market disequilibrium before adressing product market
disequilibrium, as it is the former which is more prevalent. Note
however, that one 1is not «claiming that the solution procedure
gefembles actual market adjustment - as will be further discussed

elow.
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JULIANNE Snapshot Model

Figure 1
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Naturally the nature and number of excess demand functions depend on
the exact mix of endogenous/exogenous variables and on the exact choice
of model equations. But the choice of equations also has a more
important effect on the solution process in that it is not always
possible to carry out the entire, purely analytical substitution
strategy just described. When this is the case it is necessary to solve
the relevant 'inner loops' within each iteration of the outer loop. The

most important areas where this may occur (to be discussed below) are:

1. Investment allocation by sector of destination

2. Sectoral prices, if substitution between composite commodities
has an elasticity of zero as opposed to unity.

3. Factor input demands, if the production function is not Cobb-

Douglas. (Actually a loop can be avoided here.)

If, as is usually the case, investment in each sector is set equal
to the mean rate of capital accumulation between the base year and the
horizon year, in that sector, a sub-loop is required for the calculation
of these rates. The growth rates can only be determined once the
horizon year capital in each sector is known, which is at the end of the
outer loop. However, sectoral investment must be known before that stage
so as to determine final demand which determines output which in turn
determines capital requirements. In practice an initial guess is made
about the sectoral allocation of investment which is revised once
sectoral capital stocks have been calculated, if equality does not
prevail between the initial guess and the model result. The algorithm
returns to the point at which the initial guess was inserted and
substitutes the new rates just calculated. Thus the loop is one of
progressive substitution, which could cause it to be quite time
consuming. Fortunately a fairly loose tolerance margin of about 0.05% is
quite sufficient for the first few outer iterations. If one also bases
one's initial guess on capital growth rates from a previous run, the
number of iterations of this sub-loop is seldom more than three. A
major reason for this stability is the similarity between columns of the
investment matrix which means that the mix of investment by sector of
origin, which affects sectoral output demand, is not very sensitive to

(small) changes in the mix of investment by sector of destination.4

4 In connection with this see the last part of Chapter 6.
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If the elasticity of substitution between composite commodities is
unity, each composite input constitutes a fixed value input-output
coefficient. Prices are then analytically solvable from knowledge of the
sectoral cost functions only. These prices are then used to calculate
the sectoral input and output demands as per figure 1. If the
substitution elasticity is zero the coefficients are fixed in volume
terms and it is not possible to calculate sectoral prices without
knowing the domestic-imported composition of each intermediate input,
for which one needs to know sectoral prices..... and so on. Once again a
‘progressive substitution’ loop is employed with initial prices
calculated as if the elasticity of substitution between composite inputs
was unity. This usually yields a very good set of starting prices with
the sub-loop generally converging to within 0.001% in under five
iterations. It has never failed to converge and in fact may be expected
to converge quickly on theoretical grounds due to the diagonal dominance
theorem, to which we will return when the major loop algorithm is

described.

With Cobb-Douglas production functions, factor-output ratios are
analytically calculable from the given production function parameters
and a set of factor prices. Most model runs utilise the C-D
specification but occasionally an elasticity of substitution between
labour and capital of other than unity is desired, for which a 'reduced
form’ equation is adopted. (We will ignore the multi-factor CRESH
option for now.) Since no corresponding structural equation is assumed
here, one cannot express the factor-output ratios as functions of factor
prices and structural equation parameters alone. It is relatively easy
to set up factor demand equations which include net product prices as an
argument but unfortunately this leads to a simultaneity problem since,
in the solution strategy, product prices are obtained after factor-
output ratios. Rather than solve this with yet another iterative loop,
it is much more convenient and very much quicker to express the factor-
output ratios in logarithmic differential (or growth rate) form as a

function of the change in factor prices, For example:
d(L/X)/(L/X) = ooy (dr/r - dw/w)

--- where L is labour employed, X is gross output, w is the wage rate, r
is the rental rate, o is the elasticity of substitution between labour

and capital, and ag is the share of capital in net output.
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Of course for other than infinitesimal changes this transformation
yields linearization errors. To overcome this the ‘Richardson deferred
approach to the limit’ on the Euler technique for solving differential
equations is used with the changes in w and r split into four or more
steps. A full description of this method is given in Stroombergen [87,
pp.7-9]. Testing this approximation for o0=1.0 against the standard
solution procedure for Cobb-Douglas functions revealed negligible errors
with four steps and with changes in w and r of about 50%. Precision can
always be increased by using more steps, (decreasing the step length) if

warranted by larger factor price changes.

Recall that this technique is also applied to the equation for
‘factor number 1' under the CRESH production specification, namely

equation (2.2.2) in Chapter 4.

The investment and price sub-loops are denoted by the dashed lines
in figure 1. If the third problem had not been solved by the
differential method, a further loop would have been required between the
compartments labelled ’'factor-output ratios’ and ’sectoral prices’.
Again such a loop may well converge very quickly but probably would not
be as fast as the Richardson-Euler approach. These two sub-loops are
always solved within each iteration of the major loop, so that at the
end of each such iteration all markets except the factor markets are in
balance. Hence again the reason for the name factor market strategy to
distinguish it from a product market strategy (where at the end of each

iteration all markets except product markets are in balance).

Given then, that the solution strategy is fundamentally concerned
with solving the factor markets, what is the algorithm actually used?
Before answering this question a brief history is presented of the
solution method used to solve the developmental 3-sector versions of the
JULIANNE snapshot model, since the algorithm which is currently in use

evolved from valuable insights gained from the earlier experience.
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5.3 Background to Solution Algorithm

As has been stated before and is explained more fully at the start
of the next chapter, the homogeneity property of the model necessitates
one variable being selected as numeraire. Usually this is the exchange
rate. But the factor market strategy used here is flexible enough for
one to take say the wage rate as numeraire, with the exchange rate then
taking the place of the wage rate in the factor excess demand
equations.5 This was generally the situation in the earlier versions of
the model. For instance, let total employment of labour and capital be
exogenously given at (L,K), the balance of trade (B) be constrained to
equal zero, the exchange rate (e) and the rental rate (r) be endogenous
variables whose values we wish to determine, and let the wage rate (w)

be the numeraire.

With some initial values of e one combines varying values of r and
observes the changes on L, K and B. Such observations are plotted in
figure 2 for (L,K) pairs and (B,K) pairs as shown by the two curves
denoted LK1 and BK1 respectively. (The scale for B is conveniently
placed such that B=0 is aligned with L=LC.)

If the curves (L versus K) and (B versus K) do not pass through the
equilibrium points (L,R) and (B,R) respectively, the exchange rate is
accordingly adjusted and the procedure repeated. For example if the (L v
K) curve is above the equilibrium point there will exist a point on it
at which there is excess demand for both labour and capital. In that
case imports should be increased so as to deflect demand away from
domestic output. Hence the exchange rate should be lowered, that is a
revaluation. Simultaneously there must have been a surplus on the
balance of trade, otherwise the model would be inconsistent. This is

seen to be the case.

Repeating the exercise with a lower exchange rate yields curves LK2
and BK2, from which a smaller devaluation (increase in e) yields curves
LK3 and BK3. Eventually the curves pass through or close to the solution
point. In practice this did not usually take very long for two reasons.
Firstly, one did not need to take too many r observations to plot the
curves shown in figure 2 and secondly, in the neighbourhood of the
solution the curves are approximately linear. Thus linear interpolation
5 Ve speak of the wage rate and the rental rate as if there were only

one of each. This is simply more convenient than referring to a set
of such rates with fixed relativities between sectors.
_98..




A8

g

(A1}

appJ| jo soup|pg / Jnogo

| 1 | | | 1

exn

(&0

I

SBAJIND) PUDLIB(] SSOIX]
Z 84nbi4

Io3ido)

= 99 =




quickly yields the solution values for e and r. Typically 4 or 5 values
of e were required, each with 3 or 4 values of r, in order to obtain
accuracy of better than 0.05% for the exogenous L,K and B constraints.
This generally involved 30-40 seconds of CPU time using the TSP package

on a Burroughs B6700 computer.

On the basis of CPU time and since the curves can be seen to move
monotonically closer to solution point, the algorithm appears
satisfactory. However, its efficiency is superficial. That it is in
fact inefficient is easily seen by counting the total number of (e,r)
combinations required for solution; anywhere from 12 to 20 using the
statistics given above. For a 3-sector model the inefficiency was not a
serious problem but as the size and complexity of the model increased,
so did the effect of the inefficiency. Larger models required not many
more iterations but each iteration required much more time. For
example, increasing the size of the model from 3 to 26 sectors
multiplies by 75 (262/32) the size of the input-output matrices (which
require inversion) and multiplies other calculations by a factor of
about 9, increasing the time needed for solution to over 4 minutes. This
is highly inefficient since a 26-sector linear programming model with
200 rows, 750 columns and a density of about 5%, can be solved by the

MPSX modified simplex algorithm in well under one minute.

The key to improving the algorithm is immediately apparent if one

perceives the importance of the following points:

1. The curves in figure 2 are strictly convex/concave and
(theoretically) differentiable. (If one plotted enough points

the linear segments would smoothen out.)

2. They are approximately linear in the neighbourhood of the
solution.
3. This linearity, which allowed the use of linear interpolation,

can be Dbetter exploited if one realises that linear
interpolation essentially means using information about slopes,
that is derivatives. Thus the information can be represented in
a Jacobian matrix which requires only n+l (here n=2) numerical

secant iterations for its evaluation.
If the Jacobian is reasonably stable so that it only needs to be

computed once, the number of iterations needed to find a solution should
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be less than 2n, with convergence being assured by the convexity of the
curves, that is by the convexity of the excess demand functions. This
then, is essentially the technique which is used to solve the current
22-gector and 40-sector versions of the model. An own-price tatonnement
procedure (meaning that price is adjusted in the direction of excess
demand, with the percentage adjustment usually set equal to the
percentage excess) provides the information required for the evaluation
of the Jacobian and also rapidly brings the values of the excess demand

functions to within a 'neighbourhood’ of the solution.

That the tatonnement/Jacobian method as a whole will converge is due
to the diagonal dominance theorem which states that the process will
converge "if the adjusting variable has a greater effect on the
disequilibrium to which it responds than to all other variables taken
together."6 This is just a weaker version of the gross substitutability
condition as discussed later in section 5.6 where a full account of
tatonnement is given. Naturally if all cross effects were zero the own-
price tatonnement process would converge exactly and quickly. But since
the cross effects are often quite significant, the full Jacobian must be

employed.7 A complete description of this algorithm now follows.

6 From Ginsburgh and Waelbroeck [41]

7 of course any tatonnement process actually works on at least
qualitative knowledge of the partial derivatives.
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5.4 The Solution Algorithm

Define X = a vector of prices
f(X) = a vector of excess demand functions
J(X) = the Jacobian matrix where Jij = afi/an

A general function of one variable f(x)8 may be approximated by a

Taylor series expansion as:
f(x) = f(a) + f'(a)(x-a)
So for f(x)=0, x = a-f(a)/f’'(a)

That is, if x=a is an approximate root of f(x)=0, then x = a-f(a)/f’(a)
is generally a better approximation. The successive solution of this
equation as a way of obtaining the roots of a function is known as the
Newton-Raphson algorithm. Generalising it to find the solution to the

above excess demand functions yields:
Xl oo xn o gxn)TLle(xn) (1)

If we now define F(X) = Zf(Xi)z it is obvious that F has a minimum
at f(X)=0. If further, F is approximately quadratic at the minimum, it
is useful to employ the least squares method to find that minimum. That
iss

F=[f(a) +f'(a)(x-a)]?

f(a)l + 2f(a)f'(a)(x-a) + f'(a)z(x—a)2

=> gF/ax = 2f(a)f'(a) + 2f'(a)2(x-a)

0 for a minimum, and one also needs azF/ax2 > 0

Thus 82F/ax% = 2f'(a)? > 0

Generalising this gives 92F/9X2 = 2J(X")'J(X") = H(X"), which is the

Hessian matrix of second order partial derivatives. Therefore:

oF/aX = 2f (XM J(X™) + H(XM)(X-X") = 0

=> Xn+1

X™ —2H(XM)"1y(x™) £ (xM) (2)

—--- the repeated solution of which is known as the Gauss-Newton method,

where Xn+1 is the value of the X vector at the (n+l1)th iteration.

8 Lower case x and f(x) will refer to the one dimensional case. leaving
X and f(X) to refer to the model.
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Of course using the approximation H=?.J2 simply reduces equation (2)
to equation (1) and one is no better off. However, in the JULIANNE model

the Hessian is augmented as described below.

The Gauss-Newton method given by equation (2) can only be guaranteed
to converge if the Hessian (and hence its inverse) is positive definite.
For the JULIANNE model, where the excess demand functions are generally
all strictly convex (and approximately quadratic near the solution
point), positive definiteness is automatic. Nevertheless, since both the
Jacobian and the Hessian are calculated from secant function evaluations
rather than analytically, it is possible for equation (1) or (2) to
vield a nonsensically large step size in a suboptimal direction. This
may occur if the Hessian is very small, possibly due to small step sizes
being used in its evaluation, and/or if the Jacobian in the region of
its evaluation is very different from the Jacobian at the minimum, where
that region and the neighbourhood of the minimum are far enough apart
from each other for f(X) to be 'large’. In practice an ill-conditioned
Jacobian/Hessian as a result of small step sizes (and computer round-off

error) has seldom occurred.

Theoretically also, the tatonnement process should bring the
function to within a suitable neighbourhood of the minimum. However, one
retains the facility whereby the results of some initial iterations can
be manually inspected to assess whether or not this is actually the
‘case. If not, the procedure can be restarted. It is therefore up to the
user to define an appropriate neighbourhood, although this can only be
done in a rather qualitative manner. Thus substantial changes to some of
the major parameters in the model (such as import-domestic or labour-
capital substitution elasticities) can lead to errors of judgement. One
can of course automate the entire procedure. But for 'first of a kind’
runs user intervention based on one’s acquired knowledge of the model'’s
behaviour is often more efficient than leaving the algorithm exclusively
to its own devices when the excess demand functions are nowhere near

zero.

To guard against potential inefficiency in the algorithm, since the
concept of a neighbourhood is a matter of degree, equation (2) is

modified to:

xP*l o xn - o(H+E) "Ly e(xD) (3)
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--- where H and J are abbreviations for H(X") and J(X"), and E is a

diagonal matrix of elements € such that:

ei; = |ly(xXM/yx)) -1]]

--- and X~ is the solution value of X yielding y(X*) where by definition
f(X)=0. (Greenstadt and Marquardt have demonstrated that the correct
choice of E can guarantee (H+E)_1 to be positive definite. See

Himmelblau [51, pp. 85-88].)

Before explaining this modification it is necessary to digress for a

moment. Anyv iterative algorithm may be expressed as:
Xn+1 = XD - \NgNgn
--— where d is the (unit) direction vector
a is the basic step length

A is an optional relaxation or damping parameter

n is the iteration count.

One of the most well known methods of selecting d is to proceed in
the direction of steepest descent, namely in the opposite direction to

the gradient of f(X), which in the usual notation is given by:
Vf(X) = af/aX = J(X)
If as before we define F(X) = Zf(Xi)z, then

VF(X) = 2J(X)'f(X)

Xn+1

X0 - QM2J(XM) ' £(XD), (omitting i)

=>
--- where « is frequently taken as [|VF(X")]||

Now referring back to equation (3) one can see that the larger is é
relative to H, the more the method of equation (3) approaches the
steepest descent method, with a somewhat arbitrary step size
approximately equal to the percentage discrepancy from the target value
of y(X). Thus the larger the discrepancy, the stronger is the bias
towards steepest descent and the smaller is the risk of an overly large
step size. Close to the minimum, the numerically evaluated Jacobian
should be fairly accurate so it is unlikely that the algorithm would be
thrown off track by a small H combining with a small é to yield too

large a step size. In any case as long as (H+E) is positive definite
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convergence is assured. Furthermore, as stated earlier, the rate of
convergence is approximately quadratic if H dominates E. Random
inspection of these matrices has always shown this to prevail near the

minimum.

Summarising this argument then: as one intuitively expects, it is
generally true that steepest descent methods are relatively better if
the function value is still far away from the minimum whilst Newton-
Jacobian based methods perform better near the minimum.9 Hence equation

(3) has the desired effect.

Having explained the mathematical theory of the algorithm we turn

now to a more definitive description of the actual steps involved.

The exact solution procedure in the JULIANNE model is to estimate
the Jacobian matrix from the first n tatonnement function evaluations

evaluations10 (given that one is within a suitable neighbourhood of the

solution point), use equation (1) to determine X"+1, and then use
equation (3) for iteration (n+2) - namely:
xn*2 = xntl _ ory(xM)+E(x0*L) 171y (x™) £ (xPH) (4)

(Note that J(X™) denotes J estimated from n iterations, not from the nth

iteration).
The step given by equation (4) is used repeatedly in the form:
xnH(MeL) o yn*m o g(xM)4E(XPM) 71y (x0) £(XPHM)

until either convergence is achieved or m=n (the number of excess demand
equations). Once m=n the last m+l iterations (from n+l to n+m+l
inclusive) supply enough information to re-evaluate the Jacobian. The
procedure then restarts from equation (1), at which point it is up to
iteration n+m+2 (=2n+2). In practice the Jacobian estimated for one
model run is frequently still useful for further runs in the same
series. It is only when major changes to the structural equations or
elasticities are introduced, that a new Jacobian specific to the problem

at hand may need to be determined. Indeed one would suspect multiple

9 See Himmelblau [51, pp.88 & 111] in this context.

10 Actually the numerical evaluation of the Jacobian, being of order n,
requires n+l functional evaluations since each secant derivative
describes the difference between two observations. We ignore
countln% the first iteration since a previous model solution can
frequently be that first iteration and because it is notationally
convenient to denote the first iteration after the evaluation of the
Jacobian as n+l where n is the number of excess demand functions.
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equilibria if the Jacobian changed markedly for small constraint

changes.

The advantage of this two step approach (using equations 1 and 4)
over simply using equation (1) by itself, is that if the first n
iterations do not yield a good enough Jacobian, that is; a sufficiently
accurate solution from iteration n+l, it would otherwise require another
n+l iterations before any further real progress toward the solution
point could be made. By augmenting the procedure with equation (4)

th one and the Jacobian

progress occurs with every iteration beyond the n
1s re-evaluated only if convergence is not achieved between iterations

n+l and 2n+l.11

In fact the algorithm has worked so well that the é term in equation
(4) is generally easily dominated by H so that equation (4) collapses to
equation (1). Given also that the Jacobian is rarely evaluated more than
once, it is apparent that the Newton-Raphson method with a numerically
determined Jacobian is very efficient for this model, even within a
fairly wide neighbourhood of the minimum. The (H+E) term is essentially

a safeguard just in case the algorithm begins to go astray.

Nevertheless, a better method of solving the JULIANNE model may well
exist especially when the number of excess demand equations (n) in the
outer loop becomes quite large, as can occur under the CRESH production
specification. In general, because the outer loop equations cover factor
markets (and possible miscellaneous constraints such as on the terms of
trade via an endogenous uniform export subsidy), as opposed to product
markets, the number of excess demand functions does not rise with the
number of sectors. Typically n is in the range 1-5. For 26 sectors and
2 excess demand functions (to maintain comparability with the earlier
discussion) the number of iterations required is usually 4 or 5, with a
total CPU time of 40-80 seconds using the SAS matrix package on an IBM
4341 computer. For 40 sectors and 3 excess demand equations the time
needed for solution is still under 2 minutes, in 6 or 7 iterations.
Utilising an existing Jacobian can reduce these times substantially. In

almost all cases the convergence criterion for the outer loop is 0.001%.

11 More generally, iterations z(n+1l), (z=1,2,3...) use a new Jacobian.
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5.5 Alternative Methods of Solution

It is worth just mentioning three other techniques that could
probably be used to solve the JULIANNE model. There are of course many
techniques for solving sets of nonlinear equations that are amenable to
general equilibrium economic models and modifications to the more well
known ones abound. Discussion of these is out of place here but the
interested reader is referred to Himmelblau [51] or Dixon [28], or for a
very theoretical and mathematical treatment to Ortega and Rheinboldt
[69].

Johansen Method

The equations of a nonlinear system may be logarithmically
differentiated with respect to time to yield equations which are linear
in terms of the percentage changes of the variables. The system can then
be solved by matrix inversion. A detailed description of the technique
is given in Stroombergen [87] which also sets out its disadvantages.
Briefly, these comprise the inability to incorporate inequality
constraints, the bias caused by linearization errors for large changes
in the exogenous variables, and the substantial amout of peripheral
programming that is frequently required to firstly reduce the matrix (by
equation substitution) to a size that can be handled by computer based
matrix inversion routines, and then secondly to back substitute out the

results.

The first two of these disadvantages can usually be alleviated by a
few iterations but a certain irony arises in that one of the great
advantage of the Johansen technique is that it supposedly eschews the
need for an iterative process. The third disadvantage may yet be
overcome by the application of algorithms for solving large sparse

matrices. See for example Pearson and Rimmer [70].

Finally a fourth reason for not choosing this method to solve the
JULIANNE model is that shortly after the construction of JULIANNE was
commenced, work was begun by R. Wallace of the Research Project on

Economic Planning, on a Johansen type model.12

12 See Wallace [97]. An applied comparison between this model (JOANNA)
and JULIANNE is given in Stroombergen and Wallace [92], but there is
still much scope for a more comprehensive comparison between these
two types of models.
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Mathematical Programming

One of the reasons for developing the JULIANNE model was as a
response to the limitations inherent in the VICTORIA linear programming
model of the New Zealand economy.13 Other types of programming methods
still do not overcome the major drawback of having to specify the model
as an activity analysis problem. Also, in the solution to a programming
problem the number of positive valued variables cannot exceed the number
of constraints. This is apt to be troublesome although the difficulty
can be ameliorated by the piece-wise segmentation of nonlinear functions
- a technique used in the World Bank 'PROLOG’ model as surveyed 1in
Chapter 2. But too many segmentations may erode the cost competitiveness

(both human and computer) of programming methods.

Fixed Point Algorithms

Much has been discovered about fixed point algorithms since the
impelling work in 1973 by Scarf [79], a good summary being provided by
Ginsburgh and Waelbroeck [40, Ch. 6].

The principal advantage of using fixed point algorithms is that they
are guaranteed to converge to within any desired margin, for systems of
equations (models) which satisfy the assumptions of fixed point
theorems. But their major disadvantage is their speed of convergence
which, as shown by Ginsburgh and Waelbroeck [40, pl03] is proportional
to the square of the number of excess demand functions. Probably for
most problems to which the JULIANNE model is applied a Scarf type
algorithm would compare favourably with the tatonnement-Jacobian method.
However, in runs which incorporate the CRESH production specification
with ten labour constraints, the Scarf algorithm is likely to be slower

than the tatonnement-Jacobian method.

One must confess also, a lack of personal expertise in this area,
which when combined with the absence of a fixed point algorithm
computing package at this university, constituted the major reason for

not selecting such algorithms to solve JULIANNE.

13 The VICTORIA model is described in Philpott et al [72].
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5.6 The Solution Procedure and Market Adjustment

This section begins with a brief historical perspective of the
theory of market adjustment with emphasis on the dynamic issue of the
attainment of market equilibrium, given its (static) existence and
unigueness. In particular the Walrasian ’'tatonnement’ process is
analysed and compared with the solution procedure used in the model in
order to illuminate the working of the latter without recourse to
mathematical exposition. It will be shown that neither the tatonnement
process nor the solution procedure can be considered an accurate
representation of actual adjustment processes since amongst other
reasons, they do not allow for the fact that information held by market

participants about the market, is less than perfect.

We will use the term ’'market adjustment’ to refer to the process by
which those with goods and services to sell come into contact with
potential buyers and set prices which are agreeable to all parties,
prices which also clear the market. If the process reaches that point
the market is said to be in equilibrium.14 Three facets to this

operation can be identified.

1. The ’'rendezvous’ between buyers and sellers. This rendezvouz
need not be a physical one. It is sufficient that producers can
manufacture a good on the expectation that buyers will somehow
become aware of its existence. The eventual trade may occur
through a middle agent; typically a wholesaler or retailer.

2. The forces which ensure that buyers and sellers can agree on a
mutually acceptable price.

3. The forces which ensure that the price on which all agree is

such as to completely clear the market for each good.

If the market clearing price is such that all expectations
are satisfied and if agents continue to replicate their former
actions in the future, the equilibrium will be dynamically
stable. Note, however, that other future equilibria based on
different expectations about a different real world may also

exist.l5

14 The literature abounds with articles and books on _general
equilibrium and related topics. See for example Simpson [82], Arrow
and Hahn [3], and Bliss [6] & [7].

From a modelling point of view it matters not from whence the system
came when it is out of equilibrium. What matters is whether or not
(and if so, how) it will then attain some unique equilibrium, which
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Naturally the first stage is a prerequisite for the success of the
second and this in turn is required for the success of the third. If (1)
and (2) hold but not (3) trading takes place at 'false’ prices whilst if
only (1) holds there is no trade at all since agreement on a mutually
acceptable price is not forthcoming. We will assume that producers’
expectations of a market are accurate enough for them to be sure of at

least some trade.

Theoretically stage (3) could be satisfied without stage (2) if
traders are forced to buy and sell goods at prices decreed by some
central authority, where those prices are not the ones that buyers and
sellers might have agreed upon had the market been free. This is the
case of a command economy. Conceivably the centralist solution could
better maximise the gains from trade than the free market, particularly
if the equilibrium could not be attained via the free market. In
retrospect this might then be preferred by market participants. However
this area of political economy involves all sorts of philosophical
issues which are well beyond the scope of this paper. If we lived in a
totalitarian regime and used an economic model to assess the nature of
the market equilibrium with all transactions being determined by fiat,
there would be little relevance in any comparison between market
adjustment and model solution methods; the point of this discussion.
Hence we will concentrate on market economies where the majority of
transactions are voluntary. Under such circumstances will market
equilibrium ever eventuate and if so how are the above three stages

actually realised?

Let us proceed with our theoretical framework. Leaving aside the
usual plethora of detailed qualifications surrounding the existence and
attainment of equilibrium, the principle was advanced a long time ago,
in particular by Adam Smith that if there was a demand for some good the
potential for reward would induce someone to manufacture it. This would
increase the welfare of both parties. If many producers and buyers
engage in such activity, buying some goods and selling others, a complex
market arises. In this market, equilibrium will prevail if at the end of
the ’'market period’ the market has been cleared for all goods and
services including factor services, and stocks are at desired levels,
all at prices which fulfill the expectations of market participants.

B e O it riialh atasey syatens Wik ware gnce DA

equilibrium and those which have never been in equilibrium.
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From here one can progress to state the conditions under which the
resultant pattern of trade (namely which goods, how much and at what
prices) would constitute an efficient allocation of resources with all
trade possibilities fully exploited and then explore how the market

might get there.

We know that a Pareto optimal allocation exists when three

conditions are satisfied.

1. The rate of substitution between any two goods is identical for
all consumers.

2 The rate of substitution between any pair of inputs is the same
for any producer who uses those inputs.

3 The rate of product transformation between any two products

equals the consumers’ rate of substitution.

In such a situaton the welfare of no single participant in the
system can be improved without that of someone else declining. Note,
however, that the Pareto optimum may not be a ’'true’ optimum in the
sense of a welfare optimum since nothing is stated about the
distribution of the ownership of factor services or about the existence
of a social welfare function. Of course market imperfections may
generate an equilibrium which is not Pareto optimal, let alone socially
optimal. But can Adam Smith’'s invisible hand realise any sort of market

equilibrium? (We will return to the optimality question.)

Recalling the three facets of market adjustment outlined above, it
can be seen the major key to their satisfaction is information. The
invisible hand notion assumes that producers have the informatiom which
tells them that a profit may be earned if a certain good is produced to
satisfy a known demand. We should accept the principle of this
assumption; if we do not then there is no market and this discussion is
irrelevant. Beyond the fact then that production of the appropriate good
does occur lies the question of how much. The producer has some
expectations about the size and nature of the market and produces
accordingly. But usually the quantity offered by him on the market at
some price which he himself may set, does not equal the gquantity
demanded either at that price or at some other price proposed by the
buyer. How then does the market function to remove the disequilibrium,

that is to satisfy stages (2) and (3)7?
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The best known answer to this question was proposed by Walras. He
posited an auctioneer who would announce prices for all goods and
services, note the offers of supply and demand at those prices and if
these were unequal, adjust prices accordingly in the direction of excess
demand, as occurs in the first part of the JULIANNE solution procedure.
This procedure would continue until all markets were in balance. Stages
(2) and (3) would be simultaneously satisfied since exchange would occur
only at market clearing prices. There would be no false price trading.
This interesting abstraction and ambitious simulation of the market

prevailed in modern economic theory for two main reasons.

1. It fits well into the perfect competition framework since it
means that no single seller or buyer influences the price.
However see Richardson [75] who points out that general
equilibrium requires a certain amount of. information on the
part of market participants which may entail the existence of
some institutions that are not compatible with the perfect
competition ideal.

2% For many years nobody provided a better theory.

However the Walrasian process of tatonnement does not theoretically
guarantee that equilibrium will be attained. Let us look at the
appropriate conditions, recalling simultaneously the mathematical
treatment given in the first half of this chapter, before we assess the

usefulness of the tatonnement idea.

Two conditions when satisfied will ensure covergence of the market

to equilibrium by the Walrasian process.

1 The system is locally stable if gross substitutability exists
between all commodities. That is, if the price of good X rises,
the demand for all other goods must also rise. A necessary
condition in this regard would involve some assessment of all
the elasticities in the system. (Recall the Jacobian diagonal
dominance condition.)

P The system is globally stable if the weak axiom of revealed
preference holds. In the case of a single consumer this means

the following:
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P3

P1
P2

Figure 3: Revealed Preference

A bundle of goods X and Y is denoted by point Pl on the
budget line as shown in Figure 3. If the price of X rises the
budget line moves inward and the bundle of goods is given by
point P2. If income was increased b an amount exactly
sufficient to regain Pl the theory of revealed preference
states that the point P3 cannot be to the right of Pl. If it
was then the consumer would be acting inconsistently.

Hence for an individual the theory is plausible. But to
assume that it applies in the aggregate is to assume that price
changes do not affect the income distribution in such a way as
to alter aggregate preferences to the extent that P3 ends up

below and to the right of Pl.

Both conditions are satisfied in the JULIANNE model with
satisfaction of the latter being automatic since there is only one

‘representative’ consumer in the model.

It is pertinent to point out that these conditions refer to a
dynamic process which converges to an equilibrium. If the static
(unique) general equilibrium does not exist the dynamic process cannot
converge to it, so the usual GE properties (such as the continuity and
convexity of production and demand functions) must first be satisfied.
The existence of an equilibrium is prior to its attainment; an
elementary point perhaps but nonetheless of considerable consequence.
And there is usually more than one dynamic system consistent with a
given static equilibrium. The relative speeds of adjustment of prices
versus quantities are important in this regard so that one needs to
specify the precise nature of disequilibrium behaviour when expounding

conditions for convergence. If the adjustment behaviour involves the
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Walrasian price mechanism then the above two conditions will guarantee
convergence to equilibrium. But in the majority of markets trading takes
place at false prices and after some trading has occurred it may be
realised that excess demand/supply exists. Some price or quantity
adjustment may if possible, then occur. This observation contains two

features which Walras' tatonnement abstraction does not address.

1 That trading does take place out of equilibrium.
2 That the process takes real time since prices have less than
infinite velocity. Enter imperfect knowledge, expectations and

some price setting.

These are important real world phenomena which cast serious doubt on
the practical usefulness of the Walrasian tatonnement abstraction and
hence on the guarantee of convergence to an equilibrium in the real
world. Some progress has been made in economics in incorporating these
issues into theories on disequilibrium market adjustment; See for
example Hahn and Negishi [44], Barro and Grossman [4], and Fisher [37].
However the scope of this thesis is not broad enough to assess these

developments.

We have seen that the solution algorithm iterates on prices and
quantities. Essentially an initial set of prices is ‘announced’ or
rather inserted into the algorithm which is then executed once to yield
those quantities which would be offered for trade if the given prices
actually prevailed. If any demand and supply equations are not
satisfied a revised set of prices is calculated and the process repeated
until all desired markets clear.16 Hence the process can be seen to be
similar to tatonnement with convergence being assured by the above
conditions. In fact it converges faster than tatonnement because it is
as if the auctioneer knows every agent's response functions so that some
of the steps are substituted out by using, amongst other things, the
Jacobian derivatives matrix. The pattern of such substitution does not
affect the equilibrium solution since that equilibrium is unique and nor
does it affect the question of whether the system will converge or not.

It does, however, affect the nature of any disequilibrium state along

16 ‘Desired’ because one can of course allow excess supply in certain

markets if it is required that some prices be stated exogenously;
not necessarily that price which corresponds to the particular
quantity variable. For example if the wage rate 1s exogenous,
employment is usually endogenous subject to a supply constraint. But
if employment is also to be set exogenously then some other usually
exogenous constraint could be, and would need to be, made endogenous
- for example the exchange rate.
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the path to equilibrium. Fortunately this is irrelevant in the model
since trading occurs only at solution prices. If one did wish to allow
for disequilibrium solutions it would not be legitimate to ignore the
pattern of substitution, as manifested in the nature and exact order of
execution of the steps in both the solution strategy and the algorithm,
since the path of the strategy/algorithm is unlikely to correspond to

the actual adjustment path of the economy.

Horizon year capital stock in JULIANNE is allocated by the model and
investment in a sector is set equal to that sector’'s mean rate of
capital accumulation between the base year and the horizon year. The
implicit assumption is one of steady growth over the period although
this need not be the case. However, in terms of tatonnement it is as if
in the base year producers know what the desired allocation of capital
in the horizon year will be and thus invest accordingly, replicating
their actions over each successive year. The horizon year equilibrium is
then situated along a dynamically stable path. It is worth repeating,
nonetheless, that this equilibrium could also be the outcome of an

entirely different dynamic process which is not stable.

In a decentralised market each participant has limited knowledge
about the entire system. This causes rigidities in prices and wages with
their role in providing income displacing too much of their equally
important role as conveyers of information about tastes, resource
constraints, technology, etc. This distinction in roles corresponds to
the theoretical distinctions between stages (2) and (3) respectively of
the market adjustment process. In practice these roles/stages are
frequently not so independent and without untangling this behavioural
web, which is more psychological than mathematical, the use of the
JULIANNE model for modelling out of equilibrium behaviour is severely
limited. All one can do is model disequilibria in the sense that not all
macro markets; employment, balance of payments etc (and on occasions
some micro markets depending on appropriate exogenous information), need

to be in balance.

The incorporation of such 'deviations’ in the model (which could be
made more complex than at present) are an attempt to add realism by
proscribing those equilibria such as Pareto optimal solutions (where all
the marginal equivalences are satisfied) which could not, or virtually

never do, eventuate in a world of imperfect information. But this is
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not the same as modelling actual dynamic, out of equilibrium adjustment,
which must take perceptions, expectations and the path of adjustment

explicitly into account.

We can see then that the solution procedure of the model, whilst
being similar to the Walrasian tatonnement process is, like that
process, not a good representation of actual market behaviour. The type
of disequilibrium modelling which is possible (as described above)
certainly enlarges the range of model applicability beyond simply
modelling ideal neoclassical equilibria. This is made possible by the
nature of the soluton procedure which permits one to ‘get inside’ it so
as to incorporate market rigidities and imperfections to varying degrees
of accuracy. But obviously this is not sufficient for one to claim that
the JULIANNE model solution procedure simulates actual market
adjustment. Certainly the Walrasian tatonnement process is a useful way
of describing the model’s solution procedure, and the similarity here
clarifies the theoretical distinction between the existence and
uniqueness of an equilibrium, and the process of its attainment; that is
as the distinction applies to solving the JULIANNE model. This is in
contrast to the rather blurred role of these properties in Johansen type
growth rate models which use matrix inversion for their solution.
However, the tatonnement - solution procedure similarity is positively
misleading if it creates the impression that one is simulating actual
market adjustment processes since neither false trading, transactions
time lags, nor expectations are admitted. In the dynamic version of the

model this is slightly ameliorated, as will be seen in Chapter 9.
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CHAPTER 6

'JULIANNE’ ROUTINES IN DETAIL

This chapter describes in more detail, aspects and routines of the
JULIANNE model which were given only brief mention in Chapter 4, but
which because of their importance merit greater elaboration. Most of
these features are fairly specific to JULIANNE as opposed to CGE models

in general. However, we begin with a rather common issue.

The Concept of a Numeraire

Consider the medium term consequences of the imposition of a tariff

(as they would occur in the model).

Importers react to the higher domestic import prices causing a
reduction in imports and an improvement in the balance of trade. There
is some switching of demand to comparable domestic goods which in turn
creates an (initial) increase in the demand for labour and capital. This
exerts pressure on wage rates and rental rates which dampens some of the
incentive to substitute for imports and, via higher domestic costs,
causes a reduction in exports, which in turn alleviates some of the
pressure on factor prices. If the fall in exports is not enough to
counter the balance of trade improvement, a revaluation of the exchange
rate will be required to make exports even dearer and to partially
offset the increase in import prices initially caused by the imposition
of the tariff.

So, as the French say when asked about the initials T.V.A. (taxe sur
la valeur ajoutee), tout va ajouter or everything goes up, except the
price of foreign exchange in this case. But this yields no information
about the change in relative prices such as whether output prices rise
more than wages. In fact at the new equilibrium, wage rates might even
be lower than before. What is really of interest here is relative prices
since these determine the allocation of resources (in a world of no
money illusion). Hence a variable which is otherwise endogenous is
selected as a numeraire, the value of which does not vary between runs

and in relation to which all other prices are measured.
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In the example which follows (taken from a 3-sector version of the
model), the wage rate is the numeraire; its value is held constant. An
alternative interpretation is that its value actually rises by x percent
but that this and all other price increases are then reduced by Xx
percent, effectively eliminating the rise in the wage rate so as to
yield relative price changes; relative that is, to the money wage rate.
From the table one can see that the rental rate is relatively lower,

import prices higher (as expected) and output prices marginally less.

TABLE 1
Altering the Numeraire

without with % change, numeraire as:

tariffs tariffs w e
wage rate 2.3 2.3 0.00 6.62
exchange rate 0.9019 0.8459 -6.21 0.00
rental rate 0.1281 0.1262 =148 5.04
import prices 0.9019 1.0574 17.24 25.00
primary sector price 0.8735 0.8652 -0.95 5.61
secondary " " 1.1372 1.1314 -0.51 6.08
tertiary " " 0.9029 0.9010 -0.21 6.40

The choice of numeraire, although mathematically arbitrary, is
generally a variable whose absolute value is determined outside the
framework of the model. For example the ‘level of money wage rates could
be stipulated by tripartite negotiation. In retrospect, however, one
might consider that a wage rate numeraire is not especially suited to an
example concerning tariff changes. An exchange rate numeraire (expressed
as the price of foreign currency) may be preferable if one believes that
a government that has just raised tariffs is unlikely to revalue. Of
course under a floating rate regime a revaluation may be precisely what
occurs. In any case the results given, based on the wage rate numeraire,
can easily be re-expressed to correspond to an exchange rate numeraire
by multiplying the numbers in the third column of table 3 by 1.0661,
this being the negative of the change in e when w is the numeraire. This

is done in the right hand column of the above table.

The relative changes are mutually invariant since for example, the

change in the wage rate is always 1.5 percentage points higher than the
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change in the rental rate. This invariance cannot be overstated since it
is easy to misinterpret the change of numeraire. The latter set of
results with no exchange rate adjustment and money wages rising, may
appear more credible because of one’s experience about the way in which
the government and the economy would in reality behave. It is more
difficult intuitively, to trust the former set of results since-one
generally believes that wages will rise if import prices rise. When one
then deflates the wage rate and all other prices by the rise in the wage
rate, it appears at first glance that wages are unaltered. One knows
that this is quite false but unfortunately such reactions are virtually
innate. And of course real magnitudes ARE unaltered. They do not depend
on either the choice of numeraire or on its value. The system is
homogeneous of degree zero with respect to all real magnitudes and all

relative prices for changes in the overall price level.

Between 1979 and 1982 it was the government’'s exchange rate policy
to devalue the New Zealand dollar by 0.5% per month, about 6% per year,
so as to maintain a constant real exchange rate. Against the background
of the model with the exchange rate as numeraire one might ask; Does a
6% devaluation (a rise in the exchange rate) imply that all other prices
will also rise by 6%? How consistent would this be with the objective of

the stated policy?

Again it is our understanding of the role of the numeraire which is
important here. Clearly if a devaluation is meant to maintain the real
exchange rate, domestic price rises must be kept under control. Thus the
exchange rate is not acting as a numeraire unless all other prices are
fully indexed to it, whether by deliberate policy, the pressure of
political lobbying, or simply because all resources are fully employed.
One usually assumes, however, that a devaluation is contemplated only if
idle resources exist, which may have become idle through a divergence of
New Zealand prices from world prices. That is, the economy starts from a
disequilibrium situation which may be characterised by a balance of

payments deficit and say unemployed labour.

Modelling a real devaluation presents no problem provided one can
state which prices are not allowed to rise, or allowed a limited rise,
when the nominal exchange rate is devalued. If for example wage rates
are fixed, the role of numeraire could be assumed by the mean wage rate

or by some particular occupational or sectoral wage rate. If no single
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price is fixed but they do not all change by the same amount so that
relative prices change (which is the intended effect), an overall price
index such as the GDP deflator could be the numeraire. The model will
produce the correct result in terms of relative prices and real
magnitudes as long as the meaning of the exchange rate change is clear -
whether it is meant to be a real change or a numeraire change. Confusion
here has been noted by others. See for example Shoven and Walley's
survey of applied general equilibrium modelling [81] where, when

alluding to the role of the exchange rate as a numeraire, they state:

D e o om but, in a number of the models, results are reported
;gsecﬁigifse¥?e%§gﬁan ﬁigaaiﬁxw;;aethgh:p%i32¥g¥2£g¥%%nthg¥
results difficult from a theoretical point of view."

In reality the process of adjusting to a ’'shock’ such as a
devaluation is likely to be complicated by further shocks such as
consequential action by government. Such actions and reactions will
usually have a considerable effect on the equilibrating adjustment of
the economy and may even prevent it from reaching a new equilibrium.
This whole process could be simulated by the model but when numerous
variables (or parameters) are altered simultaneously, it is nigh
impossible to isolate their separate influences. One of the main
reasons for using an economic model is to do exactly that - alter one

variable at a time and study the effects.
Overall then, three points emerge from the above discussion:

1. Whatever the choice of numeraire, it is prices relative to the
numeraire which are presented, and it is relative prices which
are of interest.

2. Although one stresses the point that we deal with relative
prices, it is still expedient to select as the numeraire, a
variable whose value is determined outside the framework of the
model. The same choice of numeraire may not always be
appropriate; between sets of runs the numeraire should
sometimes be varied.

3. A model which incorporates relative prices and therefore
necessitates the use of a numeraire, is not restricted in its
applicability because of that fact (in a world of no money

illusion). If one wishes to change the value of the numeraire
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one must merely ascertain the circumstances surrounding such a

change and possibly alter the choice of numeraire.

On Measuring Imports (Normalization)

Consider a consumer buying an imported CBU car costing NZ$20,000
which includes an 80% tariff. (The tariff or cost excess is taken to
mean that a domestically assembled CKD car would also cost $20,000.) His
unit of volume is one car. At world prices the unit of volume is still

one car but is worth only $11,111.

More generally, with many commodities the volume unit is actually a
constant price unit; a conglomeration of tonnes, metres, litres and so
on, all multiplied by their respective prices in some reference year to
yield a total value. That is, when speaking of constant prices one must
have some particular year as a frame of reference. For convenience,
prices in that year (the base year) are usually set at unity. This means

that volume equals value. For example:

1. Value of GDP = volume of GDP.

2. Value of imports purchased = volume of imports purchased.

However, (1) and (2) are seemingly inconsistent. In (1) the car from
the above example is valued at $11,111 since imports are measured at
c.i.f. prices in the GDP identity. But in (2) the buyer of the car pays
$20,000 for that same import volume unit. Both statements are correct;
yet if we set the cif price of the car to unity, the domestic import
price will exceed unity and also exceed the domestic price of locally
made goods, contrary to our assumption about the tariff. If domestic
import prices are set to unity the cif price must be less then unity
which causes the value of GDP to diverge from the volume of GDP in the
base year. In the model both statements must hold simultaneously. Thus

two measurements of import volume appear:

1. Volume in constant cif prices.
2. Volume in constant purchasers’ prices (cpp), which equals the

cif volume plus an associated 'tariff volume’.

For example, in 1982 actual private consumption in value terms

(current dollars) was about $17,000m of which cif imports were $2,000m
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and tariff payments were $50m. The volume of consumption with 1982 as
the base year is defined as $17,000m and this appears in the GDP
equation (both value and volume). However, in the import component of
the GDP equation the private consumption imports are valued at only
$2000m, not $2050m. The same collection of physical objects is being
referred to but to the buyer they are worth $2050m whereas to the nation

as a whole, in world prices, they are worth $2000m.

In years subsequent to 1982 (namely in the model’'s horizon year) the
model’s import prices, that is purchasers’ prices, are expressed as

(using the notation from Chapter 4):
q = pYe(1+t)/(1+t0) (%)

--- where q is the domestic import price
p¥ is the world cif price
e is the exchange rate
t is the rate of tariff in the horizon year

to is the base year rate of tariff

Thus in any year if t=t0, q=pV=e=1 if p%=e=1 as in the base year
and ” " " " t=0’ q=1/(1+t0)<1 " " ” ” ” L '

In terms of the car example: if the 80% tariff is retained in some
future year and there is no change in p¥ or e, the domestic import price
will also be unchanged from the base year. It the tariff is removed the
import price facing the purchaser falls from $20,000 to $11,111. Now the
unit of volume, the car, costs the same in world prices as in New
Zealand prices if it is imported. The domestically produced car still
costs $20,000 so substitution will occur. But note that at the same time
as the domestic import price falls to the purchaser, the value of the

car in the GDP equation does not change.

With m defined as the volume of imports in constant purchasers’

prices, then:

1. Value of imports cpp is gm
Volume of imports cif is m/(1+t0)

Value of imports cif is pwem/(1+t0)

So, with m=$20,000, the cif volume and value will be $11,111

irrespective of whether the tariff is retained or not. But the cpp value
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will be $20,000 if the tariff is retained and $11,111 if it is removed,
although both situations correspond to a constant domestic price volume
unit of $20,000.

Thus the normalization rule in JULIANNE is to set all domestic gross
output prices and domestic import prices to unity in the base year, but
simultaneously to also set all world prices to unity even when a cost
difference exists. Equation (*) ensures then that this correct pricing

logic is maintained in the model’s horizon year.

Import-Domestic Substitution in Intermediates & Private Consumption

As outlined in Chapter 4, the demand for intermediate inputs is
represented as a demand for a composite input. That is, an input which
has an imported component and a domestic component which are imperfectly
substitutable in production. One of these components could of course be
entirely absent; namely when there is no domestic good comparable to
some given imported good, or vice versa. In volume or constant price

terms this may be expressed as:

8jj = Bij * 945

where: is the per unit input of good i into sector j

aij
dij is the domestic component of aij

is the imported component of aij

mlJ
-with import types and domestic sectors being identically

classified.

We are interested in what happens to the domestic-imported mix when
relative prices change, that is as between the price of the imported
component of type i and the domestic component of type i. It is
desirable to be able to utilise more of the cheaper component, from
whatever source. Consider the case of import substitution where the

degree of such is determined by three factors:

158 The technical feasibility of substitution in the long term,

being represented as a matrix S of elements s which define

ij
the degree of possible substitution of import i into sector j.
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One might expect the s to be differentiated purely with

i

respect to type of impors i so that the same degree of
substitution would occur irrespective of the sector concerned.
This would doubtlessly be the case if each category i actually
defined a homogeneous commodity. Recall from Chapter 3,
however, that each import category encompasses numerous similar
commodities, each with its own degree of substitutability, and
which are combined in different proportions into the wvarious

sectors. Hence the need for a matrix of s;. rather than for a

i
vector of s;. (The S matrix for the 1981/32 based version of
the model is given at the end of the thesis in the data
appendix.)

2 The time horizon under consideration. A parameter = defines the

proportion of s that is thought to be feasibly substitutable

ij
over the model period, that is over the medium term.

3 Price inducement, requiring an elasticity €ij relating quantity
response to differences in relative prices, (domestic versus

imported) .

These factors operate through the following equations (numbered as
in Chapter 4) which determine the new volume import coefficient or, more

exactly, the new imported component of the composite input aj -

m = hm(C) + m(NC) (3)

h = e[p/q - p(0)/q(0)] + 1 (4.2)
p(0)/q(0)

m(C) = m(0)=nS (omitting the i and j subscripts) (5)

--- where: m(NC) = m(0) - m(C)
C and NC denote the competitive and non-competitive
components; m(0), p(0), q(0) are the base year values of m p
q, and all other variables pertain to the horizon year. Note
that usually p(0)=q(0)=1, => h=e[(p/q)-1]+1.

Thus the new import coefficient m is equal to the base year
coefficient m(0) plus an allowance h for relative price based
substitution of the competitive portion m(C), where m(C) is calculated

from m(0) using equation (5).
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It remains to determine the new di Either one assumes that

J'-
composite inputs are substitutable with one another with unitary

elasticity, or that they are non-substitutable. In the former case the

input-output coefficients in value terms (“ij) are constant and are
defined by

ajj = Pijij/P;
Hence le = (pJalJ - qlJmlJ)/pl (6.2.1)

In the latter case with a substitution elasticity of zero, the aij

are constant. Hence:

dij = @i - Mjj (6.2.2)

Consider an example to illustrate how these equations work. For

some import i into sector j, let:

51J=80% '.r=50% Eij=2.0 mlJ(0)=0.20
=> mij(C) = 0.08
& m; {(NC)= 0.12

Let the price of the imported good i rise from unity to 1.2 and that
of the domestic good i from unity to 1.05. Then from equation (4.2)

h=0.75. So the new import coefficient is:

m = (0.75 x 0.08) + 0.12
= 0.18.

Note that the long run (that is where m=1) non-competitive part has
remained at 20% of 0.20, = 0.04 whilst the competitive part has declined
from 0.16 to 0.14, a reduction of 12.5%. Also the change in relative
price is (1.05/1.20) -12.5%. That is, the domestic price has fallen by
12.5% relative to the imported price. Thus in this example the overall
relative (cross) price elasticity for the competitive import component

is unity, which also equals ¢ multiplied by =.

To determine d; with unitary elasticity between composite inputs,

J
let aij=0.45 (which is constant) so that initially dij=0'25 and let Pj
rise from unity to 1.10. Then from equation (6.2.1) the new dij is:
dij = ((1.1 x 0.45) - (1.2 x 0.18)) / 1.05

0.2657
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If zero elasticity between composite inputs is assumed, which is the

usual choice, one has simply:

dij

0.45 - 0.18
0.27

In the former case, since Pij which now equals 1.1106 has risen more
than the price of the output of sector j (pj), the 0.45 falls to 0.4457;
this being a conseguence of the unitary elasticity between composite
inputs. In the latter case with zero substitutability there 1is no
change in the input-output coefficient aij=0'45 and in both cases the
domestic component of the composite good has increased at the expense of

the imported component, the price of which has risen relatively more.

The formulation of the import demand function may seem unnecessarily
complicated and possibly suspect with three parameters (e = S) being
employed to achieve what is essentially only one objective; the
prevention of unrealistic degrees of import substitution or import
expansion. What in fact is the resultant total elasticity, being the
change in the import coefficient in response to p and q differences? Is
the joint effect of the three parameters meaningful or would it be

better to combine them into a single parameter?
Equations (3), (4.2) and (5) can be amalgamated thus:

m = {e[p/q - p(0)/q(0)] + 1}wSm(0) + (1-wS)m(0)
p(0)/q(0)

Let p/q be denoted more simply as p. Then:

m - m(0) = [e(p-p(0)) + 1]wS - @S
m(0) p(0)

= e(p-p(0))wS
p(0D)

Or in differential form:

dm/m = enS.dp/p
=> EEZE = enS
dp/p
= 7 say.
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Thus it is evident that the import demand function is a perfectly
general reduced form equation which is consistent with any number of
structural demand functions, with or without the assumption of profit
maximization. Also its three parameters can be combined into a single
parameter, namely a price elasticity, but one which is more broadly
defined than the pure elasticity (e). There is, however an advantage in
using three parameters when econometrically estimated elasticities are
scarce since it is easier to make informed guesses about the values of
well defined parameters than about an all encompassing parameter. For
example, until commercial quantities of gas were discovered in New
Zealand, petrol had few ready substitutes especially in transport uses.
Now CNG and LPG are available and a synthetic petrol plant is also being
constructed. In response to these developments by how much would one
change an overall elasticity of substitution (assuming such substitution
was not modelled exogenously)? The inherent substitutability of these
alternative fuels has not changed, just their availability. Therefore
it is not strictly correct to alter a price elasticity of demand. But
it makes good sense to increase the appropriate Sij parameter from zero
to unity, set = as usual in relation to the model’'s time horizon and

leave €ij unchanged

The benefits of using three parameters may not always be very great
but they can never be negative as the parameters can always be

amalgamated.

When speaking of the degree of substitution between imported and
domestic goods it is often convenient to use the concept of the Allen
(partial) elasticity of substitution (AES). Much (overseas) information
on import-domestic substitution elasticities is expressed in this
terminology and one naturally wants to be able to utilise such
information wherever it is appropriate. The standard definition of the

elasticity of substitution between two goods is:

B ™ d(y/x) . py/px
d(py/px) y/x

which can be shown, as in appendix A of this chapter, to be equal to the

Allen elasticity of substitution between two goods given by:



AES

yx = 9¥/0py (Py/y + py/X)
3y Py (pyx + pyy)
Py Y Py X

= nyx/ex
--- where By is the share of good x in the total value of x and vy,
and‘nyx is the price elasticity (as before). It can also be seen that
AESvx = AESxy in accordance with the symmetry conditions of profit

maximization. From the previous page then, the cross price elasticity of

demand for imports with respect to domestic price is:
m = (6m/m)/(8p/p) = MMD

The cross price elasticity of demand for domestic products with

respect to the price of imported goods is determined thus:

d=a-m (equation 6.2.2 given earlier)
=> 9d/d.d/a

-9m/m.m/a (where 9a/a=0 for zero substitution

between composite inputs)

& npy = 9d/d = -om/m.m/d
3q/q aa/q
=qym , as om/m = -q
d aa/q

Hence AESMD s -n/OD and AESDM = n/BM.m/d = AESMD

By way of example, for the economy as a whole domestically supplied
inputs into both intermediate demand and final demand constitute about
62% of the total value of gross output plus final demand. Imports supply

a further 9% with the remainder coming from factor inputs. Hence:

d = 0.62
m = 0.09
GD = 0.87

6y = 0.13 (with all prices equal to unity).

So for typical model exogenous values of 7=0.9, ¢=2 and S=43%, the

mean AES value is 0.89. This value includes those imports classed as

non-competitive. It is perhaps better, and certainly more conventional,

to speak about an AES with respect to only those imports which are

competitive. Accodingly GD=0.94 which gives a mean AES of 1.92. This is
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very close to the value of 2 used in many other models with a similar

level of sectoral disaggregation, such as the ORANI model.1

Similar calculations can be done for any single commodity category

or for any sector.

Given any AES value, from some independent study say, it can easily
be inserted into the model which will endogenously determine the
corresponding price elasticity (e) or (), over-riding any existing
(default) values where appropriate. The generalised form of the model's
import-domestic substitution function means that the exact specification
of the equations used to estimate the given AES wvalue and the
assumptions underlying it, are irrelevant. Thus the model has an
advantage over econometric models since it allows users to set whatever
values of ¢ m S, or AES they may deem appropriate to the issue under
investigation, without risk of upsetting any cross restrictions with
respect to other model parameters. This property also enhances the

model’s amenability to sensitivity analysis.

Finally it should not be forgotten that import-domestic substitution
in private consumption uses the the same specification as intermediate
import-domestic substitution, including the option of zero or unitary
substitution elasticity between composite commodities. Thus the above

discussion is relevant also, '‘mutatis mutandis’ to private consumption.

1 see for example Alaouze [2].
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Import-Domestic Substitution in Other Final Demand

Import-domestic substitution in government consumption incurs a
unitary elasticity of substitution. Consider a simple example with

reference to equations 15.1 and 15.2 of Chapter 4.

D DG
G} ¢284Y/p; (15.1)

M MG '
G} rie°Y/q; (15.2)

i is the share of government consumption (G) spent on good i

0 is the share of total national income (Y) spent on G

--- where ¢(

Let expenditure on two composite inputs total $100, and be
distributed thus:
$60 on good G; of which G is $40 and G} is $20
$40 on good G5 of which Gg is $30 and Gg is $10

-—- where (as usual) D and M indicate domestic and imported components.
With all prices initially at unity let q; rise to 1.1, ap to 1.2, Py to
1.06 and py to 1.04. Assuming total expenditure falls to $90 the new

pattern of expenditure is:

G} = (0.4 x 90)/1.06 = $33.96
GY = (0.2 x 90)/1.10 = $16.36

1]

v
(9]
=O
B
0
==
1}

2.076 whereas it was 2.0, an increase of 3.8%.

As expected this yields a relative (cross) price elasticity of unity
since the change in relative price between the domestic good Gg and the
imported good GY is -3.8%. Similarly G3 = $25.96 and Gj = $7.50, giving
a change in the domestic-imported ratio of 15.4% in response to the

relative price change of -15.4%.

Note that substitution with unitary elasticity also occurs between
the composite commodities. Initially G1/02 = 1.5 which rises to 1.504, a
rise of 0.26%. And the composite good price ratio falls from 1.0 to
1.0731/1.0759 = -0.26%.

Substitution elasticities of wunity are assumed both between
composite goods and between the domestic and imported components of each
composite good, for both government consumption and stock change. Only
the latter form of substitution applies to investment goods. It is

intended that these routines be improved as time and data permit.

———————— o ———— T ——— T —



Import Licensing

When import barriers take the form of non-tariff measures, in
particular quantitative quotas or import licences as they are generally
known in New Zealand, it can be difficult to model the effect of their
removal. Although the tariff equivalent can frequently be ascertained
one cannot just lower such tariff equivalents on the removal of import
licences (IL) since IL removal does not (theoretically) reduce domestic
import prices, as would the removal of tariffs. Before proceeding any

further we should distinguish two forms of IL:

1 Strict quantity - fixed price rationing where the allocation of
the available licence is based on 'non-market’ criteria such as
demonstrated need, past allocation or political influence.

2. Premium rationing where the licences are tendered to the

highest bidder.

In the JULIANNE model base year of 1976/77, IL in New Zealand was of
the former type but in recent years the auctioning of licences has

become more prevalent.

For modelling purposes the difference between protection provided by
tariffs and that provided by auctioned IL is irrelevant. The premium
which results from the tender is eventually a surcharge on the price of
the import, just like a tariff. The only difference is that the exact
rate of tariff is known in advance. However, any solution of the model
pertain§ to the end of a full year, at which time the premium rates
which applied during that year are known and it is assumed that at the
time of tendering no buyer was forced into paying a premium of unknown
amount. Thus, premiums enter the composite commodity (M-D) demand
functions in the same way as tariffs. Furthermore, when IL is removed

the premium vanishes, again the same effect as when a tariff is revoked.

Hence for the remainder of this section references to IL will mean
fixed-price IL unless otherwise stated. How then does one model changes

in IL of that type? Two assumptions will be made; to be reviewed later.

1. The existence of IL implies that a cost excess exists on the
equivalent domestically produced good.
2. Those who are fortunate enough to obtain a licence utilise

their monopoly type power by charging high prices to the
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ultimate buyer, or if the importer is himself the ultimate
user, he is able to realise a greater profit than if he had

been forced to purchase the more expensive domestic product.2

When an import is brought in via an importing agent for sale to a
subsequent buyer the final price to that buyer is, in an input-output
table, split into two rows: the row of the import type - which
represents the basic price of the import, and the row which represents
the agents markup - namely the row corresponding to the sector in which

the import agent is classified which is usually the W/R Trade sector.

The removal of IL should then be modelled by the deletion of this
latter 'input’ since the monopoly power previously conferred by the IL
is lost. However, in practice this is extremely difficult since data is
not (readily) available on the proportion of a sector’'s imports which
comes through the Trade sector, nor on the mark-up introduced as the
imports pass through, although presumably this is well approximated by
the cost excess. Even given all the relevant information a further
difficulty is that the price of inputs from the Trade sector would be
different for each buyer due to each buyer having a different
composition of imports. Modelling this entails the development of
routines which distinguish between goods and sectors. Whilst this is not
an impossible task it is nonetheless one which would require a
considerable time input. If the relevant data becomes available the

project may be attempted.

When a licensed import is imported directly by the actual user his
supernormal profit appears in the Operating Surplus row of the input-
output table. Thus the removal of IL would in this case be modelled by a
reduction in the share of value added attributable to capital. Apart
from the problematic impact this would have on the parameters of the
model’'s production functions, one again does not know the proportion of
imports that are directly imported. How then does one model the removal

of IL as it occurs in New Zealand?

Prominent general equilibrium modellers such as those whose models
were reviewed in Chapter 2, offer little help, perhaps because IL is

insignificant in the economies with which they are concerned. Even

2 Lane [55] writing in_ 1974 observed: "Import agents  acquired

allowances which were vitually sold to the real importer,” but that

. "... the import wholesaler is now a relatively unimportant figure in

New Zealand. The Licensing Authority prefers to grant licences to
the receiving firm ..
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Dervis et al [25] who investigate alternative methods (including import
licensing) of coping with foreign exchange shortages, do not deal with
the removal of an existing IL regime that is intrinsically embedded but

not explicit in one’s database. The procedure adopted in JULIANNE is as

follows:

s All import licences with associated cost excesses are converted
into tariff equivalents, thereby raising values in the import
duty row of the (base year) input-ouput table.

2. To compensate for this, that is to avoid double counting,

indirect tax payments by sectors and final demand are reduced
as if the cost excess induced profits were previously part of
this category of inputs rather than, as we know, part of the

Trade and/or Operating Surplus categories.

This method means that whether imports are imported directly or via
an agent is irrelevant. Theoretically when IL is removed, sectors that
import directly incur a reduction in profit since they must now lower
their prices so as to match import prices, whilst those that import via
an agent benefit since the effective price of their imports is lowered.
Under neoclassical pricing a reduction in output price occurs in both
cases. In the model a reduction of tariffs (equivalent to IL) has the

same result.

With regard to the base year, the re-allocation from taxes to
tariffs has no major distortionary effects. However, once IL is removed
in some target year the model would show a reduction in tariff revenue
accruing to the government whereas in actual fact this would not be
occuring unless the previous supernormal profits were being directed
into government coffers. Corresponding to this overstatement of the
decrease in government revenue would be the understatement of the
reduction in profits of importers of previously IL-restricted goods. The
former is not of great concern since government revenue and expenditure
flows are not modelled in JULIANNE, whilst the distortion in profits,
especially in the Trade sector should be looked upon as the price one
has to pay for incorporating IL, given a lack of more comprehensive
data.

Returning now to the two assumptions listed earlier; what happens if
there is no cost excess, or if no one is profiting from one which does

exist? (Both situations are probably rather rare in New Zealand).
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If there is no cost excess the justification for IL is purely as a
method of balance of payments control. When IL is removed the cost of
obtaining imports does not change so the above method is inappropriate.
All that changes is a sector’s accessibility to imports. If there is a
cost excess but no one is extracting a profit from it the same logic
applies except that if a sector substitutes relatively cheaper imports
for domestic goods its cost structure will fall. The way to model this
situation would seem to be by changing the import-domestic substitution
elasticity since IL is essentially a barrier which limits the full

exploitation of import-domestic price differentials, where they exist.

0f course there is no reason why changes in the substitution
elasticity should be confined to cases where no IL induced profits
exist. The major problem is again one of data; namely in determining by
how much an elasticity should be changed when simulating IL removal.
There is no precise functional relationship between the elasticity and
the degree of IL, and there is no easy way to assess the degree of
substitutability between IL controlled imports and the corresponding
domestic goods. In the absence of any information to the contrary and
given the degree of sectoral aggregation in the JULIANNE model, (a most
important point), the default option is to assume that licensed imports
are no more substitutable with domestic products than wunlicensed
imports. For the year ended June 1983 about 22.2% of imports by value
were subject to licence.3 Thus the substitution elasticity would rise by
about 30% (1/(1-0.22)) as a result of IL removal. Needless to say this

is a very crude valuation but meantime it must suffice.

In mentioning the degree of aggregation it should be remembered from
the discussion in Chapter 3 that this also impacts in two other ways.
Firstly, when ascertaining the degree of IL one must beware of
situations where a particular commodity imported by a sector may not
actually be subject to the licence applying to that general import
category. For example, if textile imports generally incur an IL
equivalent tariff of 30%, the full amount may not apply to imports of a
particular textile product such as woollen carpets. Hence a sector which

imports this product should not be modelled as paying the full tariff.

3 Source: Department of Statistics [21].
- 134 -



Secondly, the degree of sectoral aggregation is the major reason why
it is not practical to model IL by the most obvious means; directly
incorporating the actual quantitative restrictions. When such a
constraint became binding the price of the good involved would rise
accordingly so there would be no need to determine the tariff equivalent
- a concept with well known disavantages. (See for example Dervis et al
[26]). However, the level of sectoral disaggregation would need to be
much finer to render this a feasible alternative to the method described

above - as noted in the second part of Chapter 3.

Exports

Recall that the export demand function (for each commodity) is given
by:
E = E(0)ulp(1+s)/ep"]"

That is, the volume of exports demanded is a function of a curve shift
parameter (y) and the New Zealand price (p(1+s)/e) relative to the
competing world price (pw), where p is the price of production, s is the
rate of export subsidy and e is the exchange rate. The base year level
of exports and the price elasticity of demand are given by E(0)
and n respectively. Both the world elasticity of demand for each product
and the size of the world market held by New Zealand are considered when
setting the demand elasticity for the New Zealand product, which varies
directly with the former and inversely with the latter. Unfortunately
these relationships lack solid empirical quantification. Research into
N.Z. trade related parameters: import-domestic substitution
elasticities, export demand elasticities, supply elasticities etc., is
reviewed in O'Brien [67] and this provides a convenient source of data.
However, most of it relates to aggregations of traded commodities,
particularly on the demand side, so that much (intelligent) guesswork is
still required. Hence the somewhat deficient export demand specification

in terms of the desiderata mentioned in Chapter 3.

Nevertheless the given equation will simulate (via the shift
parameter) shifts in demand due to either world income growth, the
removal of protectionist barriers against N.Z. exports, or to the zeal

of exporters in establishing new markets. It will also handle the
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effects of changes in the price of competing goods, changes in the cost

4 and

of production, changes in subsidies such as SMP's and EPTI's,
changes in the exchange rate. Its major limitation is that it does not
allow for imperfect substitution in production between goods for the
export market and those for the home market, within a given sector.
Such substitution can be captured with CRETH production functions, as is
currently being investigated within the Research Project on Economic

Planning with respect to the agricultural sectors.

How does the export demand function perform in extreme cases; that
is, when the price elasticity of demand is either zero or infinity? Let

the function be rewritten as:
E = E(0)u(p/pW)"
where p is the previous p(l+s)/e.

When the price elasticity is zero a given quantity is sold whatever
the price. This is modelled by inserting the quantity exogenously and
allowing it to be sold at a price p irrespective of the price of
competing products on the world market pw. None of the commodities in
JULIANNE are likely to have such a demand curve but those those with the
lowest demand elasticities are generally considered to be dairy, meat

and wool products.

With infinite elasticity the relative price term, if not equal to
unity, will either vanish or explode. The former is trivial. The latter
requires the level of exports to be determined by factors other than
demand, notably supply conditions. Before pursuing this matter let us
consider what happens when p=pw. The equation <collapses to
E=E(0)¢ irrespective of the value that n may have. Hence the volume of
exports is essentially exogenous, soO that the situtation appears
identical to the zero elasticity case. However, it is not identical
since with a perfectly elastic demand curve one cannot distinguish
between constant price shifts of the curve and movements along it. So a
given value for the shift factor (¢) is rather meaningless. It is
therefore legitimate to use the shift factor as an (extra) endogenous
policy instrument to achieve some given objective. Most obviously, for
example, a particular wj could be used to achieve some target level of
output or employment in the corresponding sector, notably in the case of
4 Supplementary Minimum Prices and Export Performance Taxation

Incentives, all converted into price subsidy equivalents.
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a sector specific factor.

Potentially the number of extra target variables is as large as the
number of export commodities if they all had infinite elasticities. If
relative export volumes are fixed, for those exports that have infinite
elasticities, there would only be one target variable, for which a
uniform scaling parameter on the shift factors is the associated
instrument. Indeed, a zero mean rate of export subsidy or the terms of
trade have proved to be useful targets, since under the small country

assumption trade prices are given.

Reactions to 'large’ elasticities during the solution process can be
expected to cause the price ratio (p/pw) to diverge from unity, yielding
either zero or enormous levels of exports which would upset the
convergence properties of the algorithm. Hence one has to let export
subsidies be endogenous so that the unity price ratio is maintained at
all times. Accordingly, one makes the not unreasonable assumption that
if the price elasticity for some commodity is indeed (close to)
infinity, that commodity must be sold at the going price, namely p¥, so
that p and p¥ must be equated via a 'subsidy’.5 Should one
simultaneously also desire a zero rate of subsidy the corresponding

shift factor can assume the role of the instrument.

The essential difference between the two elasticity extremes of zero
and infinity (with a price ratio of unity always associated with the
latter) is that when the elasticity is zero, the quantity is for all
purposes exogenous. When the elasticity is infinite the model’s
equations would, if left unaltered, yield that same level of export
volumes. But virtually by definition one does not want exogenous exports
in such circumstances. So if export volumes are to be endogenous (as is
usual), some other variables such as the ratio of p to pw, must be made
exogenous for which the curve shift parameters can be the endogenous

instruments.

There are no export commodities currently identified in JULIANNE
which have infinite price elasticities of demand as a matter of course,
although some experiments have been done with infinite elasticities in

the manner just described - see Chapter 8. Usually the highest

S In some circumstances an exchange rate change could be used instead
but the homogeneity of the model implies that if the exchange rate
and all factor prices change by the same amount, no re-allocation of
real resources will occur.

~ 337 =



elasticities are those for manufactures at about (negative) five or six.

A final point on the nature of the JULIANNE export demand function
concerns its behaviour for particular, non-extreme, combinations of
relative prices and elasticities. One usually assumes that the higher
the (absolute) elasticity, the greater the benefits from a reduction in
price. Surprisingly perhaps, this is not necessarily the case as is
shown in figure 1 which graphs the change in revenue arising from a
given change in price (p) when the relative price ratio (p/pw) exceeds
unity. Proof of the shape of this curve is given in appendix B of this
chapter. (Note that e and s are ignored here as they can be subsumed

into p and pV.)

Figure 1: Revenue Changes and Elasticity
oR

“ap

For example when the price ratio equals 1.2 there is a minimum at an
elasticity of -6.48. At an elasticity of -3 the minimum is at a price of
1.284. Thus although there is always an increase in revenue for a
decrease in price (with n<-1), this increase reaches a maximum. That is,
it reaches a point beyond which no further revenue gains accrue from
having a higher absolute elasticity. This is because the revenue gains
are progressively negated by the fact that for any price ratio greater
than unity, the higher is the elasticity, the less is the quantity sold
and thus the less the revenue. And not unexpectedly, the higher is the
price ratio the lower is the critical elasticity (with a limit of -1) at

which this turning point occurs.
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The situation is an oddity in the nature of the function and it is
as well to be aware of it, especially when testing model sensitivity to
different export demand elasticities over various combinations of p, pV
and e. Again one stresses that such a turning point can arise with quite
common variable/parameter values, although the effect on model results
should generally be very small. There is certainly no justification for
discarding the function forthwith since there 1is nothing which is
logically at fault. One should, however, be aware of an equation’s
eccentricities so that one will not be puzzled or misled by results on

the occasions that this eccentricity surfaces.

Production Specifications (CRESH)

As stated in Chapter 4 the JULIANNE model has three production

function specifications.

1% Cobb-Douglas
2. Reduced form CES

3. Constant Ratios of Elasticities of Substitution, Homothetic

The Cobb-Douglas specification is well known and thus requires no
elaboration here. A ’‘reduced form CES function’ is a convenient way to
describe the differential function detailed in Chapters 4 and 5, as it
is consistent with the CES function but does not entail the exact CES
form being assumed. Again the CES function is well documented in the

literature.

The CRESH specification is less widely understood. (An excellent
presentation is given Hanoch [45]). Essentially it is a function which
permits different pairwise elasticities of substitution between inputs,
subject only to the restriction that the ratio of the elasticity between
inputs i&j to that between i&k is the same for all inputs. It is thus
not as general as the translog function to which the ratio restriction
does not apply, nor is it as good at handling complementarity between
inputs and of course it cannot be considered as a second order
approximation to any unknown function. However, these disadvantages are
fairly minor when, as in JULIANNE, only ten labour input categories are
identified. On the purely practical side one must balance the

theoretical disadvantages against the fact that Australian estimates of
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the substitution elasticities based on a CRESH function are available,
whilst (to the author’s knowledge) no Australian or New Zealand translog
specifications have been estimated for ten labour types. In New Zealand
the required data does not exist - for either translog or CRESH. Even

the Australian database was far from ideal.6

As has been maintained throughout this thesis, the estimation of all
the parameters for the JULIANNE model is a thesis in itself and
estimating CRESH or translog functions would constitute a significant
part of it. Thus when suitable information is available from other
studies one has no hesitation in including it in JULIANNE. An incidental
benefit to this is that it goes some way to answering those critics of
general equilibrium modelling who do not like the liberty the modeller

has in setting parameter values.

The occupational substitution elasticities from the Australian study
are given in Chapter 7, section 5. From these values it is possible to
work backwards to obtain the values of the parameters in the actual
CRESH equation. This procedure is described and exemplified in
Stroombergen [88].

Non-Constant Returns

It was shown in Chapter 3 that a simple GE model could easily be
indeterminate unless assumptions such as free factor mobility, perfect
substitutability between domestic and imported goods, or constant
returns to scale, are abandoned. Fortunately, discarding (some of) these
assumptions is expedient both practically and theoretically; the former
because indeterminacy is thereby removed and the latter because, as
discussed earlier in this chapter with respect to import-domestic
substitution, such assumptions are frequently unrealistic. Limited
factor mobility for example, is more relevant in the short term than in
the medium term. Even land has some mobility beyond the short term - in
the sense of use. Thus, since JULIANNE is a medium term model, sector

specific factors are not usually distinguished.

6 See Higgs et al [50, pp. 10-11 & 37-45].
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Non-constant returns, like imperfect substitutability between
domestic and imported goods, are a fact of (economic) life, although
probably not as pervasive at the JULIANNE level of disaggregation.
Still, it is desirable that an economy wide model be amenable to their
inclusion. In JULIANNE non-constant returns are incorporated by
augmenting the production function. We deal firstly with decreasing

returns, of which there are two types:

il Decreasing returns to all but one factor of production where
that factor is in fixed supply.

2. Decreasing returns to scale involving all factors.

Increasing returns are discussed afterwards and some model runs are

then presented to exemplify the modelling routines.

Modelling decreasing returns in the case of a fixed factor presents
no problems. For example consider the specification of a production

function in agriculture as:
X = oLKPNY (*)
--- where o+B+y=1 and land (N) is in fixed supply.
If we increase L and K by some proportion A, X rises to X":
X' = 8(AL)®(AK)BNY
= A2y

< A\X as a+B<l

As output expands, requiring proportionately more of inputs L and K,
their marginal products decline whilst that of land increases. So as it
becomes scarcer it commands a higher price. Diagrammatically this is

shown in figure 2 (ignoring K).

Initially employment is at L1 with the wage at w; and the VMP of
land is given by the area at the top of the diagram above the line W=W, .
When output rises, requiring more labour, the wage rate declines since
the marginal product of labour declines and the value of land rises - by
the area shaded ////.

Under decreasing returns to scale with marginal productivity
payments to factors, the sum of those payments does not exhaust the

value added product, whereas it does do in the case above. In physical
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Figure 2: Marginal Product of Land

terms decreasing returns to scale are certainly possible in the sense
that successively adding more of every input yields progessively smaller
additions to the volume of total product. But in general equilibrium all
income and expenditure must be accounted for, even if industries with
decreasing returns to scale exist; so that one cannot have the sum of
payments to factors, possibly including profits in excess of pure
profits, not equalling the total value of net output without causing

some kind of imbalance or disequilibrium.

In order to secure income-expenditure equilibrium it is necessary to
tax the producer so that factor input payments will exactly exhaust the
net product, thereby forcing production at the socially optimal point
where price equals marginal cost. This is shown in figure 3 by the point
B. The producer still makes a profit at this point although not as much

as at point A. ‘

P

Figure 3: Decreasing Returns
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One way of levying the tax (to prevent the supernormal profit) is to
incorporate an extra factor into the production function such that
constant returns to scale are re-introduced via the "true’ production
function. The extra factor is a proxy for some externality, possibly
subject to a fixed supply (as above), with a price that ensures the
equality of net product and factor payments. For example, in a situation
where progressively less able labour is hired causing decreasing returns
to scale, the proxy factor could be interpreted in association with the
labour input as the effective labour input - a physical unit of labour
multiplied by a level of training or education, the cost of which is the
price of the proxy factor. This cost would rise faster the scarcer is
the supply of the factor; be it education, management skills or
whatever. Hence under a fixed supply constraint the modelling of
decreasing returns to scale is very similar to modelling decreasing

returns to all but one factor.

With or without fixed supply one is redefining the production
function to include by proxy, the influence of some externality that was

previously omitted in an "incorrect’ specif‘ication.'7

Alternatively one could simply levy a production tax equal to the
amount of the excess profits but it is conceptually more satisfying and
(as it happens) computationally easier in the model’s solution

algorithm, to define an extra production factor.

A
//-Z// S B AC

MC
D=AR

A

MR

Figure 4: Increasing Returns

Increasing returns to scale can be handled by similar means. Instead
of an extra factor with a positive price the extra factor has a negative

price. That is a subsidy is required to induce production to be at the

7 In this connection see Layard and Walters [56, p65].
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socially optimal point where the firm pays each factor its VMP,
(although under increasing returns the firm would pay each factor its
marginal product times marginal revenue, which is below VMP). Without
the subsidy, payments to factors would exceed the value of net output
resulting in a loss to the producer, given by the shaded area in figure
4. Note that above normal profits would occur if the firm was allowed to

produce at the profit maximising point.

An Example

The model is subjected to a 10% outward movement of the demand curve
for exports of horticulture and wool under three different production

specifications in the Agricultural sector, viz:

1. Constant returns with a labour share (a) of 52% and a capital
share (B) of 48%. Then using equation (*):

2. Decreasing returns under a fixed factor (N) say land, with a
share (y) of 5% and with the labour and capital shares reduced
by 5%.

3. Increasing returns using a proxy factor (again in fixed supply)
with a share of -5% and with the labour and capital shares

raised by 5%.

What differences does one expect if decreasing returns (DR) prevail

instead of constant returns (CR)?

A greater per unit change in the input of labour and capital.
A higher price of Agricultural output.
Ceterus paribus; higher prices everywhere leading to less

exports, less GDP and less employment.

The results are given in table 2 and confirm one's expectations.
Agricultural output rises less under DR than under CR and the change in
the usage of both L and K increases more so that per unit input

requirements have certainly risen.8

The price of Agricultural output
rises more under DR due primarily to the increase in the price of the
proxy factor - land, if we interpret the DR as occurring with respect to
labour and capital; or due to say farm management skills if we interpret
the DR as decreasing returns to scale, where the production function is

incorrectly specified with only labour and capital being included and

8 The shift to labour intensity is because the total supply of capital
to the economy was fixed but employment was not.
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TABLE 2

Modelling Non-Constant Returns - an example

(% changes on a control run)

goastant  decpameim e
Employment 1.51 1.49 1.558
Private Cons. (real) 1.18 1.16 1.20
Exports (real) 0.23 0.14 0.29
Imports (real) 1.27 1.22 1...30
Gross Domestic Prod, (real) 0.66 0.58 0.68
Agriculture: Output 2.88 2.75 2.97
Employment 4.25 4,27 4,23
Capital 1.40 1.42 1.33
Price 1.08 117 1.01
3rd factor price -- 4.29 4.23"
Horticultural Exports 7.79 7.63 7.89
Wool Exports 7.70 7.51 7.84

(* from a negative value to a larger negative value)

with the sum of the exponents being less than unity.

The greater increase in the Agricultural price under DR has effects
throughout the economy, causing smaller increases in private

consumption, total exports, GDP, and total employment.

In the case of increasing returns not much needs to said since the
differences between IR and CR are the reverse of those between DR and

CR, although not always of exactly equal absolute magnitude.

One has not attempted to accurately model increasing or decreasing
returns in Agriculture, but rather to illustrate the means by which non-
constant returns «can be incorporated in the JULIANNE model.
Conceptually one can think of decreasing returns, given a fixed supply
of some factor (with the decreasing returns accruing to the other
factors), as distinct from externality-induced decreasing returns to
scale. However, if the latter are interpreted as being attributable to
a mis-specified production function, then modelling-wise the same
procedure can be used for both and also, whilst accepting some sacrifice

in the meaning of the proxy factor (although see Chapter 8), for
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increasing returns to scale.9

Another way to model non-constant returns to scale is via the
efficiency parameter in the production functions. However, this method
is not as theoretically appealing as that just described. It Iis
generally used only for intertemporal changes in the relationship
between inputs and output. That is, any increasing or decreasing returns
to scale which might occur between the base year and the horizon year
are subsumed into the exogenous efficiency parameter. Then, in any
single horizon year, with efficiency held constant across alternative
scenarios, non-constant returns to scale are modelled as above. Of

course one is not bound to this procedure.

The model runs demonstrated that the method of production function
augmentation yields results which conform to one’'s expectations. This
should encourage further study of the actual degree of decreasing or
increasing returns in New Zealand industries, study which at present is

severely lacking.

————————————————— ————— - — — —— -

9 . . . .
Increasing returns as in the first sense of decreasing returns are
considered to be most improbable.
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Investment

Part 1: The JULIANNE Formulation

Consider figure 5. Let the long run maximum equilibrium growth rate
of capital be represented by the vector g, whilst the present growth
path is along b. To attain vector a there is a once and for all surge
of growth entailing a major reallocation of resources, possibly with
negative growth in some sectors. This is represented by vector ¢. By
definition this cannot be sustained so the extreme resource shifts
quickly abate. In familiar growth theory, vector ¢ is the on-ramp onto

the von Neumann turnpike given by a.lo

K

Figure 5: A Representation of Growth

Let P represent the horizon year of a snapshot model. Again by
definition, P will be below a if society’s preferences are such that the
mix of capital it desires is other than that which yields maximum
balanced growth. Of course for unbalanced growth, which may well be the
case in the horizon year, P could be above a. Wherever P is positioned
the optimum path is given by cad. Thus if the path is known so can be
the profile of investment - both over time and by type. But with a
snapshot model, especially a non-optimising one, this cannot be

simulated.

How then should one formulate sectoral investment in the horizon
year of a snapshot model? Since our primary concern is with medium term
modelling where between the base year and the horizon year there is a
void of 5-10 years, it is important to prevent the model from yielding
10 4 good description of von Neumann growth theory is given in

Koopmans' article Maximal Rate of Growth”", in Sen 80, pp.

295-339].
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results which could never actually eventuate because of the implied
reallocations of capital over the interim. Hence we need to ensure a not
unrealistic capital mix in the horizon year. And because the model knows
nothing about events beyond the horizon year (and neither do we), one
can only assume that the post horizon year economy will be similar to
the horizon year economy since the momentum of the profile of horizon
year activity will dictate similar (immediate) post horizon activity.11
The composition of the capital stock will thus change only slowly to
match whatever pattern of activity might eventuate beyond the terminal

year.

Sectoral investment in the JULIANNE model is therefore formulated as
follows, (where all variables relate to the terminal year unless

otherwise denoted and sectoral j subscripts are not shown):

(1.1) I

(a+d)K where d is the physical rate of depreciation

[(K/K(0))1/n-1]

(1.2) A

--- where n is the number of years between the base year and the horizon

year, and K(0) denotes base year capital.
Or the alternative specification:

(2.1) I

A(Kt-Kt_l) + dK where t € {1...n}

(2.2) A

an exogenous parameter which may be constant across

sectors.

In both sets of equations A performs the role of a stock-flow
factor, relating the total change in sectoral capital stocks between two
given years (usually but not necessarily the base year and the terminal
yvear), to the change in capital in the terminal year. There are numerous
ways of setting this parameter, from simply specifying A=1/n for all
sectors to more complicated expressions which allow for changes in
sector specific capital that are known to have occurred between the

model ‘s base year and the current year.

Equations (1.1) and (1.2) set sectoral net investment in the horizon
year equal to that sector’s mean annual rate of capital accumulation
throughout the model period. Thus a path such as ¢’ in figure 5 is

11 In optimization and intertemporal equilibrium models that argument

is even stronger since the optimum pattern of activity achieved in
the horizon year should by definition be sustained.
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implicitly assumed to reach a point P'. (Note that ¢’ can only reach P’
and not P since the path ¢’ is less than optimal and therefore it either
takes longer to attain P or alternatively, over a given length of time
(T), only P’ can be reached). In some experiments with the model
investment was set as a special case of (1.1) with the
value A undifferentiated across sectors so that all sectoral capital
stocks expanded at the same rate. But allocating investment in this way
is only valid if the horizon year economy is on a steady state
equilibrium growth path. Generally this would be an heroic assumption,
although less so if the horizon year is reasonably distant from the base
vear. If the interim time span is too short there is a danger of the
model producing absurd reallocations of capital as it is forced to
quickly adjust the economic structure to the long run equilibrium growth

path - a problem that also occurs with IE models, as noted in Chapter 2.

This possibility could exist even if a non-steady state growth path
is admitted. For example, results pertaining to 1985 from a model based
on 1977, could seem incongruous from a 1983 standpoint if the actual
path of the economy between 1977 and 1983 had diverged significantly
from the implicit model path. Hence the presence of equation (2.1) which
links net investment in the horizon year (n) to the known change in
capital stock between two recent years (t) and (t-1), where t can
theoretically be any year from t=1 to t=n but is likely to be the most

recent year for which data on investment is available.

A sector is seldom prevented from disinvesting faster than its rate
of capital depreciation since many capital goods are intersectorally
mobile - in the sense of use rather than portability. The model will
indicate when such an occassion occurs, which is rare in medium term
modelling, so that its realism can be (subjectively) assessed by the
modeller. If it is deemed to be unrealistic one must allow idle capacity

in the relevant sector.

Both of the above specifications of sectoral investment will yield
an endogenous level of total investment by simple aggregation. However,
it is sometimes desirable to set total investment or the investment-gdp
ratio exogenously, at a level which is not necessarily exactly
consistent with the implicit total. Such is frequently the case when one
knows that the path of capital accumulation between the base year and

the horizon year is not steady (as also in regard to equations 2.1 and
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2.2). For instance, faster growth during the initial part of the period
followed by slower growth toward the end could yield no difference in
horizon year capital stock but a lower level of horizon year investment,
than under steady growth. An exogenous investment-gdp ratio or total
investment level may sometimes also be desirable across alternative
contemporaneous scenarios, irrespective of what happens between the base

vear and the horizon year.

In cases such as these if equation (1.1) is used, the model
endogenously scales the sectoral capital growth rates upward or downward
as appropriate, via a simple loop as explained in Chapter 5. Clearly it
is the responsibility of the user to ensure that whatever level of total
investment or investment-gdp ratio is chosen, it must not be such as to
yield a vast amount of scaling as one may then lose the very property
that equation (1.1) is intended to achieve; that of base year - horizon
year - post horizon year consistency. Naturally it is difficult to
quantitatively define when consistency is no longer present. Model runs
to date have generally encompassed a +10% scaling restriction. If that
is violated then the investment constraint and/or the capital stock
constraint is revised to ensure greater mutual consistency. Indeed one
may wish to let total capital stock be determined endogenously by the
exogenous horizon year investment constraint and by the assumption of

steady sectoral capital growth rates.

When it is desired to set both the total capital stock and the level
or ratio of total investment, possibly using information extracted from
'outside’ projections which may not be based on steady growth paths,l2
one should recall that the implicit steady growth path is really only a
default assumption or an artefact, albeit a highly useful one. Thus,
especially if better information is available, some degree of divergence
between implicit investment and actual investment is a legitimate

freedom.

Let us look then at how the JULIANNE investment formulation operates

by assessing it with respect to the terminal conditions problem.

12 see Chapter 7 on the linking of JULIANNE to a macro forecasting
model when it is used for projection purposes.
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Part 2: The JULIANNE Investment Formulation Illustrated against the

Terminal Conditions Problem

Whilst the JULIANNE model is not subject to the true terminal
conditions problem, as it is not an optimization or intertemporal
equilibrium (IE) model (as analysed in Chapter 3), there is still a need
to ensure that the model does some investment in the horizon year. The
closure rules of the model can supply an aggregate investment constraint
or equation, but this in itself is not sufficient to guarantee 'correct’
horizon vear investment in each sector. So in a wider sense the terminal
conditions problem is not irrelevant to JULIANNE. But it is forestalled
by setting each sector’s horizon year investment equal to the mean rate
of capital accumulation throughout the model period, in that sector.
This achieves the desired consistency. both between the base year and
the horizon year, and between the latter and the immediate post horizon
yvears. Unless terminal conditions can be set to be reasonably consistent
with the solution values of the model’s variables, as in JULIANNE where
they are endogenous, there is a risk that the peculiarities of a given
set of ’arbitrary’ terminal conditions will distort the horizon year
solution, indeed the entire period in a dynamic model. Thus to conclude
this chapter on the details of the JULIANNE model, its sectoral
investment routine is examined by assessing it with respect to the

importance of non-distortionary terminal conditions.

To simulate the imposition of ‘arbitrary’ terminal conditions, the
usual investment sub-loop within the solution algorithm (as described in
Chapter 5) is temporarily nullified and sectoral investment is
determined by the usual response to the terminal conditions problem,

namely:

In advance of solving the model an assumption is made about
the mean rate of capital accumulation over the model period
and the capital stock flow coefficients are then calculated

using this rate.13

No matter how carefully such a growth rate is selected, even if it
is different for each sector, it is inevitably inconsistent with the
endogenous horizon year investment levels, that is in terms of the

implied growth rates. To ascertain the effect of this inconsistency the

13 See for example Stroqmbergen.[BG] on this procedure in relation to
the Project on Economic Planning's VICTORIA model.

= LST, =



model solution is compared with a solution, where for each sector, the
growth rate assumed for the calculation of the stock-flow coefficients
is identical to that implicit in the model solution. This is effected
via an 'open’ iterative approach on the stock-flow coefficients whereby
these coefficients are manually revised after each model run. Such is
the standard procedure when the model cannot endogenously perform the
iterations, as is wusually the case with programming optimization

models,14 and as opposed to JULIANNE where they are endogenous.

Algebraically the procedure is as follows. Net investment in each

sector is set as (in the usual notation):

(3) Ij = AjKj (ignoring replacement investment)

-=k*. an exogenous value. Subsequently:

--- where initially XJ

(4) Aj = [KJ(I)/Kj(O)ll/T-l, where T=4 in the runs below.

Terminal year capital is denoted as K(I) rather than as K(T) to conform

to the following nomenclature:

K(I) - terminal capital, 1st iteration, with A exogenous at 2.71% pa.
K(II) - " " 2nd " with A from equation (4).

In the third iteration K(I) in equation (4) is replaced with K(II)

and so on until convergence is achieved which is when
[K(n) - K(n-1)]/K(n-1) = 0, for n=1,II.....

Should convergence not be achieved by this method, some form of

damping procedure may need to be introduced.

Table 4, given at the end of the text along with tables 5 to 7,
shows how far actual net investment in run (I) diverges from implicit
net investment as implied by equations (3) and (4). Table 5 shows the

convergence process, which is essentially completed by the fifth
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any significant changes in the endogenous macro variables between the
fourth and fifth iterations renders the latter close enough to a

convergent result.

Tables 6 and 7 show various sectoral results from iterations (I) and
(V). Clearly there is a significant difference in the profile of
investment between these runs, with an RMSE of 119%, excluding the Gas
sector. Thus if any reasonable idea of the distribution of investment
amongst sectors is required, a few iterations on the initial solution
are indispensable. The differences between runs (I) and (V) in sectoral
capital stocks and outputs are generally fairly small - around 2% on
average, with two obvious exceptions being the Construction and Mining
sectors which are heavily dependent on investment activity. Still,
differences of about 2% could be large enough to distort or even swamp
changes in sectoral output between alternative contemporaneous
scenarios. If one was solely interested in macro information, in which
case the use of a multi-sector model 1is rather misplaced, then
admittedly the differences between runs (I) and (V) are negligible, as

can be seen from table 3. This congruency improves directly with:

1. The similarity of columns in the investment matrix, which are
dominated by the Fabricated Metal Products row.

2 The more concentrated the distribution of sectoral capital
growth rates is about the economy-wide rate. One would generaly
expect a higher concentration when total capital stock is

exogenous, as is the case here.

TABLE 3

Run (I) v Run (V) Macro Differences
Run (I) Run (V) % diff.
Real Private Consumption $8668m $8687m 0.219
" Gross Investment 3435 3433 0.055
" Exports 4933 4956 0.467
" Gross Domestic Product 15129 15132 0.020
Nominal " a " 23919 23922 0.013
* mean wage rate 10.552 10.576 0.227
mean rental rate 0.123994 0.12960 -0.262

further change between iterations, the capital stock in Water must
necessarily also stabilise.

- 153 -



The unweighted distribution of sectoral capital growth rates is
compared with the standard normal distribution in figure 6. The former
is more negatively skewed but also has a greater central concentration.
Thus provided that in the first iteration the value of A is equal to the
mean rate of capital accumulation (which it will be if total capital is
exogenous) and given a similar capital goods structure across sectors,
the first and final iterations will show only minor differences in the
macro results. If all sectors required an exactly identical mix of
capital goods, the allocation of investment by sector of destination
would be of academic interest only. At the other extreme, if capital
mixes displayed wide variation the approximate normality of the growth
rate distribution would be of less significance and much larger
differences could be expected between the first and final iterations -
in all variables. Note that the smaller the number of sectors the higher
the probability of both similar capital mixes and similar capital growth
rates. Thus the greater the sectoral disaggregation the more important

it is to model sectoral investment.

Figure 6: The Distribution of Run (V) Sectoral Capital Growth Rates

In conclusion it is clear that arbitrary terminal conditions can
severely distort model results, especially sectoral investment levels.
They need to be endogenous to the model, as indeed they are in the
JULIANNE by virtue of equations (1.1) and (1.2), and by virtue of the
solution routine which automatically iterates on the A values.
Distortion is less in other variables such as sectoral output but it
could still be significant enough to lead one into false insights about

policies which have sectorally different effects. Having said this,
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however, one should not forget that the JULIANNE model investment
equations do not purport to accurately portray the process of
investment. In a level form, medium term snapshot model it is not
possible to ensure the satisfaction of the base year - horizon year -
post horizon year consistency requirements, whilst simultaneously doing
justice to factors such as relative profit rates and expectations. These
are more suited to a non-optimizing dynamic model where the
intertemporal connectivity automatically takes care of the consistency
requirements. The specification adopted in JULIANNE snapshot is

appropriate for that type of model.
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TABLE 4

Run (I) Net Investment Discrepancies

Sector K(0) K(I) K(I{/ net investment
K(0) actual implicit

Agriculture 10422.0 12980.6 1.245 351.8 732.3
Fishing 55.2 67.7 1.226 1.8 3.5
Forestry 242.7 242 .4 0.999 6.6 -0.1
Mining 372.4 362.0 0.972 9.8 -2.6
Food 1636.4 1873.0 1.145 50.8 64.3
Textiles 527 .2 614.3 1.165 16.6 23.9
Wood 398.4 388.2 0.974 10:5 -2.5
Paper 932.1 1132, 1 1.215 30.7 56.4
Chemicals 603.4 630.9 1.046 17.1 Tal
Non-Metallic 297.5 259.6 0.873 7.0 -8.7
Base Metals 306.5 480.3 1.567 13.0 571
Fab. Metals 1028.1 1297.3 1.262 35.2 T T
Other Mfg. 56.0 49.8 0.889 1.3 -1.4
Water 494.0 552.0 1.117 16.0 15.5
Construction 828.0 516.3 0.624 14.0 -57.5
Trade 10996.7 11339.1 1.031 307.3 87.3
Transport 3093.2 3283.8 1.062 89.0 49.5
Communications 892.3 961.2 1.077 26.0 18.0
Insurance 4346.9 4555.5 1.048 123.5 53.7
Own. Dwell. 15324.7 17270.1 1.127 468.0 523.8
Govt. Seryices == - —— s -
Priv. ! 1762.2 1839.3 1.044 49.8 19.8
Coal & Nat. Gas 73.5 77.3 1.052 21 1.0
Petrol 119.0 122.0 1.025 3.3 0.7
Electricity 3803.0 4239.2 1.115 114.9 116.6
Gas 47.5 45.9 0.966 1.2 -0.4
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TABLE 5
Convergence of Iterations
K(I

K(II)=K(I)
K(I)
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TABLE 6

Iteration Comparison: Capital & Investment

Sector K(I) K(V) % I(I) I(V) %
diff diff.
Agriculture 12980.6 12498.9 3.85 351.8 580.9 -39.4
Fishing 67.7 68.2 -0.76 1.8 8.7 -51.4
Forestry 242.4 251.4 -3.60 6.6 2.2 200.0
Mining 362.0 411.1 -11.93 9.8 10.3 -4.9
Food 1873.0 1882.0 -0.47 50.8 66.9 -24.1
Textiles 614.3 626.2 -1.90 16.6 275 -39.6
Wood 388.2 417.6 -7.05 105 4.9 114.3
Paper 1132.1 11367 -0.40 30.7 57.8 -46.9
Chemicals 630.9 630.2 0.11 171 6.9 147.8
Non-Metallic 259.6 248.5 4.45 7.0 -10.9 -164.2
Base Metals 480.3 467.0 2.84 13.0 51.8 -74.9
Fab. Metals 1297.3 1327.0 -2.23 35.2 87.4 -59.7
Other Mfg. 49.8 50.6 -1.69 13 -1.3 =200.0
Water 552.0 580.4 -4.90 16.0 23.9 -33.1
Construction 516.3 581.5 ~-11.22 14.0 -49.2 -128.5
Trade 11339.1 11325.8 0.12 307.3 83.8 266.7
Transport 3283.8 3356.1 -2.15 89.0 69.1 28.8
Communications 961.2 974.8 -1.39 26.0 21.8 19.3
Insurance 4555.5 4575.4 -0.43 123.5 59.0 109.3
Own. Dwell. 17270.1 17391.8 -0.70 468.0 559.0 16.3
Govt. Services - - - —— — -
Priv. 1839.3 1850.1 -0.58 49.8 2ol 119.4
Coal & Nat. Gas 77.3 77.6 -0.31 2.1 1.0 110.0
Petrol 122.0 123.0 -0.82 3.3 1.0 230.0
Electricity 4239.2 4265.1 -0.61 114.9 124.0 -7.3
Gas 45.9 46.1 -0.46 1.2 -0.3 -500.0
unweighted rmse 4.09% 153.8%
- excl Min. & Con. 2.56%
- excl Gas 119.2%
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TABLE 7
Iteration Comparison: Output & Prices
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APPENDIX A

The 'Allen’ Elasticity of Substitution

For the standard two good case the elasticity of substitution

given by:

ag

yX

% change in quéntity ratio

% change in price ratio

d(y/x)  py/Py

y/x  0(p,/py)
- 2
Xdy-yox X P, (px)
%2 Y Py Py0Py~Py0Py

PPy _ PyPydX
y(pxapy-pyapx) ifﬁxapy-pyapx)

Py 8y _ Py dX

yoPy X0DPy when apy=0

P, 0y P oYy . p f oy
X X since X = X = -__
yoPy X0Py Py fy X

--- by the tangency condition and

dy [px . Py
o | v X

the implicit function theorem.

-—- which is the Allen partial elasticity of substitution.
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APPENDIX B

On the Nature of the Export Demand Function

From the text we have: E = u(p/ep")?

--- where subsidies are subsumed into p and E(0) is subsumed into u.

=> Revenue R = pu(p/epV)"

=> dR/dP = (n+1)u(p/ep™)"

Thus at: m=0, dR/dp = ¥

n=-1, dR/dp 0

n*-=, dR/dp » 0~ if (p/ep™) > 1
-o if (p/epV) < 1

4

or
(We are not interested in 7>0.)

Now: Ln(dR/dp) = Ln(n+1) + Ln(y) + n[Ln(p) - Ln(ep¥)]

=> d(dR/dp)(dp/dR) = [1/(n+1) + Ln(p) - Ln(ep¥)ldn

<=> d(dR/dp)/dn W(p/epy)M {1 + [n+1][Ln(p) - Ln(ep™) ]}

0 if y=0 (trivial)
or if [n+1][Ln(p) - Ln(ep¥)] = -1

Thus a turning point exists at m = -1 - 1/Ln(p/ep%).

What is the nature of this turning point? A few lines of algebra

yields:
d2(dR/dp)/dn? = {[Ln(p)1%[n+1] + 2Ln(p)}up" where p=p/ep"

Inserting m = -1 - 1/Ln(p) yields a positive value for p>1 and a
negative value for p<l. Thus the turning point is a minimum or maximum
respectively. When p=1 the expression equals zero indicating a straight
line through the points (-1,0) and (0,¢). Note, however, that the above

expression equates to zero if:

Ln(p)[n+1]

=> 7

-2
-2/Ln(p) - 1

]

Thus there is a point of inflexion at that value of m. Overall then,
the graphs for p<l and p>1 are as shown in figures Bl and B2 respec-

tively, where the turning points occur at n; and the points of inflexion
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at ng. Only figure B2 reveals unexpected behaviour for n<-1, as dis-

cussed in the main text.
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CHAPTER 7

APPLICATIONS OF JULIANNE SNAPSHOT

This chapter comprises five sections which present a logical
progression of JULIANNE applications: starting with some sensitivity
tests in which one seeks to establish an initial 'feel' for the
importance of particular parameter values; consolidating this by using
the model in an historical simulation mode in order to assess its
parameters, assumptions and general structure on a broader, more
holistic basis; extending the methodology of the simulation to obtaining
a projection of some future year which can act as a reference point
against which to compare alternative pictures of that year; and then
presenting some alternative pictures by altering the positions of
various export demand curves and examining the appropriate policy
responses. The fifth section presents an application of JULIANNE which

incorporates the CRESH production structure.

The principal application of JULIANNE in this thesis is an in-depth
investigation, again in a contemporaneous comparative analysis
framework, of the effects of protection in New Zealand, as that is where
the strength of the model is focussed. This merits a separate chapter,

namely Chapter 8.

The five sections then are as follows:

7.1 Sensitivity Tests

7.2 Simulation and Validation

7.3 Projection and a Control Scenario

7.4 The Effects of Export Subsidization and Slow
Export Growth

7.5 The Effects of Wage Rate Changes
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7.1 Sensitivity Tests

Introduction

Before the model can be applied to any real world questions there
are numerous parameters and exogenous variables to be quantified. The
latter are usually question-specific and fairly readily measurable. But
the former are general in nature, with values that are (hypothesized to
be) invariant across applications. Moreover they frequently entail

econometric investigation using substantial volumes of data.

One has stated before that the estimation of model parameters is
beyond the scope of this thesis. A literature search together with ome's
best guesses provide the usual sources of parameter values. Especially
in this situation, but still also with econometrically estimated
parameters, it is useful to test the sensitivity of model results to
variations in certain important parameter values, and indeed to

variations in the exogenous variable values.

Thus this chapter begins with a few very general runs which, in the
context of a reduction in tariff equivalents, illustrate how a
particular group of parameters and exogenous variables can affect
results. The use of the model to study a reduction in tariffs is a
realistic application of JULIANNE, both in terms of the data used and
because JULIANNE is designed for this type of question. However, to
reiterate, the runs presented in this section are primarily intended as
parameter/variable sensitivity tests and as an introduction to JULIANNE
applications; not at this stage as an indication of the probable effects

of tariff reduction in New Zealand.

In these runs then, variations in the following parameters and

variables are explored.

(a) The levels of exogenous employment, capital utilization

and the export demand curve shift parameters (¢).

(b) The elasticity of substitution between composite

commodities in intermediate demand (g).

(c) The domestic—import substitution elasticity (o).
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(d) The export price elasticities of demand (7).

The tariff equivalents on three types of imports are reduced as
follows:

Chemical Products 8.8% points
Non-Metallic Products 12.3% points

Fabricated Metal Prods. 14.1% points

No special relevance attaches to these values other than that they
are approximate indications of the degree of protection reduction that

the three sectors would incur if protection was completely removed from

the subsectors: Tyres and Tubes, Glass and Ceramics, and Vehicle

Assembly and Automotive Components, respectively.

Seven runs are analysed and these are related as shown below:

Figure 1
Schema of Runs

2 M 10
L ]
L L
Z19A Z18A 10
Set II o]
Q= z3 Z3A Z17A 1
€ Set 1
L == 3 3A
I !
base L,K, ¢ increased L,K, ¢

In all runs there is no change in the real wage rate, in the level
of total real gross investment or real government consumption, or in the

degree of capital utilization. The exchange rate is the numeraire and

the nominal ratio of stock change to private consumption is fixed.
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The results are presented as the percentage changes which occur
when the tariff equivalents are reduced. Thus each run actually involves
two runs — one with the tariffs in place, known as a control or base
run, and a second run where the tariffs are reduced. Comparing the two
runs then yielas the percentage changes shown. In the run names a 'Z'
indicates €=U and an 'A' indicates higher labour (L) and capital (K),
and export demand curves shifted further to the right by the curve shift

factors (¢).

Gross output changes are given for the three sectors which incur a
reduction in protection as well as for an exporting sector, Agriculture
and for an essentially non-traded sector; Insurance, Finance and Real

Estate.

Analysis

Set 1

As can be seen from Figure 1 run Z3A is the central run but it is
useful to begin with run 3. With reference to Table 1, the levels of
employment and capital are set at their base year levels of 1,275,000
people and $65,28Um respectively, with no shift in the export demand
functions from their base year 1976/77 positions. Unitary elasticity is

assumed amongst composite intermediate inputs.

On the macro scene the reduction in prices when tariffs are reduced

provides a boost to exports, increasing employment by 0.7%. But the

expansionary effect does not feed through into private consumption.

Agriculture gains from the increased export opportunities and Chemicals

and Non-Metallic Mineral Products (NMMP) gain from the removal of
protection but Fabricated Metal Products (FMP) contracts. The forces at
work can be deduced by comparing these results with those from run Z3
where £=0. There, Chemicals and NMMP although still benefiting from the
reduction in protection, do not do any where near as well as in run 3.

The reduction in the price of Chemical and NMMP imports feeds through

into reduced domestic prices of output from the Chemicals and NMMP

sectors, relative to other prices, since both sectors are ma jor buyers

of their respective import types, which does not hold to the same extent

in FMP. With €=l this means that Chemical and NMM products will be used
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in production in place of other inputs. For example, synthetic compounds
instead of organic compounds, or concrete instead of wood. With e=0 this

type of substitution is not possible. Hence the lower output gains in

run Z3.

The Fabricated Metals sector also experiences the effects
of e=1 versus e=0 but in both runs output declines. The postive relative
price effect of eg=1 is outweighed by the negative effect of cheaper

imports.

Also in run Z3 there is a bigger gain in exports, employment and
(hence) in consumption, which declined in run 3. Underlying these
differences is the greater fall in prices = 1f e£=0 there is a greater
increase in the demand for imports than if =1 since under the latter

value some of the higher import demand is transferred to those domestic

sectors that are now more competitive due to lower import costs. Thus
the fall in capital rental rates needed to maintain capital demand in
the face of cheaper imports, and the fall in wage rates needed to
prevent real wages from rising when prices decline (due to lower
tariffs), are less when e=1 than when £=0, and so prices decline further

under the latter elasticity value.

Moving now to runs 3A and Z3A, it will be seen that not only are
the differences between 3A and 2Z3A virtually identical to the
differences between 3 and Z3, but also that runs 3 and 3A are extremely
similar and likewise for rums Z3 and Z3A. Hence the above comments are
equally applicable here and one can conclude that the initial levels of
employment, capital and exports do not affect the changes that occur
following a tarif reduction, whether with e=1 or e£=0. It is clear that a
valid analysis of tariff reductions may proceed without the need to
align or calibrate the model to some given set of (contemporaneous)
exogenous data, provided of course that one does not use completely

unrealistic values for the exogenous variables.

Set II

Taking run Z3A we ask: How do the results change if n and o are

raised to much higher values.

Run Z17A shows what happens when n is raised (absolutely) from 2 to

10 for all export commodities. For any given fall in prices generated by

a reduction in tariffs the quantity exported will rise, rising more the



greater is the absolute elasticity. Since the economy is subject to an
overall capacity constraint exports cannot rise too rapidly. Hence
prices decline less in than run Z3A. In total there is still a greater
increase in exports, as expected, leading to higher employment and a

gain in private consumption.

Agriculture expands by fractionally less then in run Z3A indicating
that the positive effect of a higher export demand elasticity is
outweighed by the negative effect of moving up the demand curve with the
lower fall in prices. Chemicals and FMP both do better but the NMMP
sector does worse, undergoing a small contraction in output. The reason
is investment; even though total gross investment is unchanged its
composition changes due to the increase (or smaller decline) in output
from sectors such as Chemicals and FMP whose investment mix has
relatively less inputs from Construction and hence from NMMP,

Construction being the major destination of output from NMMP.

The aifferences between runs Z3A and Zl7A are due to increases in

the export demand elasticities. The same changes in these elasticities
occurs between runs Zl19A and ZlBA respectively, but for a different

mean o, 10 instead of 1.1

As before employment, consumption and exports improve with
higher m. Chemicals and FMP, whilst now suffering contractions in
output, still fare better with the higher export elasticity, with NMMP
still doing worse. The change in exports between runs Zl9A and Z18A
(3.71% to 5.63%) is greater then the change between runs Z3A and Z17A
(3.26% to 4.04%) which is reflected in the fact that Agriculture now
gains from a higher n whereas before (in 17A versus 3A) it fared
slightly worse due to adverse price movements. Now, however, the import
- domestic substitution elasticity is large enough to generate a
significant fall in Agricultural input costs, enough to counteract the

rise in factor prices between run Z19A and Z18A.

Overall relative movements between Z1YA and Zl8A are similar to

those between Z3A and Z1l7A.

lAt the time these runs were done the model worked primarily on

price elasticities rather than (Allen) substitution elasticities.
(See Chapter 6.) The initial price elasticities were set so as to
yield an average substitution elasticity of unity.
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The other lines of comparison which can be discerned from the set B
runs are between Z3A and Z19A, and Z17A with Z18A. These portray the
effects of increasing the elasticity of substitution between domestic

and imported commodities.

With a higher mean ¢, employment and consumption do not rise as
much but there is a larger increase in exports. Allowing greater
domestic - import substitution means a more widespread influx of the now
cheaper imported goods which contributes to a general lowering of the
CPI (from -1.8l% to =2.05% and =0.72% to -0.89%), which in turn provides
a boost to exports. Again Agriculture benefits from this but Chemicals,
FMP and especially NMMP suffer significant reductioms in activity. All
three sectors lose out to cheaper imports. ILnitially in runs 3A and Z3A
Chemicals and NMMP gain from tariff removal but the higher elasticities
obliterate the advantages these sectors enjoyed by being both less
substitutable with imports than FMP and to a lesser extent, through
being major buyers of their own import types. The dramatic plunge in
NMMP output is of some concern, perhaps illustrating the absurdity of a
very high ¢ for broad product groups, but also demonstrating what might
occur if a high o is used to simulate the removal of import licensing -

as discussed in Chapter 6.

In general the effects of <changing the ¢'s are reasonably
independent of the value of the n's, just as before the effects of
varying the n's were seen to be fairly independent of the value of
the o's. Note, however, that the effects of changes in these two
parameters are not completely independent, nor are they linearly
related. One cannot add the effects of changes in ¢ to those due to
changes in 7n, to yield the effects of changing both elasticities

simultaneously. For example using private consumption:

An: 0.26 to 1.22 = 0.96 (runs Z3A and Z17A)
Ac: 0.26 to 0.05 = =0.21 (rumns Z3A and Z19A)

But 0.26 + 0.75 = 1.01 # 0.86 (from run Z18A)
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Conclusion

The effects of changing 7 under a scenario of a reduction in
tariffs are fairly predictable especially as far as the macro variables
are concerned. If the economy is in a better position to exploit the
benefits of reduced costs on the export front, employment and GDE will
rise. Consequently exporting sectors will increase their output and to a
lesser extent, other sectors benefit from the general increase in

economic activity.

The effects of changing o are less easy to predict. One cannot say
in advance whether a greater displacement of domestic goods by cheaper
imported goods will increase or decrease private consumption, especially
when the real rage rate is inflexible. The above results show a decline
but this may be purely a function of the relative magnitudes involved =
the size and incidence of the tariff reduction, or of the high o values.
Although a complete removal of protection is known to yield at least a
small increase in welfare if (factor) prices are flexible, the theory of
the second best tells us that the welfare effects of reducing some

protection cannot be known a priori, particularly if the small country

assumption is abandoned as is the case here.

At the micro level especially with regard to the three sectors that
incur a loss of protection, the effects of changing n and o are
sometimes difficult to predict. Chemicals and FMP gain from a higher 7
whereas NMMP loses out and all three sectors lose from a high o. The
nontraded sector Insurance, also loses from a higher o but as expected
it is not very semsitive to changes in tariffs whatever o and n prevail.
Only Agriculture gains from a higher o. When ¢ is altered from zero to

unity Agriculture and Insurance lose out and the other three sectors

benefit.

Changing ¢ from zero to unity is a sensible change in the value of
this parameter since its real values are largely unknown and the results
show this to be an important parameter about which more information
should be obtained, not just for tariff analysis. Changing the value
of n from -2 to =10 brought about fairly significant changes in the
results but a reasonable proportion of these can be explained by the
absence of a constraint on employment. Under fixed factor supplies
changes in the export price elasticities of demand could be expected to

produce less variation.




Varying the mean ¢ from 1 to 10 produced rather greater changes at
the sectoral level than at the macro level. For most commodities a
domestic - import substitution elasticity of 10 is outrageously high, at
the 20-40 sector level of aggregation. Other model runs have confirmed
that results are generally not too sensitive to realistic changes in
this parameter. However, at the sectoral level it can still be

important. For most sectors one would expect a value of around 2, but

2

for a finer classification it could be much higher. There are

presumably critical values, specific to each sector, at which the loss
of market share to imports outweighs any expansion of exports, which

rise because of lower costs. Of course these critical values will vary

with the incidence of protection, the export elasticities and so on.

Overall then, endeavouring to weigh the sensitivity of the macro
results against some reasonable range of values for the three parameters
considered, it appears that in order of declining importance the
sequence is g, 7n, o. For sectoral results the sequence seems to be

€,0,1n. Further sensitivity evaluation is left until Chapter 8. We have
at least an initial appreciation for the effects of altering some
parameter values; an appreciation which provides a background for the

next section.

Finally and in contrast to the above conclusions, model results are
very insensitive to the exogenous supplies of capital and labour, and to
the positions of the export demand curves; hence also to the general
level of economic activity. Whether the model is set in say a 1982
context or a 1986 context, as measured by the level of some macro
aggregate such as GDE, has virtually no bearing on the results obtained
from a reduction in tariffs, as evidenced by the similarity of runs 3
and 3A, and Z3 and Z3A. This is an encouraging result as it means that
one need not go to great lengths to calibrate the model to some
particular year in order to validly study changes in protection, or some
other scenario. There are of course advantages in knowing the level of
activity or the absolute sizes of changes between runs, which will then
require correct calibration, or at least information on the initial
values of the relevant variables. But the validity of model results does

not depend on such knowledge.

See for example Alaouze |2] for Australian evidence on import =
domestic elasticities.
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7.2 Simulation and Validation

Introduction

The assessment of the reasonableness of parameter values begun in

the previous section is pursued here by seeing how well the model can

simulate some documented year, beyond the base year. Simulation of the
base year itself is trivial, occurring by definition since the model is
built on, and calibrated to, base year data. But to simulate beyond the
base year is much more ambitious since relative prices have changed.
Accordingly the model has the opportunity to shift resources. There is
domestic import substitution, substitution between goods in consumption,
substitution between labour and capital in production, and so on. The
decision rules such as profit maximisation, and the values of the

elasticities and other parameters, which govern such substitution are

therefore tested in this type of exercise, perhaps not individually but

at least in combination. If the model cannot produce a reasonable

picture of a given year on the basis of the behavioural relatiomnships,
decision rules and parameter values assumed, then clearly, such

formulations and values need to be reconsidered.

However, the word 'reasonable' is important here. One cannot hope

to exactly replicate some given year other then the base year for two

reasons:

(i) Not all the exogenous variables can be properly updated due to

gaps or deficiencies in historial data.

(ii) Events occur in the real world which have no corresponding

variable or equation in the model. For exammple the model

cannot track the effects of demographic changes on consumer

expenditure patterns.

The moael is here used to simulate 1981/1982 from a 1976/77 base.

We look firstly at model input.
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Input

The following exogenous variables were altered from their base year

1976/77 values. Most of the list is macro orientated due to the paucity
of sectoral data for 19Y8l/82.

1. Employment = total

2. Capital stock = total

3. Sectoral wage relativities

4. Total real gross investment and real government consumption
5. Real balance of trade

6. Stock change to private consumption ratio

7. Agricultural export subsidies

8. Real investment in government social services and housing
9. Real o0il price

10. Export volumes.
Dealing with each of these in more detail:
1. Employment

Total employment in 1981/82 is estimated at 1280 thousand (from MAS
tables 5.02 and 5.03), up from 1200 thousand in 1976/77.1

The alternative to setting total employment exogenously is to set
the wage rate in some given sector (sector k in eqn. 27, Ch. 4) given a
vector of sectoral wage relativities, (see item 3). The main reason for
not choosing this option is that the level of employment is not only
determined by variables such as relative factor prices and aggregate
demand, which the model does include, but also by direct government
action such as employment promotion schemes which the model does not
include. A further reason is that in the model wage rates are defined in
Input—Qutput terminology as compensation of employees divided by
employment. Since no 1981/82 input-output table existed (at the time of
this experiment) it was felt that an exogenous total employment figure

would be both more satisfactory and more likely to yield a better result

1 New statistics have since revised these figures to 1283 and

1251 respectively. Also, all references to the MAS refer to
issues between April 1982 and April 1983 unless otherwise stated.
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than would an exogenous reference-sector wage rate.

2. Capital Stock

From work by Montrivat |60, pl5] an estimate of the total capital

stock for the year ended March 1982, excluding capital in the Government

Services sector, is $62,865m in 1976/77 prices.

3. Sectoral Wage Relativities

Since sectoral employment and sectoral wage rates are not exogenous

it is necessary to set the corresponding wage relativities exogenously,

so that all wage rates move equiproportionally to yield the exogenous

level of total employment.

Table 2 shows the 1976/77 relativities and the calculation of the
new 1981/82 relativities from MAS table 21.01 of nominal weekly wage
rate indices. It is assumed that nominal wage rate novements are a
reasonable proxy for movements in 'compensation of employees', at least
as far as sectoral relativities are concerned. Also the MAS data has a
December quarter 1977 base which is not ideal, but prior data is mnot

sectorally compatible.

4. Gross lnvestment and Government Consumption

Total real gross investment is set exogenously at $3054m in 1976/77

prices. This value is obtained from the BERNZ Statistical Bulletin [11].

From the same source real government consumption is $2187m.

5. Balance of Trade

The balance of trade on goods and services is exogenously set at a

deficit of $=502m in 1976/77 prices, from BERNZ [1l].

6. Stocks = Consumption Ratio

Since there is no stock accumulation function in the model, stock
change is usually set as a proportion of GDP or GDE. For this exercise,

however, due to the exogeneity of the items under (4) and (5), it is

= 115 =




more convenient to set it as a proportion of private consumption. The
ratio is set in nominal, not real terms, by which it is meant the
model's 1981/82 prices which correspond to actual 1981/82 prices
deflated by some general price index - a procedure allowed by the
homogeneity property of the model. Ideally the model would yield the

correct relative prices for 1981/82; only the level of prices would

differ from actual. The general price index used in this regard is that

for non-oil import prices, as will be explained in item (9).

7. Export Subsidies

Supplementary Minimum Price payments in 1981/82 of $120m for meat

exports and $180Um for wool exports are converted into price subsidy

equivalent rates of 7.76% and 13.80% respectively.

8. Sectoral Investment

Sectoral investment 1is endogenous with two exceptions; social
investment by the Government Services sector and housing investment in

Ownership of Dwellings.

(i) Keal government social investment is estimated at $360m in

1976/77 prices by Montrivat [60, pl5].

(ii) A value for new dwellings of $345m is obtained by multiplying
the number of houses and flats built during 1981/82 (16,400
from MAS Table 9.04) by the mean 1976/77 price of $21,040 (from
MAS Table 9.01).

To the $345m is added the value of additions and alterations to

existing dwellings which are estimated at $122m (from MAS
Tables 9.05 and 9.0l1). Thus total exogenous investment in

Ownership of Dwellings is $467m.
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Table 2: Wage Relativities

Wage Rate - relative Relativities

Index to sector 9 Actual Assumed

1976/77  1981/82

AGR 2004 1.0503 0.709 0.745
FIS _ 1984 1.0398 0.563 0.585
FOR 1942 1.0178 0.940 0.957
MIN 1864 0.9769 1.141 1.115
FBT 2063 1.0812 0.962 1.040
TEX 1969 1.0320 0.637 0.657
WOD 1918 1.0052 0.766 0.770
PAP 1964 1.0294 0.854 0.879
CHE 1908 1.000 1.000 1.000
NOM 1986 1.0409 0.822 0.856
BAS 1904 0.9979 1.161 1.159
FAB 1911 1.0016 0.822 0.823
OTH 2074 1.0870 0.564 0.566
WAT 19152 1.0037 1.324 1.329
CON 1971 1.0330 0.748 0.773
TRA 2008 1.0524 0.813 0.856
TRN 1960 1.0273 0.989 1.016
com 1849 0.9691 0.828 0.802
FIN 1869 0.9796 0.917 0.898
GOV 1864° 0.9767 0.874 0.854
PRI 1899°€ 0.9953 0.715 0.712
coA 1908€ 1.000 0.689 0.689
PET 1908¢ 1.000 1.030 1.030
ELE 19152 1.0037 0.798 0.801
GAS 1915% 1.0037 0.759 0.762

a. From the MAS (SNA) combined sector; Electricity, Gas and Water.

b. The average of MAS sectors; Central and Local Government.

c. From the MAS sector; Community and Personal Services.

d. As for Chemicals since Petrol is part of Chemicals in the MAS.

e. Even though this sector is originally part of Mining and Quarrying,

its wage rates are thought more likely to follow those in Petrol due to

the impact of the 'major projects'.
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9. Real 0il Price

In an ideal validation of the model beyond the base year, one would
need to increase all world import prices according to their actual
movements. Since we cannot achieve an exact replication (partly) because
of the difficulty of obtaining the appropriate data on price movements
(that is, with the appropriate classification), it is assumed that all
import prices increased by approximately the same amount. The obvious

exception is the price of oil, so it is treated separately.

The change over the years 1977-82 is calculated at 238.6% whilst
non-oil import prices increased by 69.9% (from MAS tables 21.10 and
11.05). Hence the relative increase in the price of oil is 99.3%, say
100%. The procedure in the model is to set the oil import price at 2.0
whilst other import prices are kept at their base year values of unity.
Thus the general price level in the model's simulation of 1981/82 should
be about 70% below actual. Ideally this should be the case with all

prices.

10. Exgorts

Theoretically the export demand curve for each commodity should be
shifted according to changes in world income, the establishment of new
markets, changes in tastes etc, =- specific to each commodity. Export
volumes would then be free to move along the demand curve as a function
of New Zealand prices relative to world prices. However, the
determination of the demand curve shifts is too vast an undertaking so
it was decided instead to set export volumes exogenously, with the
individual demand curve shifts adjusting endogenously to ensure the

compatibility of quantities and prices.

The exogenous quantities are given in table 3 and are ascertained
from numerous sources: BERL |9, MAS tables; 10.01, 11.01, 11.09, 19.01,
20.01, 21.06, 56, and 105.2

Z The last two table numbers refer to the May 1979 issue.
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Table 3
1981/82 Export Volumes
(Sm 1976/77)

Agriculture (mostly Horticulture) 12153
Fishing 57 <5
Forestry 12.8
Mining 17.0
Dairy 429.8
Meat 857 .9
Wool 750.8
Other Food Products 358.8
Textiles 134.3
Wood and Wood Products 82.5
Paper 187.9
Chemicals 66 .6
Non-Metallic 19.7
Base Metals 144 .2
Fabricated Metal Products 187.9
Other Manufacturing 22.8
Energy 30.0
Services 726.0

Total 4208.0

As well as the above 10 items there are also various parameters to

set.

(i) Import-aomestic (within commodity) substitution: The wvarious

parameters are set to as to achieve a mean Allen elasticity of

substitution for those imports which are competitive, of about 1.0.

(ii) Composite commodity substitution: The choise here is either zero

elasticity or unitary elasticity. The former is assumed.

(iii) Export price elasticities of demand: Dairy, Meat and Wool exports

have an elasticity of =1.0, Horticulture and Energy have -2.0 and all

other exports have a value of =5.0.
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Qutput

Macro Comparison

The macro results are presented in table 4 along with some

estimates of actual real 1981/82 values from BERNZ [11].

Overall, the model results compare favourably with the (adjusted)
BERNZ estimates.3 But it will be observed that the model balance of
trade deficit at $45lm does not equal the supposedly exogenous value of
$502m from item 5 above. It was found that with this value, real private
consumption rose to over $8450m, so the balance of trade was arbitrarily
tightened by 1U%. The fact that the model then produces approximately
the same level of GDP but with a lower deficit implies that there may

have been some build-up of imports in 1981/82, over and above that which

Table 4: Macro Results
(Sm 1976/77)

1976/77 1981/82 change
1-0 MAS BERNZ Model % pa
Private Consumption 8418 8313 . 8371 8393 0.19
Government Consumption | 2067 1953 2187 2187*  2.29
Gross Investment 3383 3448 3054 3054*% =2.40
Stock Change 469 698 769 777 2417
Exports 3623 4208%
" incl. re-exp. 3784 3824 4320 4358 2.65
Imports 4083 4659
" incl. re-exp. 4244 4248 4822 4809 251
Balance on Trade =460 =424 -502 -451%
GDP 13877 13988 13879 13958 0.24
- incl. stat. disc. 13714 13792 13943

* exogenous

3 The BERNZ stock change figure has been adjusted to achieve

correspondence with the model which implicitly interprets the
value of stock change in the base year as being equal to the
volume change when in fact this was not the case.
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the model can track through relative price changes and income changes,
such as capital imports for the major projects. The BERNZ estimates of
the real trade deficits in 1980/81 ana 1982/83 of $l78m and $36lm
respectively, support such a hypothesis. But are the model's relative

prices correct?

In the context of this question, four other aspects of the macro

results are worth mentioning.

Ls The model's GDP price index relative to 1976/77 is 1.192. Adding
on the 69.9% homogeneity adjustment (from item 9) yields a price
change of 102.5% which compares well with a BERNZ estimate of

108.2% — a per annum difference of about 1%.

2. The model's increase in the mean real wage rate if 1.167% pa which

compares favourably with a value of 1.24% calculated from the

effective weekly wage rate index in MAS table 22.01.

3 The model's terms of trade on exports and imports of goods (not
including services) is 1.009 relative to 1976/77, compared to the

MAS table 21.09 value of 0.994 - a difference of a mere l1.5%.

4. The model's index of competitiveness defined as the mean gross
output price divided by the mean import price (including services)
is 1.076 which (again) compares most favourably with a value of
1.074 calculated from the chart by Easton |32, p53] who uses the

same definition. Both values are on a 1976/77 base of 1.000.

One should not forget the degree of statistical discrepancy in this
type of exercise — the BERNZ estimates contain a discrepancy of $64m in
GDP. Moreover, an alternative estimate of real GDP from the MAS index in
table 10.0l is S14396m. Hence there is quite a large difference between
the BERNZ and MAS estimates; the former being derived from the deflation
of the expenditure side of GDP and the latter from sectoral net

products.

Definitional differences such as those between the SNA and I-0

classifications as shown on the left of table 4, can also cause problems

in assessing model output, since much of the input data is based on

SNA/MAS information whereas the model itself is of course I-0 based.
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One can see then that the differences between model results and
ostensibly actual values should be taken in proper perspective.
Measurement errors and conceptual differences (which can be quite
substantial) imply that even a close/poor correspondence between model
results and offical data, cannot necessarily be cited as proof of model
realism/error. This would apply even if all the required input data
existed. The fact that it did not — relative import prices except oil
were kept constant, sectoral tax rates and capital rental rate
relativities were not varied, efficiency changes were uniformly applied,

and so on; all of which constitute the micro foundations of the macro

aggregates — allows one some degree of comfort in the correspondence

between model results and the 'actual' 1981/82 situation.

Having advised caution in the interpretation of results, let us now

turn to a sectoral comparison.

Sectoral Comparison

No official data exists on real output by sector relative to 1977,
but MAS table 5.02 does give employment by sector as at February 1981.
Naturally, employment in 1981/82 may not equal employment in February
1981 and also, any correspondence between MAS figures and model figures
does not imply an output correspondence. Nor, conversely, does a lack of
correspondence in employment imply a lack of output correspondence.
Nevertheless, the differences are likely to be small so a comparison is

presented in table 5.

Most of the figures are within 10% of each other and they have a
correlation coefficient of 0.995. By far the largest percentage
difference is in the Textiles sector and one suspects that the model
does not pick up the closure of many textile establishments since 1977.4
Altering the protection accorded to this industry would probably have

produced a closer correspondence between model and official figures.

The Construction sector exhibits the opposite difference. In the
model employment falls along with output whereas in reality, there has

probably been some retention of (underemployed) labour and self-employed

4 One might say 'since 1972' as the 1976/77 I-0 table used here
is an RAS update of the 1971/72 I-0 table. Between 1972 and 1977,

and between 1977 and 1982, the Textile sector underwent
considerable restructuring. See BERL [10].
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Table 5

Employment Comparison

Model Employment Actual Employment
1981/82 as at Feb. 1981
26 re= (from MAS)

sector grouped

Agriculture 136.3)

Fishing & Hunting 5+7) 151.7 141.9

Forestry 7.7)

Mining & Quarrying 2.8 4.9 4,8 includes Coal
Food 69.6 69.6 732

Textiles 51.9 51.9 42.9

Wood 27.3 27.3 273

Paper 32.2 32.2 35.0

Chemicals 24 .6 25.4 26.3 includes Petrol
Non-Metallic 10.8 10.8 10.3

Base Metals 5.8)

Fab. Metals 86.6) 101.4 92 .6

Other Mfg. 6.0)

Water 1.1 16.6 16.9 Ele. Gas Water
Construction 79.6 79.6 87.3

Trade 209.9 209.9 230.3

Transport 81.3)

Communications 38.2) 119.5 109.9

Finance etc. 81.8 81.8 89.7

Own. Dwell. - - i

Govt. Services 234.6)

Priv. " 62.7) 297 .3 291.4

Coal & Nat. Gas 2.1 )

Petrol 0.8 ) included in
Electricity 14.4 ) above sectors
Gas 1.1 )




persons in the building industries.

The service sectors; Trade, Transport etc, and Finance exhibit
differences of about 10% which is probably due to the lack of sector
specific efficiency parameters. However, the understatement by the model
of employment in Trade and Finance suggests that efficiency growth in
these sectors was even more negative than for the economy as a whole,
somewhat contradicting the evidence of extensive microprocessor
penetration in these sectors. Is it that computerised transactionms

mechanisms have not had a net labour saving effect?

Overall, the comparison is quite good, probably better than
expected considering the dearth of recent data at the micro level which

is suitable for model input.

Conclusion

The fact that the model yields a fairly good simulation of 1981/82,
given the data problems, validates the choice of parameter values,
holistically speaking. One cannot claim that the results verify any
particular parameter values or model assumptions such as utility
maximization, Cobb-Douglas production functions and so forth. But one
can feel reasonably confident that if any were wildly inaccurate it

would be reflected in the results.

For instance there is certainly no guarantee, even with comstraints
on exports and the trade balance, that the model will yield the correct
value and volume of imports from the correct set of relative prices,
given an arbitrary set of import-domestic substitution elasticities.
That 1is, correct relative NZ-World prices (as measured by the
competitiveness index) could not yield the correct value and volume of

imports if the elasticities had been grossly in error.

Where differences do exist between the results and (purportedly)
true figures it is admittedly difficult to establish whether parameter
values and/or equation structures are at fault, perhaps due to model-

external events,d or whether the lack of appropriate input data is to

blame, especially at the sectoral level. But if one accepts that the

> This point is discussed further in Chapter 10.
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significance of the sectoral data problem is of a lower order or
magniture than the requirement CtoO incorporate the corresponding macro
data, (that for example, a uniform efficiency allowance is better than
none at all), then the choice of parameter values must also be
reasonably correct, at least to the right order of magnitude. One
discounts the possibility that poor input data and poor parameter values

have fortuitously combined to yield a reasonable result.

A fully time staged dynamic version of JULIANNE (to be presented in
Chapter 9) provides the best means to test model assumptions and
parameter values since they then need to yield good results over a
number of years. In the meantime the simulation presented here together
with the sensitivity analysis presented at the beginning of this
chapter, engenders a satisfactory degree of confidence about parameter

values and about the model as a whole.

Thus we proceed to section 7.3 where, in order to obtain a comntrol
scenario of some future year against which alternative policies can be
evaluated, the linking of JULIANNE to a macro projection model is

described.
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7.3 Projection and a Control Scenario

Introduction

A general equilibrium model such as JULIANNE cannot yield
projections on its own account. Firstly, it requires a certain amount of
exogenous information for both macroeconomic closure (as described in
Chapter 3) and for the updating of time dependent variables and
parameters. Beyond this, however, there is also the problem (mentioned
in the last section) of model-external events. For instance we know that
demographic changes will affect future consumer expenditure patterns
over and above the effects of price and income changes. The latter are
in the model but not the former. Thus we must assume that these sorts of

events will have relatively unimportant effects.

To minimise the chance of model results being determined by one's
own subjective assumptions, one utilises as much information as 1is
practical from outside sources, in this case from the New Zealand
Planning Council's National Sectoral Programme. (see Haywood et al
149]). With this information it is possible to construct a control
scenario of some future year, here 1990, that can be used as a benchmark
against which to explore the effects of variations in policy (or other)
variables such as levels of protection, the exchange rate, factor
mobility, etc. This is effected both by altering the control run
constraints and by swapping the endogenous—exogenous status of some of
the variables. For example a preset level of employment in the control
run will generate a real wage rate which can then be held fixed in a
subsequent run with employment becoming endogenous. This procedure will
be further described in the next part of this chapter. We look here only

at the model interface itself.

The Structure of the Interface

Figure 2 illustrates the relatiomnship for the control run, between
the JULIANNE model and the Haywood Macro Model (HMM); the macro
forecasting model to which JULIANNE is linked.

In one sense HMM can be considered a subset of JULIANNE as the

aggregate output from the former is given a sectoral composition by the
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latter, which also provides a consistent set of relative prices and the
disaggregation of consumer expenditure, imports, exports etc. However,
HMM is not completely subsumed by JULIANNE. If it was, a model interface
would be unnecessary. Lts major distinguishing characteristic is that it
is a multiperiod forecasting model based on a few key econometrically
estimated macroeconomic relationships and closed by the exogenous
setting of a number of behavioural functions which reflect the
government's economic stance as manifested by the (inferred) trade-off
between various policy objectives, such as between maximum growth and a

sustainable balance of payments.l

The various constraints and assumptions relevant to HMM and
JULIANNE which are set out in figure 2, are divided into four blocks.
The first one is exclusive to HMM, being the set of behavioural
assumptions used to simulate policy. The second group consists of inputs
into HMM which are also required in JULIANNE. These originate from
sectoral consultations and official data wherever possible, and as a
last resort, from assumptions made by members of the NSP team. The items
in the third group are results from HMM which are then used as input

into JULIANNE and those in the fourth group are additional dinputs

required only by JULIANNE = sources as for the second group.

The numbers on the various items correspond to their ordering in

the next subsection where they are discussed in more detail.

Assumptions and Constraints

The list of alterations to model parameters and variables is
essentially that wused in the previous Section (7.2) for model

validation, plus a few extras.2

1. Total employment and labour force

2 Total capital stock

1 Complete details on HMM can be found in Haywood [47)] and

Haywood et al |49].

2 7he version of the model used here encompasses 40 sectors = up

from the 26 used in the previous Section.

The latter was based on

provisional 1976/77 inter-—industry tables whereas final tables
are now available, allowing an expansion of the number of sectors

in the model.
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: Sectoral wage relativities

4. Real government consumption
5. Balance of Trade
6. Gross investment and stock change ratios
7. Terms of trade (export subsidy rates and import prices)
8. Real investment in government social services and housing.
e Exports
10. Protection
11. Ma jor projects
12, Technological change - efficiency parameter.
1. Labour Force and Employment

From the NSP publication; Haywood et al [49),3 the labour force in
1990 is projected to be 1595 thousand and total employment is projected
by HMM to be 1517 thousand.

2. Capital Stock

Total capital stock in 1990, excluding that in Government
Services, is set at $72870m in 1976/77 prices, being built up from the

HMM gross investment profile less annual depreciation.

3. Sectoral Wage Relativities

In the absence of any information about future wage rate
relativities, those prevailing in 1981/82 are assumed to apply in 1990.

The relativities were calculated in Section 7.2 so the detail is not

reported again. Table 6 gives the results for 40 sectors.

4. Government Consumption

A growth of 2.0% pa on 1979/80 is assumed (from NSP), yielding a
1990 value of $2765m in 1976/77 prices.

3 All references to NSP will refer to Haywood et al [49] unless
otherwise stated.




5. Balance of Trade

The balance of trade on exports and imports of goods and services

is set at $—-136m in 1976/77 prices adjusted for the projected change in
the terms of trade between 1976/77 and 1989/90. (See item 7.) The
mechanics of this-calculation are as follows.

Algebraically we have:

E-M

[
b

& Pe E-Pmn M

where: E is the volume of exports in 1976/77 prices.

M " " " " impor ts

Pe and Pm are the respective price indices, base = 1976/77.
A is the balance of trade in 1976/77 prices.

B " L " " "

" current (1990) prices.

Note that in practice, Pe and Pm are vectors of prices,

and E and M are vectors of quantities.

One does not pretend to be able to forecast Pe and Pm but one does
make an assumption (equal to that in the NSP) about their relative
movement; that is, about the terms of trade. This is effected by

deflating Pe and Pm by a general world price index. Thus:

Pe E o Pm M = _li

Pw Pw Pw
or Pe™E - Pm*M = B¥ where Pe*=Pe/Pw and so on.
and Pe = 25? = the terms of trade.

Pm Pm”

The balance of trade constraint in JULIANNE is B* and its value of

$-136m comes from the HMM run presented in Haywood et al [49].

Note that the deflation of Pe and Pm by Pw also implies that all

model prices are relative to a world price index, so that the rate of

world inflation deflated by some index and converted into NZ currency is
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essentially the numeraire of the model. The homogeneity property of the
model allows one to set the numeraire at any value without affecting
real magnitudes and relative prices, such as the terms of trade. Thus
for convenience all world prices are set at an index value of unity (as
in 1976/77) except for the price of oil which is set at 2.125 as

explained in item (7) below.

6. Gross Investment and Stock Change

Gross investment is set as a ratio to gross domestic product of

21.0%4=21.5%. Stock change is set at approximately 5% of GDP. These

values are from HMM.

i Terms of Trade

The terms of trade are exogenous to HMM, being a simple ratio of
two prices. In JULIANNE there are numerous export and import prices,
with quantity weights that vary across scenarios, thereby generating
different terms of trade for unchanged traded goods prices. Even if the
terms of trade ao equal those in HMM, JULIANNE results are not invariant

to the composition of the terms of trade. That is, whether import prices

or export prices change and of which commodities. Also, whilst C.I.F.
import prices are exogenous to JULIANNE, export prices are generally

determined by costs of production plus whatever subsidies may exist.

To obtain the same terms of trade in JULIANNE as are set for HMM,

the following procedure is adopted.

(i) The real (1976/77) price of oil in 1990 is set at 2.125
(see also Section 7.2, item 9), which corresponds to no

further real increase above its 1983/84 real price.

(ii) The 1981/82 profile of price-subsidy equivalent export
incentives (namely EPTI's and SMP's as in 7.2, item 7)
adjusts uniformly wupwards or downwards to achieve the
desired terms of trade, should the real oil price change
not suffice.

The HMM terms of trade are 0.973 on a 1976/77 base of 1.000. A

tolerance margin of 0.00l is allowed in JULIANNE.
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Table 6

Wage Rate Relativities & Rates of Technological Change

relativity % pa relativity % pa
DAB 1.107 1.1 BAS 1.388 0.0
SHE 0.783 1.1 FAB 0.795 2.0
HOR 0.697 1.1 TEQ 0.900 2.0
FOR 0.967 L.s7 OTH 0.746 2.0
FIS 0.835 1.0 ELE 0.889 1.0
COA 0.718 1.0 GAW 1.342 3.0
ORE 0.959 0.0 CON 0.752 1.16
MEA 1.204 0.37 TRA 0.829 1.0
DAL 1.213 0.37 RES 0.720 1.0
FBT 1.024 0537 FRT 0.795 3.0
TEX 0.887 0.75 ROA 0.775 3.0
CLO 0.666 0.75 AIR 1.416 3.0
WOD 0.850 2.0 COM 0.935 2.3
PAP 1.129 2.0 FIN 0.885 0.0
PUB @:715 2.0 OWN i 0.0
CHE 1.425 L.4 GOV 1.075 0.0
PET 1.096 0.0 LEI 0.889 0.0
RUB 0.951 1.4 PRI 0.502 0.0
PLA 0.751 1.4 NSE 1.637 =
CER 1.000 0.0 SPM 1532 -
Table 7: Exports
1976/77 % pa 1976/77 % pa
Horticulture 88.2 10.67 Paper & Print 154.7 3.13
Fishing 43.2 5.83 Chemicals 19.6 11.05
Forestry 29.5 -0.85 Rubber 1.9 11.05
Mining 14.5 10572 Plastics 9.6 11.05
Dairy 415.0 2.96 Ceramics 8.0 6.88
Meat 768.1 0.57 Base Metals 108.1 8.35
Wool 654 .7 2.41 Metal Prods. 96.7 8.08
Other Food 192.5 1.15 Transport Equip. 16.8 8.08
Textiles 175.5 3.50 Other Mfg. 10.0 13.60
Clothing 49 .6 3.54 Energy 36.8 4.35
Wood 39.7 3.78 Services 699.4 3L

= 192




8 Sectoral Investment

(i) Growth in government social investment of 0.90% pa from
1976/77 yields a 1990 value of $446m in 1976/77 prices.
This rate of growth is approximately equal to projected

population growth.

(ii) It is assumed that 21,000 houses are constructed in 1990 at

a total value of $420m in 1976/77 prices.

All other sectoral investment is endogenous.

9. Exports

In the control run export volumes are set exogenously according to
the expectations of the sectors involved, as in the NSP. The figures for
the 18 export commodities there identified are expanded to cover the 22
export types distinguished in the JULIANNE 40 sector model, as shown in
table 7.

From the model's solution one can then determine for each commodity
the implicit 1977-1990 shift of the demand curve, given an assumption
about its price elasticity of demand. As before, the elasticity for
dairy meat and wool is set at -1.0, for horticulture and energy at =2.0,

and for all other goods and services at =5.0.

In subsequent rumns one can then revert to the correct theoretical
procedure of setting the shift factor, as determined from the control
run, and allowing quantities to move endogenously along the demand

curves as a function of relative NZ-World prices.

10. Import Protection

Given that HMM is agnostic about levels of proteciton and since
its equations have been estimated over a period during which protection
has been extensive, one thought it best to assume unchanged protection
in 1990 - at least for the control run. This can then be altered in
later runs. It is also useful to have a control run based on the

assumption of no policy change.
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11.- Major Projects

There are three aspects to incorporating the ma jor projects into

the model:
1) Investment which is unusually high or uneven over time and
thus needs to be inserted exogenously.
(ii) Exports
(iii) Import substitution

Item (i) is negligible by 1990 as may be seen from table 8a and

exports (in table 8b) are embedded in the values in table 2. Note that
these tables are in 1981/82 prices - NSP [49, pp 20, 67, 68].

Import substitution effects are shown in table 8c and necessitate

the following exogenous coefficient changes:

1. A reduction in the proportion of refinery inputs accounted for by
crude and naphtha, and a corresponding rise in domestic feedstock

from the Coal and Natural Gas sector.

2. The routing of synthetic petrol and methanol as (perfect)

substitutes for normal petrol.

3. A reduction in liquid fuel use by Railways and an increase in

electricity usage.

4. A reduction in petrol use in the transport sectors and an increase

in CNG/LPG use.

5. Domestically produced urea fertilizer to replace some imported
fertilizer.
6. New Zealand produced steel to replace some of the projected

increase in imported steel.
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12. Technological Change

Rates of technological change come from the NSP sectoral
consultations for 26 sectors and adapted to 40 sectors. The per annum
rates are shown in table 6 and average about 1%. This applies from 1981
onwards which comes after a period of declining rates such that for the

whole thirteen year period 1977-90, the mean rate is abouit 0.64% pa.

Before moving on to the results it is pertinent to recall that
Section 7.1 provided evidence which showed that differences between
alternative contemporaneous scenarios are not sensitive to the overall
level of exonomic activity; a dictum about snapshot GE modelling which
has been reinforced by other unreported runs. This means that JULIANNE
results are more reliable when compared contemporaneously than when
compared intertemporally. Thus, as with Johansen type models which yield
results in terms of percentage differences from a hypothetical 'what
would otherwise occur' situation, the particular characteristics of that
situation (or control run in JULIANNE terminology) will not generally
have any significant effect on the (percentage) differences from the

control situation. Figure 3 illustrates this argument.

Figure 3
* Constraint Set Invaraince

C2,B
C2,A

C1,B
CiLA

t=0
Two alternative horizon year macro constraint sets are represented
by Cl and C2. A known exogenous shock produces outcome B given a control

run A. The contention is that the percentage differences Dl and D2 will

generally be very similar. That is, they are largely independent of the
particular constraint set used. Naturally, however, any comparison with

the base year is very dependent on the particular horizon year scenario

in question.
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Nevertheless, since JULIANNE requires a control run of some sort to
act as a reference point for any comparative contemporaneous analysis,
one may as well select a realistic projection of some future year. The
more realistic it is (which one might perhaps judge a priori by the
quantity and/or quality of those who contribute to the exercise), the
smaller is the chance that omne might overlook some event which could
influence model results. And by choosing a future year rather than
providing alternative pictures of the past or present; that is, of what
could have been, one is less susceptible to accusations of inductive
reasoning and one may just occasionally have some influence on that

future.

Results

Table 9 gives the results of the JULIANNE run together with those
of the HMM run. Actual 1976/77 data is also given.

The results show that with the constraints specified above,
JULIANNE can achieve a higher GDP than HMM, corresponding to a growth
rate of about 2.5% pa from 1976/77 as against 2.1% in HMM. Such
differences are to be expected between a relatively simple projection
model and a GE model which incorporates assumptions of profit
maximisation and utility maximisation, and permits substitution between
factors of production, between domestic and imported goods of a given

type and, in some areas, between composite goods of different types.

Export subsidy rates, about which HMM is silent, are required to
increase by 10% on their 1981/82 values in order to satisfy the terms of
trade constraint. In fact, of the 2.7% decline in the terms of trade
between 1977 and 1990, the higher oil price accounts for about 3/4 and

the lower export prices for the other l/4.

The value of the CPI, it should be remembered, is the change in
consumer prices over and above any world inflation after allowing for

the real oil price increase. It 1is certainly not a forecast of

inflation.

Evidence from other runs of the JULIANNE model (as reported in
Stroombergen and Philpott |[89]) shows that the HMM level of GDP can be

obtained by JULIANNE with somewhat lower capital-labour substitution and
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Table 9
Macro Results

(Sm 1976/77)

1976/77 1989/90

Actual HMM JUL.

Private Consumption 8038 - 11335
Government Consumption * 2090 — 2765
Gross Investment 3418 3810 4012
Stock Change 707 -— 973
Exports * 3665 5666 5666
Imports 3992 = 5635
Balance of Trade -327 - 31
Gross Domestic Product 13926 18231 19117
- % pa growth on '77 - 2.09 2.47
Consumer Price Index 100 a— 113.4
Mean Real Wage Rate (% pa change on '77) = -— 1.03
Export Subsidy Rate (% change on '82) = s 10.0
Terms of Trade * 100 97.3 97.2
Employment (000's) * 1249.6 1517 1517
Investment = GDP Ratio (%) 24.5 20.9 21.0
Import — GDP Ratio (%) 28.7 - 29.5

* denotes exogenous

import—domestic substitution,4 and with about 3.5% less of both capital

and exports than given above; a result supported by runs from the

VICTORIA linear programming model (described in Haywood et al [49]).

However, the aim here is not to analyse the variatioms of the
constraints that are required to secure similar results between JULIANNE

and HMM. That can be read about in the aforementioned papers. The

4 The run presented here utilised Cobb-Douglas production
functions with Hicks neutral technological change, and mean
import-domestic substitution elasticity = 1.50.
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objective has been to demonstrate how a control scenario for
contemporaneous comparative analysis purposes, can be derived through
interfacing JULIANNE with a macro projection model. For this reason a

discussion of sectoral results is deferred. To a large extent these will
only be as reasonable (in relation to 1976/77) as the input data is
plausible. Hopefully the results given are seen to be realistic but they
should never be interpreted as forecasts of 1990; not about the level of
economic activity, nor about particular policy stances. Of far greater
interest and reliability are the sectoral changes that occur between
alternative scenarios of some given year, here 1990. Intertemporal
comparisons are not where the comparative advantage of general

equilibrium models lies. On then to Section 4.




7.4 The Effects of Export Subsidisation

and Slow Export Growth

Introduction and Procedure

This first 'proper' application of the JULIANNE model looks at
whether there is any benefit in subsidising exports in the face of
substantial reductions in world demand, that result from say slow world

income growth or market access problems.

Nine runs are presented which may appear imposing but their
strictly symmetrical ordering makes for easy interpretation, as shown in

figure 4. Excluding the control rum, the other eight runs are divided
into two groups of four, the first of which incorporates backward
movements (or rather, slower forward movements) of the demand curves for
exports of dairy, meat and wool, equal to 50% of the implied shifts
between 1976/77 and 1989/90 as calculated from the control run. The
second group of runs incorporates identical demand curve shifts for all
other exports except services. The reason for taking such a large number
of export commodities in this group is in order to obtain an absolute
dollar value close to the dollar value of dairy, meat and wool exports.
If this is not done the 50% shifts in each group's demand curves will

not represent comparable shocks. We will refer loosely to the two groups

as agricultural and manufacturing.

Each group consists of four runs, differentiated as follows:

L. Flexible employment and fixed nominal wage rates = the
latter being fixed at the control run rates. (Note that the
fixed wage rate is relative to the exchange rate numeraire.

Thus it is effectively fixed relative to world prices.)

2, Flexible wage rates and fixed employment - at the control

run level.
3 & 4. Each of (1) and (2) above with the inclusion of export

subsidies to hold agricultural/manufacturing exports at

their level in the control run.
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These runs will enable one to ascertain if export subsidies are

worthwhile, whether it depends on the type of exports concerned and

whether it depends on the degree of flexibility in the labour market.

A run such as that presented in the previous section would normally
suffice as a control scenario. But since the subsidisation of exports is
the main issue of interest here it was thought that it would be better
to begin with a control run that had no net increase in export subsidy
rates. (Recall that the previous run had an increase of 10% on 1981/82
rates.) Removing the subsidy increase renders the terms of trade
endogenous which implies that strict comparability with HMM is lost.
However, this is of no consequence since one is primarily interested
here in contemporaneous differences. A further departure from HMM occurs
by holding nominal wage rates at the levels obtained in the previous run
and letting employment be endogenous. Finally a few cost differences

(tariff equivalents) were revised due to new data becoming available.l

All of these changes are minor and indeed the results of the new
control run (run 1 in table 10) are virtually indistinguishable from the
earlier one. The differences will not be discussed as they are

irrelevant to the stated topic.

In all subsequent runs real government consumption, capacity
utilisation, the nominal balance of trade and the usual array of sector
specific parameters and exogenous variables, are held constant at

control run levels.

Results

The macro results are given in table 10 and some sectoral results

are presented in tables 11 and 12. From the former one makes the

following observations and deductiomns.

The shifts in the demand curves for manufacturing exports cause
greater falls in employment and/or private consumption than do the
shifts in the demand curves for agricultural exports. This is

primarily because manufacturing exports respond more to reduced

1 Modifications of this type occur continually in this line of
work. They do not usually merit more than passing mention.
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domestic costs when agricultural exports fall, than do agricultural

exports when manufacturing exports fall, irrespective of whether

wage rates are fixed or flexible.

Neither subsidies nor flexible wage rates are ever sufficient to
restore private consumption to the level obtained in run 1. Run 2L
(agriculture: flexible wage rates, no subsidies) does, however,

come fairly close.

Whether agricultural exports or manufacturing exports incur the
demand curve shifts and irrespective of whether subsidies are

introduced, a flexible wage rate yields better results in terms of

employment and private consumption than a fixed wage rate.

With lower agricultural export demand the subsidies reduce
consumption and effective GDP, although in the fixed wage case

employment does rise by 5000 persons, (run 2WS v 2W).

With lower manufacturing export demand the subsidies 1increase
private consumption and effective GDP, and under a fixed wage rate

employment rises by 48,000 persons, (run 3WS v 3W).

The desirability of subsidising exports thus depends on the price
elasticity of demand of the exports in question. If the elasticity
is low (absolutely) as for agricultural exports, the required
subsidy is too large causing a severe decline in the terms of
trade; two severe for it to be negated by the access to cheaper

imports which the higher export volumes allow.

Whether subsidies increase or reduce private consumption (which
depends on whether one refers to the manufacturing or agricultural
case respectively), the effect of the subsidy on private
consumption is always better, or not so bad, under a fixed wage
rate than under a flexible wage rate. But whilst the flexibility of

the wage rate and the presence of subsidies have an interdependent

effect on private consumption:

The subsidy rate required to hold agricultural or manufacturing

exports is insensitive to the assumption about wage flexibility.
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The changes in the real exchange rate (which is measured here by
the sectoral gross output price index divided by the c.i.f. import price
index)2 confirm the above observations. It falls relative to control in
all eight runs. If world growth is slow and this is reflected in the
rate of outward movement of the export demand curves, then New Zealand's

competitiveness must improve especially in the 'L' runs where employment

is not permitted to fall.

In both the agricultural and manufacturing cases the real exchange
rate is lower in the runs without subsidies than in those with
subsidies, demonstrating the (partial) substitutability between
subsidisation and devaluation.3 However, this substitutability is not
purely a matter of policy choice. Subsidies channel resources into
particular exporting activities which forces up the prices that other
users (including 'unfavoured' exporters) must pay for those resources,
causing an inevitable rise in the real exchange rate, relative to a

subsidy free situation.

The difference between the agricultural and manufacturing cases is
that in the latter the subsidies do a better job, in terms of minimising
the fall in private consumption, than does a reduction in the real
exchange rate. A problem specific remedy is usually more efficient than
a broadly targeted onme. But in the agricultural case, because subsidies
are inefficient as they exacerbate the fall in private consumption, it
is naturally better not to apply them. A fall in the real exchange rate
prevents the prodigal absorption of resources by the agricultural
sectors that subsidies encourage, helping instead those exports and

import substitutes that are more responsive to price signals.

Micro Results

Rather than give volumes of sectoral results for all nine runs,
presented in table 11 are the changes in gross output to the control
run, for a few representative sectors, for four runs; the best and worst
outcome in terms of private consumption under each of lower agricultural

exports and lower manufactured exports.

2 The numerator is frequently relaced by the GDP price index but
in the presence of export subsidies a downward bias may occur.

3 0f course whether the latter is effected by a nominal

devaluation that 'sticks' or by a reduction in NZ's relative
inflation rate, is not something the model can answer.
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Table 11

Sectoral Output Changes

(% diffs from control)

Agriculture Manufacturing

2WS 2L 3w 3LS

Worst Best Worst Best

Dairy & Beef Farming -2.14 -=7.10 0.02 0.96
Sheep Farming 2.15 =4.66 1.69 257
Meat Processing 3.05 -3.10 0.30 0.72
Dairy Processing =5.60 =9.92 -0.05 1.13
Textiles 4,14 3.40 0.65 6.84
Clothing & Apparel =1.93 1.02 -4.25 1.44
Chemicals -0.03 0.89 =291 0.51
Plastics 0.62 2.78 -5.08 =0.57
Ceramic & Non-metallic Products -0.65 1.58 -2.31 0.47
Fabricated Metal Products -0.77 1.59 -4.53 =0.20
Transport Equipment -2.05 0.85 -3.74 =0.45
Construction -2.26 -0.24 -2.59 =0.39
Transport (excl. Air & Road Pass.) 0.77 2.08 -0.18 3:10
Leisure Services -2.08 0.00 -2.62 -0.49

Looking first at agriculture: 1In the best outcome where wage rates
are flexible and there are no subsidies (run 2L), all four of the
primary sectors suffer unsurprising reductions in output - of up to 10%
in the case of Dairy Processing. Simultaneously those sectors engaged in
import substitution or in the production of manufactured goods for
export, 1increase output. The Leisure Services sector output remains
static as it 1is very mwmuch a function of the 1level of private
consumption. Similarly with the Construction sector and the level of

investment.

When subsidies are introduced in a situation of fixed wage rates
Run 2WS), the primary sectors all improve relative to run 2L with the
output of Sheep Farming and Meat Processing actually surpassing the
control run levels. However, most of those sectors which in run 2L

expanded output, now contract in relation to the control run; Plastics
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and Transport only contract relative to run 2L. The major exception to
this trend is the Textiles sector, the output of which rises relative to
run 2L. That sector provides a significant proportion of wool exports in
the form of scoured wool., Thus its fortunes rise in run 2WS due to the

subsidy on wool exports.

For the decline in manufactured export demand runs 3W and 3LS
represent respectively the worst and best outcomes. In run 3W the output
of all the manufacturing sectors declines quite sharply although once
again the dual nature of the Textiles sector as an exporter of both
agricultural and manufactured goods ensures that its output does not

slip back.

The falls in private consumption and investment in run 3W, relative

to the control run, are again reflected in the reductions in output of

the Construction and Leisure Services sectors. The Transport sector is
not significantly affected due to the increase in service exports = see

table 10.

When subsidies are introduced under a flexible wage rate regime
(run 3LS), all sectors do better than in run 3W and no sector's output
is much below its control run 1level. This is in contrast to the
difference between runs 2WS and 2L where the introduction of a subsidy

reduced the output of many sectors.

Table 12 gives for three (interesting) sectors the share of the
market held by imports and the proportion of output exported, for each
of the runs given in table 2 plus the control run. The second row for
each sector shows at a glance the directions of movement relative to the
control run. Double headed arrows which occur only under rum 2L (which
is a 'best' run) indicate that the directions of change from control to
run 2WS (a 'worst' run) are reinforced in run 2L. No such reinforcement

from control to worst to best run occurs in the manufacturing case.

The import share of the market for all three goods drops in run 2WS
and falls even more in run 2L, which is in line with the changes in the
real exchange rate. Export ratios rise in 2WS, which in the case of Meat
Processing and Textiles (that is, wool) is due to the subsidies, but
Fabricated Metals exports rise without this assistance. Their only
stimulant is that provided by lower production costs generally. In run
2L exports of Meat and Textiles decline with the removal of the

subsidies, but Fabricated Metals exports rise even further due to the
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lower labour costs. Overall then, import substitution is always
appropriate but the change in the real exchange rate consistent with
this, is insufficient to increase the share of output exported by the
Meat Proc. and Textiles sectors. Subsidies to export are required
whereas the Fab. Metals export ratio rises without recourse to

subsidisation.

In the manufacturing case the import shares also fall in the worst
run (run 3W) relative to control but do not drop further in the best
run, 3LS. Again this 1is in accordance with the changes in the real
exchange rate. In run 3W only the Meat Processing sector's export ratio
increases in response to the lower manufactured exports. The subsidies
in run 3LS are sufficient for the Textile export propensity to rise
above control whilst the Fab. export ratio is still just below control,
although better than in run 3W. Note that the Meat Proc. export ratio
falls slightly in relation to 3W as resources are diverted to the
subsidised exports, which also have a higher (absolute) price elasticity

of demand.

In all four rums, for all three sectors shown in Table 12, the
import ratios fall relative to control. The import=GDP ratio given in
Table 10 also falls relative to control. These results confirm one's
prior expectations, namely that a policy of import substitution is
appropriate if one is faced with slow growth in export demand, and that
the degree of import substitution must be higher if no export subsidies
are introduced. However, the relative emphasis that should be accorded
to import substitution as against export promotion (via subsidisation),
depends on which exports are originally affected by the slow growth. If
agricultural commodities are involved the emphasis should be on import
substitution. Conversely, export subsidies are appropriate in the

manufacturing case. But both options entail a real devaluation, as may

be seen in table 10.
Conclusion
The results have shown that the price elasticity of demand is the
main factor in determining whether export subsidies are net beneficial.

The more elastic the demand curve the greater is the chance that an

export subsidy will increase welfare. Given this relationship an
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interesting extension to this study would be to ascertain the cut-off

elasticity values for different export types.

In a wider context one might also investigate the effects of
countervailing duties in the countries to which NZ exports are sent.
This could be modelled by a further negative shift of the relevant
demand curves, which may well render the use of export subsidies totally
uneconomic. An alternative method of promoting exports might be to
reduce our own import barriers and thus lower production costs. More on

this in the next Chapter.

The sectoral results mirror events at the macro level but there are
nevertheless substantial differences in the relative performance of
sectors. In retrospect the directions of sectoral change in runs such as
9L and 3W could in most cases have been predicted in advance. But when
subsidies are introduced such predictions would'be more difficult, to
say nothing of predicting the magnitude of the changes. Hence the need

for a model.

For those readers who have formed the impression that significantly
slower growth in export volumes (at constant prices) does not produce
particularly large falls in consumption or in effective GDP (although a
fall in employment of 30,000 is hardly small), one hastens to assert
that the levels of total employment and/or total capital utilisation
were expressly held comstant. Thus it is resource allocation which is
important here rather than total usage. Recall that we are looking at
alternative pictures of some future year so it is not as if we are
suddenly faced with slow export growth. Obviously consumption and GDP
will decline if total resource use declines. It would not be difficult,
nor very interesting, to model such scenarios. One's basic premise in
the analysis presented here is that if world growth is slow or
protectionism rises, then we must implement changes in New Zealand if we
wish to (approximately) maintain our standard of living. Hopefully one

now knows a little more about the nature of those changes.
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7.5 The Effects of Wage

Rate Changes

Introduction

Much interest in New Zealand has recently been focussed on wage
rate differentials amongst various occupational groups and on the
effects of granting wage increases to some ZroOups, especially the metal
trades groups (in the context of the major projects), with or without a
follow-on effect on other groups. This provides a background to the
subject of this last section of Chapter 7, which is to explore the
workings of the CRESH version of the model applied to changes in

occupational wage rates.

The CRESH version of the model incorporates Constant Ratios of
Elasticities of Substitution, Homothetic production functions. Ten
occupational categories are distinguished and the versatile CRESH
specification permits different pairwise elasticities of substitution
between these groups. Because there is much uncertainty regarding the
value of these elasticities particular interest is centred on the
implications of different assumptions about the elasticities of

substitution between the various types of labour and between labour and

capital, denoted as oL and %1k respectively.

We revert to the 26 sector version of the model as it was not
considered cost effective to incorporate CRESH functions in the 40
sector version, given that most of the extra data required is not
readily available for that many sectors. They are, however, being

included in the 1982 based, 22 sector version.

Specification of Runs

The following runs are considered:

Set A: Mean oL = 0.35, mean oK = 0.70 (See Table 13).
(1) An increase in the money wage rate of “Skilled Blue Collar

- Metal and Electrical” workers of 20% with no follow—on

= 213 -




Yo - " " 0-24S

214

(sed£3 1T1E) TE3ITdED avo SurprIng - " “ 4-04S
-sSe]) 219YMasTd ION - SId2YI0 DJAN-0 TEedT1199Td ¥ TBI9W - IB[[0D anTd PATTMIS HW-DES
S90TAlRS pauWIy Sy aeTT0D 23ITUM PATTTiSUn R TWdS oMSN
saajaoM Teany any 1eTT0) @ITUYM PITTFIS oMS
1e[7o) 9nTg pPaITMIsun 3 TWag  DESN IBTT0D 23ITYM TBUOTSSIFO1d d0odd  :4ey uoriedndoQ
0.°0 = qu ueam ‘Gg*Q = qu ueau
S0° 1 DAN-0
LS*0 0%°0 Sy
0z°1 %80 Sv*0 A
0€°0 12°0 11°0 €2°0 ogsn
06°0 €9°0 GE*0 0L°0 L1°0 0-04S
97°1 88°0 8%°0 86°0 %20 GL°0 q-04S
1670 9¢° 0 0Z'0 0%°0 01°0 1€°0 €v°0 AN-09S
SL°0 €5°0 62° 0 66°0 %1°0 S%°0 €9°0 92°0 omMsn
92° 1 88°0 6%°0 66°0 %Z' 0 SL°0 S0° 1 €Y 0 £9°0 OMS
05°0 ge'0 61°0 0%" 0 01°0 0€°0 %0 L1°0 6T°0 AN a04d
avo 0dN-0 sV and ogsn 0-04S$ g-09S AN-09S  OMSN OMS d04d

UOTINITISQNS JO S9TITOTISETH HSHAUD

€1 °T9BlL




effects on the other groups.

(2) An increase in the money wage rate of "Skilled White
Collar” workers of 20% with no follow-on effects on the

other groups.

(3) An increase in all money wage rates of 20%.
Set B: The above three runs but with all 9L = 10.0 and all o1k = 1.0.

These values, especially the former, are not necessarily realistic;

rather they are set to approximate the situation under a Cobb-Douglas

specification.

Set C: All money wage rates up by 20% using the Cobb-Douglas version of

the model. Here oK = 1.0 and = o (effectively).

oLL
Recall from Chapter 6 that the oLL in table 13 actually originate

from Australian data but they should nevertheless be reasonably

applicable to New Zealand.
In each run the following variables are held constant:

Total real gross investment

Total capital utilisation

Real government consumption

The nominal balance of trade deficit

The exchange rate (which is the numeraire)

All money wage rates other than those being exogenously changed.

Note that the value of the wage rate increases at 20% is chosen purely

as an amount large enough to produce some significant changes.
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Results

The results are given in Table 14 and are presented as percentage
changes on a control run (obtained as in 7.3) of which there are three,
one for each set. Separate control runs are required whenever the
analysis involves changing parameter values in a future year, since one
must be able to distinguish the effects of the contemporaneous changes
across runs from the intertemporal changes between the base year and the
horizon year. That is, a control type projection of 1990 will not
generally be invariant to the choice of elasticities (OLL and I K ) if
factor price relativities change between 1977 and 1990. The effects of
this could easily corrupt the effects of the given exogenous wage rate
changes if for example, run Bl were to be compared against the set A

control run.

Looking firstly at the results from Run Al, it is evident that the
low possibilities for factor substitution are responsible for an
extensive degree of rigidity in the economy where resources, especially
labour, are not permitted to respond to relative price (wage) changes.
This exerts an upward pressure on prices (with the GDP deflator rising
by 0.30%), which causes exports to decline by 0.37%. The increased wage
for SBC-ME would initially raise the demand for labour from the other
occupational groups but the decline in economic activity generally,
which accompanies the drop in exports, causes a reduction in employment
of all types. Only Armed Services employment exhibits a very small net
increase. It benefits somewhat from the higher SBC-ME wage but does not
suffer from the general decline in activity since government consumption
is held constant and Armed Services are employed only by the Government

Services sector.

In Run A2 SWC wages are increased by 20%. This group employs a
similar number of people to the SBC-ME group.l Hence a comparison of
results is legitimate. The overall effects are fairly similar to those
in Run Al. Total employment falls more due to the very sharp fall in SWC
employment. However, prices do not rise as much owing to the greater
substitutability between SWC and other occupations, than between SBC-ME

and other occupations. Thus exports and GDP do not fall as much.

1 The model base run employs 92,000 and 94,700 people in SWC and
SBC-ME respectively.
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Since Government Services is an intensive employer of SWC workers

(as opposed to SBC-ME) its output falls fractionmally thus causing a

decline in AS employment in this run.

when all nominal wage rates are increased by 20%, as might occur if
one occupation receives an increase and all other occupations succeed in
maintaining relativity, the effects are predictable, at least in terms
of direction. Total employment falls by 10% with falls in private
consumption of 4% and in exports of 7%. The occupation which suffers the

sharpest decline in employment is Rural Workers - a direct result of the

fall in (agricultural) exports.

The rise in the GDP deflator of 6.36% is small in relation to the
20% increase in wages. One might expect a larger change. However, it is
essential to distinguish here between the short run impact effects and
the longer run effects = certainly the former would be larger. But
recall that the level of capital utilisation is held constant. The
increased purchasing power of consumers does not prevent an overall
decline in activity, attributable mainly to the fall in exports. This
negative income effect dominates the positive substitution effect on the
demand for capital so its price must fall which it does, by 3.85%. This
counteracts to some extent the effect on prices of the initial rise in

labour costs and prevents an even greater decline in GDP.

In the set B runs with all ¢; = 10.0 and all 5 = 1.0 the results
are vastly different from those in set A. In response to the higher SBC-
ME/SWC wage rates, the demand for these types of labour falls
dramatically with a corresponding increase in the demand for other
labour types. Essentially, when i 10.0 the own price elasticities
are so high that employers can more than compensate for the increased
cost of one type of labour by hiring other types of labour and still
lower the total wage bill. Hence the increase in economic activity.
Again the greater flexibility associated with SWC workers over SBC-ME
workers is respounsible for the better picture in Run B2 compared with
Bl. In both runs the mean rental rate of capital rises as both the
substitution effect and the income effect are positive this time. It

rises more in B2 than in Bl, just as it fell less in A2 than in Al.

Paradoxically the impact on sectoral outputs is the reverse of that
in the A Runs. Neither Agriculture nor Government Services are major

employers of SBC-ME workers so that in Run Al when their wage rates




rise, these sectors incur a relative price advantage whereas the
opposite applies to the Fab. Metals sector. Again, Agriculture does not
employ many SWC workers so it retains its price advantage in Run A2.
However, in Runs Bl and B2 the situation is entirely reversed. For
example, in Run Bl the shedding of SBC-ME workers by Fab. Metals is
nowhere near negated by the extra employment of other types of labour by
that sector so its production costs fall considerably. Conversely,
Agriculture and Government Services cannot shed large numbers of SBC-ME
workers since they are not there to begin with. But they must pay the
higher capital prices so their production costs rise. Similar reasoning

applies to Run B2.

The high own price elasticities associated with higher OLL also

dictate the outcome in Run B3 where all occupational wage rates rise by

the same amount. The greater the oLL

the greater is the fall in the demand for labour in response to some

and hence the own price elasticity,

given wage increase (as is evident in Table 2). This enlarges the
negative income effect on the demand for capital and so increases the
downward pressure on rental rates. However, the higher oLk acts to

reduce that pressure by reinforcing the positive substitution effect.

Hence one has no way of knowing a priori which influence will dominate.
The results show the latter to be stronger with the mean rental rate
falling by 3.9% in Run A3 but by only 1.8% in B3. Consequently the rise
in prices is higher in B3.

To place the CRESH results in perspective the effects of a uniform

increase in all wage rates of 20% are also explored using the two input

Cobb-Douglas production functions. The results are given by Run Cl.

Private consumption and GDP fall slightly further, exports fall
significantly further and prices rise more than in Run B3. The
magnitudes of these changes are thus completely consistent with those in
Runs A3 and B3 in the sense that they are what one expects as ULL moves
from 0.35 through 10.0 to an effective value of infinity. Since there is
no further increase in 9K between Runs B3 and Cl, there is no extra
beneficial substitution effect to counteract the greater negative income
effect on the demand for capital. Accordingly rental rates fall by more
than in Run B3. However, this is not sufficient to prevent prices from

rising further in Cl than in B3 - 9.6% versus 7.9%.




Total employment which naturally still shows a decline, is actually
up on the Run B3 result. One suspects that this is a quirk due to some
inconsistencies between the Cobb=Douglas database and the CRESH
database, in that the sectoral wage relativities in the former are not

always the same as those that result from applying the occupational wage

relativities to the occupation by sector matrix.2 Therefore a uniform
wage increase has different relative effects on sectoral cost structures
between model versionms. This in turn causes different relative price
advantages which affects the distribution of sectoral output and
employment movements, such that small differences at the macro level are

quite plausible.

Overall the CRESH and Cobb-Douglas results display a high degree of

mutual consistency, which although expected theoretically, is
nonetheless rather remarkable considering the disparate data sources

used for the two production specifications.3

Conclusion

This exercise has depicted the high sensitivity of model results to
the values of the elasticities of substitution between labour
types (OLL)’ and between labour and capital Corg)s in the context of
changes in particular/all occupational wage rates. As 1is the case
generally with elasticities, the value of unity is important as it
determines whether reactions to price changes are less than compensatory
or more than compensatory. One does not believe that oL = 10 is
realistic but the results obtained do imply that if any oLL (or GLK) are

significantly greater than unity the economic impacts of wage rate

changes are likely to be vastly different from when o;; = 0.10 say.

The results also show that if the relativity between the Metal
Trades and other occupations is broken then the effects of Metal Trades
wage rises (which may be justified with respect to the major projects)
do less harm to total employment and the economy generally than if

relativities remain. This 1is common sense. But if labour - labour

2 One is endeavouring to eradicate these inconsistencies in the
1982 based model.

3

See Stroombergen |[88].




elasticities of substitution are high enough, such wage rises could

actually be beneficial to all occupations except Metal Trades (.

It is essential therefore to use reliable estimates of such
parameters when addressing questions about wage relativities, changes in
these relativities or the associated issue of shortages of particular
skill groups. Where doubts exist about the values of the elasticities it
is important to locate the crucial elasticies and ascertain the crucial

values of those elasticies.

Given the sensitivity of results to the oLL and oLk values why not
use the CRESH functions all the time? The main reason for not doing so
relates to the time horizon of the model. By projecting forward to some
year in the medium term future one can frequently argue that there is
enough time for labour to be trained and educated to meet whatever
profile of occupational demand the model may yield. And, if occupational
wage relativities remain as inflexible as in the past, the sectoral wage
relativities (which proxy for different occupational wage relativities
and the different occupational composition of each sector's labour
force) and the associated C-D production functions should be generally

satisfactory.

There is still much scope for general equilibrium research into the
New Zealand labour market with plenty of potential use for the CRESH
version of JULIANNE. As usual the nature of the issue being investigated
dictates whether the use of more complicated model routines will be cost

effective - in terms of both human time and computer time.
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CHAPTER ¥
ALTERNATIVE PROTECTION REGIMES

8.1 Introduction

This chapter details a comprehensive application of the JULIANNE
model, namely a study of the gains and losses associated with changes in
New Zealand's import protection. One is interested in ascertaining
whether there are protection regimes which are superior to either the
current protection regime or to free trade; under what conditions and by
how much. In so doing onme also hopes to discover something about the
degree of curvature of the production possibility frontier and the

importance thereof.

Numerous alternative protection scenarios are presented with
alternative labour market assumptions, and two of these runs are
selected for more in-depth sensitivity testing. As in the previous
chapter the horizon year for all rums is 1990. Thus a control run is

required.

Details of the control run are given in the next section which is
followed by a brief section outlining the runs. Discussion of the
results takes up the bulk of the chapter in section 8.4 and a conclusion

is given in 8.5.

Included at the end of the chapter is an adjunct in which model
results are used to caléulate the values of the various aggregate trade
elasticities such as the mean (or total) price elasticity of demand for
imports. These values are then compared against other estimates and
inserted into the Marshall-Lerner equation as a test of their
plausibility and as a test of the general structure of the model as it

relates to trade theory.




8.2 Control Run Preliminaries

Chapter 7, section 3 dealt with the procurement of a control run
for 1990, against which (in section 4) other runs were compared. This
'contemporaneous analysis' framework is also used here and, but for a

few modifications, is based on the same control run as used in 7.4.

The first modification is the revision of the exogenous balance of
 trade constraint from a deficit of $-136m (see 7.3 item 5) to a surplus
of $l10Y9m. The reason for this change is that as a result of feedback
from the NSP paperl the balance of payments constraint in the Haywood
Macro Model was tightened from a 3.5% deficit-GDP ratio to ome of 2%,

with unchanged assumptions about net factor payments.

Secondly, all the tariffs and tariff equivalents were completely
updated to more closely match current (around 1984) levels of
protection. Naturally these revisions are not the final word on the
profile of protection in New Zealand. Aggregation errors and measurement
errors are probably rife and even without these one should remember that
import licences do not generally translate into wunique tariff
equivalents. Hopefully, however, one's approximations are free of any

systematic bias.

Thirdly, the Allen elasticities of substitution between imported
and domestic goods have been set at 2.0 for all competitive imports
except Clothing and Transport Equipment (mostly CBU and CKD vehicles)

for which values of 4.0 and 3.0 respectively have been assumed.

These three changes yielded a revised base rumn from which the
implicit shifts in the export demand curves were (again) determined.
However, to obtain a reference run which would better serve the
objectives of this exercise two further changes were introduced, but

without recalculation of the export demand curve shifts.

Firstly, because most of the analysis here is concerned with the
pure allocational effects of protection, exogenous levels of capital
utilization and employment need to be specified. The precise levels
chosen are not particularly important since, as shown in Chapter 7.1,
model results are not sensitive to the overall level of macroeconomic

activity —- a statement which will be further tested below. Thus one may

l Haywood et al [49]
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as well assume full employment of both resources, namely $72870m of real
(1976/77) capital and 1,595,000 people, (see 7.3 items 1 & 2).

Secondly, to counteract the effect full employment would have on
implied GDP growth between now and 1989/90, in the light of the poor
economic growth to 1984, technological change rates were revised
downward to zero from 1986 to 1990 with estimated actual rates for 1977
to 1985. This compares with a mean rate of 1% pa for 1980-1990 used

before.2

The new control run, designated run 8C, is presented in table l. A
comparison of this run with the previous control run is not relevant to

this exercise.

8.3 Specification of Runs

The schema of runs is illustrated in figure 1. The two groups of
five runs listed horizontally explore the macro effects of alternative
protection regimes; the first group under the assumption of flexible
wage rates with fixed employment and the second group under the
assumption of fixed real wage rates with employment free. In all runs
the balance of trade in ('nominal') world prices, total real gross

investment and real government consumption are held constant.

The sensitivity of results from two runs of the former group is
then tested against various assumptions about elasticities of
substitution, sectoral wage rate differentials, and so on. Discussion of

sectoral effects is generally confined to those two rumns; 8Z and 8N.

2 One is aware that this adjustment seems redundant given the
assertion in the previous paragraph. Strictly speaking it is,

but

personal experience has shown that no matter how many times that

assertion 1is repeated, model results are received with less
suspicion if the control rum is a plausible projection of the
horizon year.
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Figure 1

Schema of Runs

C Control run, existing protection
Z Zero protection or free trade
U Uniform protection of 25%
T reduction of 'Tall poppies' - all tariff equivalents
currently above 25% lowered to 25%, others unchanged
N as in U but exempting Non—competitive imports
D as in U with duty Drawback for exports
Group 1 runs have flexible wage rates and fixed employment.
Group 2 runs have fixed real wages and employment free.
1. 8C 8Z 8U 8T 8N 8D
2. 8Cw 8Zw 8Uw 8Tw 8Nw 8Dw
§Z1-8N1 Small country assumption for exports
——{ 8Z2-8N2 ) Different 'Clothing' cost excess
823-8N3 Higher import-domestic substitution elasticities
8Z4—-8N4 Lower export price elasticities of demand
8Z5-8N5 Lower export demand
8Z6—-8Nb6 Sectorally identical wage rates
—{( 827-8N7 ) Lower capital use in 'Ownership of Dwellings'
8Z8-8N8 Different total factor endowments
8Z9-8N9 Substitution between composite commodities
8Z10-8N10 Economies of scale
8Z11-8N11 Decreasing returns
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8.4 Results

One should say at the outset that conventional calculations of the
costs of protection based on the competitive neoclassical model yield
rather small numbers; generally less than 2% of GDP. (See for example
Boadway and Treddenick [8] or Dixon et al [30].) After firstly
presenting the alternative protection scenarios, some of the reasons for
these low figures will be investigated from which it will hopefully be

possible to judge their reliability.

Starting with the results given in table 1, it may be seen that the
differences between the best of these runs (run 8D) and the worst Tun
(run 8C) is $140m in Private Consumption and $169m in Effective GDP, or
1.4% and 1.0% respectively. Both values are of the expected order of

magnitude.

Complete free trade yields an increase in welfare compared to the
present mix of protection (8Z v 8C) but a uniform tariff of 25% on all
imports is better still, due to the terms of trade gain. These rise by
3.6 percentage points between 8&Z and 8U. Thus whilst it is true to say
that New Zealand's protection profile is generating a welfare loss, the
unevenness of it is more at fault than its average rate (which is about
18%) .

Run 8T in which the 'tall poppies' are reduced to a maximum of 25%
protection produces an improvement on control but is still below both
runs ®Z and 68U indicating that unevenness 1is still a significant
problem, although cutting down the tall poppies yields over half the
benefit that accompanies complete protection removal. That is, PriCon

and Effective GDP in 8T are more than half way between 8C and 8Z.

Run 8N looks at the effects of a 25% tariff on imports Jjudged
(subjectively) as competitive oOr potentially competitive. This tariff
protects the output of the import substituters and also holds down their
costs by keeping imports of raw materials tariff free. Thus effective
protection remains closer to nominal protection. The resultant levels of
PriCon and Effective GDP are extremely close to the 8Z values although
exports and imports are much less, being nearer to those in 8T. So ome
asks: Given that 8U is the best result so far, can the gains from a
uniform tariff be wutilised whilst simultaneously preventing cost

increases in export industries? Run 8D looks at this question by
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allowing exporters a drawback of the duty they pay on imports. (This is
modelled via a commodity specific subsidy equal to the percentage

difference in unit export prices between runs 8Z and 8U.)

Private Consumption rises by another $45m on run 8U and exports
rise by $134m. But at $4910m they are still well below 8Z exports of
$5520m, since the terms of trade are still at about the run 8U level
indicating a substantial cancellation of the export subsidies from

increases in factor prices, as these are bid up by exporters.

Listing the above runs in order of decreasing Private Consumption

gives:

1 2 3 4 5 6
Fixed Employment 8D 8U 8Z 8N 8T 8C
Fixed Real Wage Rates 8Zw 8Nw &Tw 8Dw 8Cw  8Uw

- with the order for the fixed real wage rate runs given
underneath.? The ordering here is markedly different. Free trade is best
and uniform protection is worst, by a large margin; 5.5% in PriCon, 3:5%
in Effective GDP, and 130,000 in employment. Even the present protection
regime is superior to uniform protection, though not by a significant
amount. In fact with the exception of run 8Dw which has tariff negating
export subsidies, the ordering here corresponds exactly to a ranking of
runs in order of increasing mean protection. Thus in contrast to the

first set of runs, the unevenness of protection is now not important.

The logic here is that the lower is protection, on_ average, the
lower is the CPI so the more nominal wage rates must fall in order to
prevent real wages from rising, as they did in 8Z compared to 8U say.
This yields substantial improvements in price competitiveness with the
real exchange rate in run 8Zw being almost 10 percentage points lower
than in 8Uw. Even the advantages bestowed by favourable terms of trade
in run 8Uw are not sufficient to counter the greater and more diffuse

negative impact of the real exchange rate appreciation. That is, from 8Z

3 The real wage rate (defined as the nominal wage divided by the
CPI) is set at 1.040 on an index value of 1.000 in 1977 (and
about 0.930 in 1985!). It was chosen so as to obtain some
unemployment in all runs. Thus it had to be higher than the
highest value in the first set of runs, namely 1.036 in run 8Z.
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to 8U import substituters benefited on two fronts: protection of output
from the tariffs and lower labour costs due to the fall in wage rates.
But from run 8Zw to 8Uw this latter effect is absent. Thus between 8Zw
and 8Uw exports fall more and import substitution (as measured by the
import—GDP ratio) is less, than between 8Z and 8U. Hence the inverse
relationship between welfare and protection under real wage rate
rigidity.

This difference in results between the two sets of runs is mnot
something which can be passed off as of academic interest only. Clearly,
ignoring any 'externalities' such as efficiency gains, economies of
scale, reciprocal protection changes and so on; if the New Zealand
labour market is such that the level of employment is not significantly
affected by government trade policy, whilst the resultant level of real
wage rates is so affected, then uniform protection yields a small net
benefit in terms of Private Consumption, particularly if duty remission
for exporters is allowed. If on the other hand the real wage rate is
something which is unaffected by government trade policy (that is, if it
is set exogenously to the system, by wage negotiation say) and

employment is endogenous, then free trade is definitely the best policy.

Ascertaining how the New Zealand labour market functions is beyond
the ambit of this exercise. However, omne can test the sensitivity of
results to changes in various assumptions and parameters. Since runs 8Z
and &N are the closest of any two rumns and since one admits of a
predisposition to the fixed employment variant, these two runs are
selected for further testing later on. Meanwhile, a more in-depth study

of runs 8Z and 8N - both micro and macro.




8Z - 8N Macro Detail

Again, the closeness of rums 8Z and 8N in PriCon and Effective GDP
presents a good opportunity to look at the way in which the gains
induced by the improvement in the terms of trade offset the loss from
protection. The changes in the macro aggregates from 8Z to 8N are as

follows:

($m)
Private Consumption =1
Gross Investment 0
Stocks =3
Government Consumption 0
Gross Domestic Expenditure -4
Exports -370
Imports -279
Balance of Trade -9
Gross Domestic Product =95
Effective GDP -4

The loss arising from protection, which is due to the economy
operating at an inappropriate point on the production possibility
frontier, may be measured by the change in GDP, namely $-95m. The gain
from the terms of trade improvement is measured by the negative of the
change in the volume of trade, namely $91lm. Hence there is a net loss of

$=4m in Effective GDP and jidentically, also in GDE.

Another way of looking at the change is to re—express the standard

GDP identity as:

Gbp +M = C+I1+8+G+E

or supply = demand
i.e. -95 + =279 = =4 + =370
$=> -374 = =374




So the total change in supply and demand is $-374m. The rest of the
world demands $370m less of our exports but, because of the change in
the terms of trade, supplies us with only $279m less of their products.
Thus we gain $91lm. Unfortunately the loss in efficiency causes a local
supply shortfall of $95m, leaving a net reduction of demand and supply
in New Zealand of $4m.

Whilst one has attributed the efficiency loss exclusively to the
change in protection and measured it by the change in GDP, it actually
has a direct and an indirect component. The loss which is due directly
to the increase in protection is measured by the difference between the
change in imports in constant c.i.f prices (as above) and the change in
imports in constant purchasers' (c.p.) prices. The latter change here is
s-371lm so the difference is $=92m, (ie =371 = =279). Hence the indirect
efficiency impact of the change in protection is $-3m, this being the
amount by which GDP falls (ceterus paribus) due to the reallocation of
production between sectors. That is, apart from the direct loss of
having to substitute relatively high cost domestic goods for imported
goods, there is also some substitution between composite goods,
particularly in Private Consumption. If this type of substitution is not
possible the additional direct efficiency loss would probably be larger

than the $3m indirect efficiency loss.

The indirect efficiency loss is very small relative to the direct
loss but this need not be the case. For example from 8C to 8U, Effective
GDP rises by $108m. This is composed of a terms of trade gain of $36m
and an efficiency gain of $72m, the latter having a direct component of

$98m and an indirect component of $—26m.

One can see then that the closeness of Private Consumption and
Effective GDP in runs 8Z and 8N is due to the terms of trade effect and
the (total) efficiency effect being of roughly equal but opposite
magnitude. The efficiency effect has two components which can be of
oppposite sign or of the same sign, as determined not only by the nature
(level, incidence, uniformity) of the change in protection but also, as
will become evident below, by the values of other parameters and

variables.



8Z — 8N Sectoral Detail

Table 2 presents for runs 8Z and 8N, the changes in sectoral
output, employment and capital, and the import and export ratios. These

ratios are defined as:

m= M/(X+M~-E) & e = E/X where M

real imports in c.p. prices
E
X

real exports

real gross output

The sectors which show the greatest gain from N style protection
are Ceramics, Rubber, Clothing, Wood Products, and Plastics; whilst the
biggest losers are N.Z. Steel Expansion, Air Transport, Base Metals,
Chemicals, and Ore Mining. Other sectors show movements of less than 2%.
All of the sectors which expand exhibit a move to capital intensity of
about 0.11% whilst all those that contract lose about 0.11% more labour
than capital. Thus all sectors become more capital intensive at the
margin in response to the 0.11% fall in the rental rate - wage rate
ratio (as shown in table 3), not surprising given the unitary elasticity
of the Cobb Douglas production specification. The change in relative
factor prices may seem small but one should not expect much else when
employment of both factors is held constant. Indeed, given this factor
employment invariance, how is it that all sectors can simultaneously
become more capital intensive? One surmises that those sectors which
expand into greater capital intensity are still sufficiently relatively
labour intensive (on average) and those that contract into capital
intensity are relatively capital intensive (on average). Checking this
theory with the data from run 8Z confirms it with the group of expanding
sectors being 10% more labour intensive than the contracting grOup.4 In
financial terms too, the expanding sectors are more labour intensive . A
simple regression of output change (from 8Z to 8N) against the share of
labour in value added (excluding the OWN and GOV sectors) yielded a
positive slope, although with a correlation coefficient of 0.17 the
relationship is certainly not well defined. However, the weighted mean
labour share of value added in the expanding group is 6% higher than in

the contracting group.

4 or 493 if the single factor sectors; Ownership of Dwellings and
Government Services are excluded.
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Between runs 8Z and 8N only $370m or 1% of total gross output
switches from exporting to import substitution. As a proportion of GDP
this is just over 2% since trade ratios are about 31% in runm 8Z and they
change by about 7% between 8Z and 8N. Given that the expanding group is
about 10% more labour intensive than the contracting group, the 0.11%
(namely 10% of 1%) fall in the rental rate - wage rate ratio is not
surprising. Thus (economies of scale and so forth aside) hajor gains or
losses fron trade are unlikely, unless the factor price ratio changes by
rather more than one tenth of one percent, which in turn requires a more
pronounced difference in the relative capital-labour intensity of
exporting versus import substituting sectors (or in the case of the
standard two sector model: in traded versus nontraded sectors), Or a
larger change in the trade ratios. This in turn requires higher Allen

substitution elasticities, assuming that the initial tariff equivalents

are correct. These possibilities are analysed in four of the rums below.

The import and export ratios in table 2 show that the sectors which
expand generally do so because of the demand switch away from imports
whilst those that decline are generally forced to do so through lower
export sales. Given that one is aware of these truths before the event,
the directions of sectoral change, though not their magnitude, could in
many cases be predicted in advance. There are, however, some instances
where a little more thought is required. For example the Restaurant and
Accommodation sector is generally considered to be a nontraded or
sheltered sector which would gain indirectly from N style protection as
New Zealanders switched away from holidays abroad. But since it is also
heavily involved in tourism to New Zealand it feels the decline in
tourism exports. Overall its output falls marginally. Forestry and
Fishing both gain from protection even though their export propensity
falls. The former responds directly to the positive changes in the Wood
and Paper sectors and the latter obtains a larger local market share at

the expense of imports.

0f interest also is the arrangement of winning and losing sectors
in groups of 3 or 4 as one goes down the list in table 2, proving that
each of the commonly defined broad sectoral types; primary, secondary
and tertiary, has both winners and losers. Thus as the number of sectors
becomes more aggregated the sizes of the observed sectoral changes
become smaller as the negatives cancel the positives. Intersectoral

movements are subsumed into intrasectoral movements. A given sector will




usually comprise many different production functioms soO that
intrasectoral changes will probably alter the 'mean' production function
for that broad group. But with a highly aggregated model these sorts of
shifts cannot be observed since the weighted mean production function is

(naturally) assumed constant.

For example, the sectors Chemicals, Petrol, Rubber, and Plastics
are aggregated into one Chemicals group in the standard 25 sector SNA
classific