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Abstract

Atmospheric Rivers (ARs) are long, narrow jets of intense water vapour
flux that are a fundamental component of the global atmospheric circula-
tion, transporting moisture and heat from the tropics to higher latitudes.
When an AR makes landfall, especially in areas of steep topography, it
releases much of its water vapour as precipitation through orographic up-
lift. Thus, although ARs play a positive role in the distribution and main-
tenance of water resources in the mid-latitudes, they are also associated
with extreme precipitation and flooding. AR events in New Zealand have
had major socio-economic consequences with losses to property, farmland,
stock, roads and bridges. However, despite knowledge of their occur-
rence, focused investigations of ARs in New Zealand have received rel-
atively little scientific attention. In particular, little is known about how
large-scale climate patterns, such as the Southern Annular Mode (SAM)
and El Niño-Southern Oscillation (ENSO), influence ARs and AR-related
precipitation extremes.

The aim of this study is to quantify the impacts and large-scale drivers of
AR landfalls in New Zealand. We employ a new AR detection algorithm,
developed specifically for the New Zealand case, to investigate landfalling
ARs over a 41-year period from 1979-2019. We investigate the general cli-
matology of ARs, and evaluate the synoptic conditions that drive these
events. Using a comprehensive daily rainfall dataset comprising 189 sta-
tions, we also investigate the impacts of ARs on NZ rainfall and flooding
events. For northern and western regions, over 45% of rainfall fell directly
under AR conditions, contributing to daily rainfall totals 2.5 times higher
on average compared to non-AR days. Further, we find that AR days were
associated with up to 70% of daily rainfall totals above the 99th percentile,
with insurance damages exceeding NZ $1.4 billion since 1980.

Finally, for the first time in New Zealand, we investigate how large-scale
climate patterns influence the occurrence of ARs. We find that changes in
the leading modes of climate variability can alter seasonal and regional
AR frequency by upwards of 30%. The SAM is identified as the domi-
nant driver of AR activity (other than the seasonal cycle), with the posi-



tive SAM phase associated with a 16% reduction in AR occurrence during
summer (30-35% reduction for the North Island). The links between AR
occurrence and ENSO were less clear, though a few statistically signifi-
cant relationships were found. The Madden-Julian Oscillation (MJO), the
leading mode of intraseasonal tropical variability, was found to signifi-
cantly influence the frequency and timing of AR landfalls (particularly for
the northern North Island). Favourable MJO phases were associated with
positive AR frequency anomalies +60% above the mean. These results
demonstrate potential use of the AR framework in skilful subseasonal-to-
seasonal forecasts of extreme rainfall in New Zealand.
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Chapter 1

Introduction

Atmospheric Rivers (ARs) are long, narrow jets of intense water vapour
flux that are a fundamental component of the global atmospheric circu-
lation, transporting moisture (and heat) from the tropics to higher lati-
tudes. The first investigations of these elongated plumes of water vapour
date back to at least the 1970s (Browning and Pardoe, 1973). Typically re-
ferred to as ’conveyor belts’ in the field of synoptic meteorology, the term
’river’ first appeared in the literature in the 1990s with the seminal work of
Newell et al. (1992). A dedicated research field has since emerged, with a
growing number of scientific publications discussing the climatology and
impacts of ’atmospheric rivers’. The scope of AR research is extensive, in-
volving the pure and applied fields of meteorology, hydrology, oceanogra-
phy, atmospheric science, civil engineering, and water resource manage-
ment. AR research has aided public and professional scientific communi-
cation related to natural hazards such as flooding, as well as the increasing
threat of climate change (Ralph et al., 2017).

ARs form, intensify and decay with the natural passage of baroclinic sys-
tems across the mid-latitudes. When a cold front sweeps through the
warm sector of the associated mid-latitude cyclone, a filament of high spe-
cific humidity forms in the pre-frontal region, which produces a strong
poleward flow of water vapour within the warm conveyor belt (Zhu and
Newell, 1994; Ralph et al., 2004). A typical AR transports a compara-
ble water transport to that of the Amazon River (approximately 1.6 ×

108 kg s−1) (Zhu and Newell, 1998). When an AR makes landfall, espe-
cially in areas of steep topography, it releases much of its water vapour as
precipitation through orographic uplift. Thus, although ARs play a posi-
tive role in the distribution and maintenance of water resources in the mid-
latitudes, they are also associated with extreme precipitation and flooding.

1



2 Chapter 1. Introduction

As global mean temperatures increase, the amount of moisture the at-
mosphere can hold (and ultimately release as precipitation) is increasing
(Dessler et al., 2008). As a result, the frequency and intensity of extreme
rainfall events is expected to increase in the future (Intergovernmental
Panel on Climate Change, 2014; Reisinger et al., 2014). Therefore, an ac-
curate understanding of the impacts and drivers of extreme precipitation
is invaluable. In New Zealand, landfalling ARs have had major socio-
economic consequences, with losses to property, farmland, stock, roads
and bridges (Reisinger et al., 2014; Frame et al., 2020; Reid et al., 2021).
However, despite knowledge of their occurrence, focused investigations of
ARs in New Zealand, including their physical and societal impacts, have
received relatively little scientific attention (Kingston et al., 2016; Cullen
et al. 2019; Little et al., 2019; Prince et al. 2021). In particular, little is
known about how large-scale climate patterns (such as the Southern An-
nular Mode and El Niño-Southern Oscillation), which are known to signif-
icantly influence NZ weather and climate on daily to decadal timescales,
influence ARs and AR-related precipitation extremes. The results pre-
sented in this thesis expand on previous research by focusing on the syn-
optic and large-scale climate drivers of ARs.

1.1 Background

1.1.1 Atmospheric River Definition

ARs can be identified within global fields of Integrated Total Column Wa-
ter Vapour (IWV) and/or Integrated Water Vapour Transport (IVT). In
terms of basic meteorological variables; IWV, eastward IVT (IVTu), north-
ward IVT (IVTv), and IVT magnitude (IVT) are calculated as:

IWV =
1

g

∫

pt

psfc

q dp (1.1)

IVTu =
1

g

∫

pt

psfc

qudp (1.2)

IVTv =
1

g

∫

pt

psfc

qv dp (1.3)

IVT =

√

IVT2

u
+ IVT2

v
(1.4)

where g is the gravitational acceleration, u and v are the layer-averaged
(eastward and northward) horizontal wind speed components, and q is the
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layer-averaged specific humidity. The integration is calculated between
the surface (psfc) and the top of the troposphere (pt), typically between 500
hPa and 200 hPa.

Figure 1.1: Snapshot of global fields of (a) Integrated Total Column Wa-
ter Vapour (IWV) and (b) Integrated Water Vapour Transport (IVT), 26-
03-2018 1200 UTC. Several atmospheric rivers are evident; west of North
America and Europe, off the coast of southern Chile, over the South At-
lantic and Indian Oceans, and south of New Zealand.

Newell et al. (1992) first used the term ’tropospheric rivers’ to refer to
the filamentary structures observed in global fields of tropospheric water
vapour flux, where the word ’river’ was used to highlight the compara-
ble flow rate with terrestrial rivers. Through the mid-to-late 1990s, the
term ’atmospheric river’ eventually became established in the literature
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following a number of influential papers (Zhu and Newell, 1994; Zhu and
Newell, 1998). During the early 21st century, the AR definition was fur-
ther refined, with ARs characterized as transient regions associated with
the pre-cold front of mid-latitude cyclones, with length exceeding 2000
km and IVT above 250 kgm−1s−1 (Ralph et al., 2004). With an increasing
number of publications, the new sub-field of AR science emerged. This
culminated with the establishment of a regular International Atmospheric
Rivers Conference in 2016, and publication of the first formal definition of
an AR in 2017 (Ralph et al., 2017). The following definition was published
in the Glossary of Meteorology of the American Meteorological Society:

”A long, narrow, and transient corridor of strong horizontal
water vapour transport that is typically associated with a low-
level jet stream ahead of the cold front of an extra-tropical cy-
clone. The water vapour in atmospheric rivers is supplied by
tropical and/or extra-tropical moisture sources. Atmospheric
rivers frequently lead to heavy precipitation where they are
forced upward - for example, by mountains or by ascent in
the warm conveyor belt. Horizontal water vapour transport in
the mid-latitudes occurs primarily in atmospheric rivers and is
focused in the lower troposphere. Atmospheric rivers are the
largest ’rivers’ of fresh water on Earth, transporting on average
more than double the flow of the Amazon River.”
(American Meteorological Society, 2021)

Prior to a formal definition, there was some confusion about the meaning
of the term ’atmospheric river’, with claims that it was duplicative of the
existing concepts of the warm conveyor belt (WCB) and tropical moisture
exports (TMEs). Although similar, each term has a distinct emphasis in
the study of synoptic-scale water vapour transport, and their use is deter-
mined by the scope of the research aims. TMEs are defined as trajectories
of intense horizontal moisture transport leaving the tropics, with objective
identification of TMEs typically based on trajectory-based methods. ARs
and TMEs are distinct, as ARs do not necessarily source moisture from the
tropics, with the majority of ARs integrating moisture directly along their
path through the mid-latitudes (Bao et al., 2006).

The WCB is characterized as the sector of dynamically uplifted heat and
water vapour associated with an extra-tropical cyclone, where the major-
ity of condensation and precipitation occurs. The WCB is typically iden-
tified as the coherent region where air ascends from the boundary layer
to the upper troposphere along a constant isentropic surface (defined in
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a Lagrangian reference frame moving with the associated low-pressure
system) (Carlson, 1980). ARs differ from WCBs as the emphasis is on hor-
izontal water vapour transport, rather than the ascent forced by strong
baroclinicity. Further, ARs may exist independently of individual mid-
latitude cyclones, and may remain quasi-stationary as they are enhanced
by the formation of new cyclones (Dacre et al., 2019). Thus, ARs, TMEs
and WCBs are distinct, and serve a complementary role in the conceptual
model of moisture transport in the mid-latitudes. Following the above def-
initions, ARs can often be thought of as the pathways connecting TMEs to
WCBs (a typical situation is shown in Figure 1.2).

1.1.2 Atmospheric Circulation

Atmospheric processes occur on a range of spatial and temporal scales
and are interconnected; atmospheric processes at large spatial scales tend
to occur over longer time periods, while processes at small spatial scales
tend to occur over shorter time periods (Holton, 2004). In the study of
ARs, we are primarily interested in the synoptic scale. The synoptic scale
describes weather systems such as cyclones and anticyclones (and ARs),
and corresponds to spatial scales on the order of thousands of kilometres,
and time scales on the order of several days. As local-scale impacts can be
understood in terms of synoptic-scale processes, ARs are especially useful
for investigating high-impact events such as flooding. Thus, in bridging
the gap between the large-scale circulation and local impacts, ARs serve
as a useful tool. ARs are also useful for investigating the large-scale circu-
lation, in particular the position and intensity of the storm track. Because
the emphasis is on areas of high moisture transport (and individual high
impact events) an AR climatology can reveal how the large-scale circula-
tion influences the occurrence of extreme events (studies of other synoptic
features do not resolve extremes events to the same extent). In this thesis
we will proceed through a range of meteorological scales. In particular,
we explore the synoptic circulation patterns associated with ARs (chapter
2), the local-scale impacts of ARs (chapter 3), and how ARs are influenced
by the large-scale circulation (chapter 4).

The energy driving the global circulation of the atmosphere is provided
by solar heating, which is unevenly distributed across the Earth due to
latitude, season and land distribution. Preferentially warmed regions (i.e.
the tropics) expand the air column, resulting in the same atmospheric
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Figure 1.2: Atmospheric river making landfall in New Zealand, 27-12-
2010 1800 UTC. (a) SSMI/SSMIS/AMSR2-derived Total Precipitable Wa-
ter, showing the approximate locations of the warm conveyor belt and
tropical moisture exports. (b) ERA5 Integrated water vapour transport
(filled contours and vectors) and sea level pressure (black contours).
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pressure located at a higher elevation. As a result, the pressure gradi-
ent force accelerates air at upper levels horizontally, from near the tropics
toward the poles. The Coriolis force deflects horizontally moving air (to
the left in the Southern Hemisphere), until a balance between the pres-
sure gradient and Coriolis forces is reached. This results in a global-scale
atmospheric circulation called the Hadley circulation, characterized by as-
cent near the equator, poleward flow at upper-levels, subsidence across
the subtropics and mid-latitudes, and equatorward flow at lower-levels.
The Hadley cell extends to approximately 30◦ latitude, where the strong
westerly flow drives the subtropical jet-stream. The subtropical jet-stream
displays large seasonal variation, and is strongest during winter when
the meridional temperature gradient reaches its maximum (Nakamura
and Shimpo, 2004). Another jet-stream, the polar front jet stream, results
from north-south temperature contrasts in the mid-latitudes (where strong
upper-level westerly winds are driven by the ’thermal wind’ relationship)
(Holton, 2004). The position and intensity of the polar and subtropical jet-
streams strongly influence storm track activity, and AR occurrence, across
the mid-latitudes (Trenberth, 1991).

Superimposed upon the tropospheric jet stream, baroclinic waves develop
due to instabilities in the large-scale flow. When the north-south temper-
ature gradient is sufficiently large, potential energy of the mean state is
converted to eddy kinetic energy, with the wavelength of maximum insta-
bility corresponding to the synoptic-scale (approx. 4000-5000 km) (Holton,
2004). Baroclinic instability is the primary mechanism for the development
of mid-latitude cyclones (Holton, 2004). Baroclinic eddies play a crucial
role in the climate system, transporting moisture, sensible heat, and an-
gular momentum poleward, and limiting the temperature gradient across
the mid-latitudes (Holton, 2004).

The majority of significant weather within mid-latitude cyclones is con-
centrated in narrow ’frontal zones’, characterized as bands of strong hor-
izontal temperature gradient a few tens of kilometres wide. When a cold
front sweeps through the warm sector of the associated mid-latitude cy-
clone, a filament of high specific humidity forms in the pre-frontal region,
which produces a strong poleward flow of water vapour within the warm
conveyor belt (Zhu and Newell, 1994; Ralph et al., 2004). Provided the re-
gion of enhanced water vapour flux is sufficiently large in spatial extent,
an atmospheric river will form ahead of the cold front. As the amount
of moisture an air parcel can hold is dependent on its temperature, and
temperature decreases with height (approx. 6.5◦C/km), the majority of
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atmospheric moisture is held in the lower troposphere. Although upper-
level winds are much stronger, as the lower troposphere lies in contact
with moisture sources and is warm enough to hold large amounts of wa-
ter vapour, the majority of moisture transport occurs in the lower tropo-
sphere. Thus, approximately 75% of water vapour transport within an AR
occurs in the lowest 2.5 km (Ralph et al., 2017). Upon ascent within the
warm conveyor belt, condensation of water vapour results in the release
of latent heat. Thus ARs transport a large amount of energy over long dis-
tances, from lower latitudes to higher latitudes, in the form of latent heat.

Atmospheric rivers are not uncommon. There are approximately 3-5 ARs
present in each hemisphere at any given time (Zhu and Newell, 1998).
ARs account for over 88% (84%) of total poleward water vapour trans-
port in the Southern (Northern) Hemisphere, despite only covering 10%
of the mid-latitude zonal circumference (Guan & Waliser, 2015). ARs are
observed most frequently over mid-latitude ocean basins, and regularly
make landfall on the west coasts of North America, southern South Amer-
ica, Europe, Greenland, southwestern Africa, Antarctica, Australia and
New Zealand (Guan & Waliser, 2015). Figure 1.3 shows the global fre-
quency of AR occurrence. The corridors of highest AR frequency, located
over the extra-tropical oceans, are aligned with the main mid-latitude storm
tracks. The storm tracks emanate from regions of preferred cyclogenesis,
where baroclinic instability of the mean flow, strong sea-surface tempera-
ture gradients, and strong upper-level divergence favour cyclone forma-
tion (Holton, 2004). In the Northern Hemisphere, regions of preferred cy-
clogenesis are located off the east coasts of Asia and North America (Whit-
taker and Horn, 1984). In the Southern Hemisphere, regions of preferred
cyclogenesis are located off the eastern seaboards of South America and
Australia, southeast of Africa, and near New Zealand (Sinclair, 1995).

1.1.3 Atmospheric River Detection

ARs are characterized as long and narrow filaments of intense moisture
transport. Through application of an AR detection method, this qualita-
tive definition can be made quantitative. A number of methods have been
employed to automatically detect ARs from observations or model data.
Early studies used integrated water vapour (IWV) as the main variable
for AR detection, mainly as IWV data was available from satellite obser-
vations (Ralph et al., 2004; Wick et al., 2013). Eventually integrated water
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Figure 1.3: Frequency of atmospheric rivers globally, calculated as the
fraction of all time-steps experiencing an AR. Derived from the global AR
dataset of Guan & Waliser (2015).

vapour transport (IVT) became the accepted detection variable, and the
commonly used guideline threshold of IVT above 250 kgm−1s−1 was es-
tablished (Ralph et al., 2004).

Compared to IWV (the total moisture in the air column), IVT (the flux
of moisture) better fit the notion of ARs as regions of anomalous horizon-
tal moisture transport. At higher latitudes, where total moisture is low
but moisture flux can be high, detection techniques based on IVT are able
to more reliably capture ARs. IVT is also directly related to orographic
rainfall, as orographic precipitation amount is linearly proportional to the
water vapour flux normal to the mountain barrier (Ralph et al., 2013). Fur-
ther, Nayak et al. (2014) found that AR forecasts based on IVT were more
skilful at longer lead times, compared with IWV.

To construct a spatially complete and long-term climatology of ARs, re-
analysis datasets are often utilized. Typically, an AR detection algorithm
using reanalysis data will search for regions of IVT above a certain thresh-
old. The geometry of the identified region may also have to satisfy vari-
ous other criteria (length, width, shape, orientation). Lavers et al. (2012)
developed one of the first AR detection techniques using reanalysis IVT.
This algorithm checks IVT magnitude against a threshold value across a
pre-defined cross-section, and then checks adjacent grid cells against the
threshold, searching away from the cross-section until a required length
is reached. Later methods, such as the widely used global detection algo-
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rithm of Guan and Waliser (2015), introduced more advanced spatial and
temporal criteria to detect ARs on both regional and global scales. Other
novel algorithms make use of advanced mathematical techniques and ma-
chine learning (Pan and Lu, 2019; Muszynski et al., 2019). Despite a range
of approaches, all detection methods can be characterized as having some
intensity threshold (based on IWV or IVT, possibly time-varying) and ge-
ometry criteria (e.g. length, width, orientation). Many different detection
algorithms have been applied in the literature, which has led to some con-
fusion when comparing AR climatologies. The Atmospheric River Track-
ing Method Intercomparison Project (ARTMIP) is a recent effort to calcu-
late uncertainties in AR research due to differences in detection method
(Rutz et al., 2019).

1.1.4 Global and Regional AR Studies

Regional studies of ARs are primarily motivated by the wide-ranging im-
pacts associated with these events, such as extreme precipitation, flood-
ing, or snow/ice melt. The majority of regional AR studies have focused
on the western coastlines of North America, where ARs provide 40-50% of
annual precipitation (Dettinger et al., 2011; Ralph et al., 2013; Rutz et al.,
2014), and are the primary cause of flooding events (Ralph et al., 2006). A
number of studies have also investigated AR impacts in Europe (Lavers
and Villarini, 2013), including Britain (Lavers et al., 2011), Norway (Azad
and Sorteberg, 2017), the Iberian Peninsula and European Macronesian Is-
lands (Ramos et al., 2015; Ramos et al., 2018). Recently, AR impacts have
also been investigated in South America (Viale e al., 2018), South Africa
(Blamey et al., 2018), Iran (Esfandiari and Lashkari, 2020), and East Asia
(Kamae et al., 2017; Pan and Lu, 2020). In several regions, the term ’atmo-
spheric river’ has entered the mainstream lexicon. Non-technical names
such as the ’Pineapple Express storm’ (referring to ARs originating near
Hawaii that make landfall in the western United States) have emerged. In
the western United States especially, ARs are used to characterize, quan-
tify, and communicate flood/drought risk for scientists, engineers, media,
and policy-makers (Ralph et al., 2017). AR research has also extended into
other applications such as avalanche risk (Hatchett et al., 2017), post-fire
debris flows (Oakley et al., 2017), and dust transport (Ault et al., 2011).

The first comprehensive global study of ARs was conducted by Guan &
Waliser (2015), after developing a global-scale AR detection algorithm.
Guan & Waliser (2015) found AR landfall most frequent over mid-latitude
ocean basins, with landfalls most common along the west coast of North
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America, southern South America, and Europe. Due to their association
with mid-latitude cyclones, ARs are most frequent during winter for most
regions (Waliser et al., 2012), and are strongly modulated by large-scale
climate modes such as the El Niño Southern Oscillation (ENSO), Madden-
Julian Oscillation (MJO), Arctic Oscillation (AO) and the Pacific-North
American teleconnection pattern (PNA) (Guan and Waliser, 2015). Global
studies of AR impacts on hydrological extremes show that ARs contribute
22% of mean annual global runoff, and can increase the occurrence of
floods by 80% in regions of frequent AR activity (Paltan et al., 2017). These
initial global AR studies have identified New Zealand as receiving a sig-
nificant number of AR landfalls (Guan and Waliser, 2015), with notable
hydrological impacts (Paltan et al., 2017). As New Zealand ARs have re-
ceived significantly less scientific attention compared to other parts of the
world, further research is required to fully understand the impacts and
drivers of these events.

1.1.5 New Zealand Climate

The majority of New Zealand’s precipitation falls in frontal systems asso-
ciated with eastward-moving troughs, where rainfall is produced by uplift
within the cold front (Tait and Fitzharris, 1998; Sturman and Tapper, 2006).
Subtropical depressions crossing New Zealand from the north (often con-
sisting of a complex pattern of warm and cold fronts) are also commonly
associated with heavy rainfall, particularly in the North Island (Tait and
Fitzharris, 1998; Sturman and Tapper, 2006). A significant number of New
Zealand flooding events are associated with tropical cyclones that move
into the mid-latitudes, transitioning into ex-tropical cyclones; on average
approximately nine tropical cyclones form in the tropical southwest Pacific
each year (typically between November and April), with approximately
three migrating south of 35◦S (with the highest fractions during March)
(Sinclair, 2002). Settled weather in New Zealand is associated with an-
ticyclonic conditions, which can persist for up to four weeks in summer
(Sinclair, 1996).

New Zealand’s topography (Figure 1.4), with mountain barriers almost
perpendicular to the prevailing west/northwest flow, induce considerable
extreme precipitation and flooding through orographic enhancement. Pre-
cipitation is strongly enhanced by the orography (on the windward side
of mountain barriers), with orographic forcing of moist air over the South-
ern Alps producing 24-hour rainfall totals above 500 mm (Sturman and
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Figure 1.4: Orography of New Zealand as represented by the New
Zealand 80 m Digital Elevation Model from the Shuttle Radar Topogra-
phy Mission.
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Tapper, 2006). The Tararua, Ruahine, and Urewera ranges and peaks of
the Central Volcanic Plateau also strongly influence the rainfall patterns of
the North Island. Local-scale convective systems also contribute to rainfall
totals; summer heating of the land and lower atmosphere can bring about
sufficient convection to trigger sea-breeze convergence, cumulus develop-
ment, showers and even thunderstorms, particularly in eastern regions
(Tait and Fitzharris, 1998; Sturman and Tapper, 2006). The west coast of
the South Island is New Zealand’s wettest area, while the driest area is di-
rectly east of the divide. Annual rainfall totals range from below 500 mm
at Alexandra, to above 3000 mm for elevated West Coast locations. The
North Island and northern South Island receive the highest seasonal rain-
fall totals during winter, while the eastern South Island, south of Banks
Peninsula, receives the highest seasonal rainfall total during summer. The
west coast of the South Island receives the highest seasonal rainfall total
during spring.

Regional precipitation in New Zealand is also influenced by the patterns
of large-scale atmospheric circulation, and the organized modes of climate
variability operating on various spatio-temporal scales (e.g. the Southern
Annular Mode and El Niño-Southern Oscillation). These climate oscil-
lations alter the storm track position and intensity as well as the mean
pressure field across New Zealand, and influence the frequency of more
structured objects such as ARs and atmospheric blocking highs. Previ-
ous investigations of New Zealand climate variables (e.g. precipitation,
temperature, and soil moisture) have found significant correlations with
the Southern Annular Mode (SAM), El-Niño Southern Oscillation (ENSO),
Interdecadal Pacific Oscillation (IPO), Indian Ocean Dipole (IOD), and
the Madden-Julian Oscillation (MJO) (Mullan, 1995; Salinger and Mullan,
1999; Salinger et al., 2001; Griffiths, 2007; Griffiths, 2011; Renwick, 2011;
Fauchereau et al., 2016). For New Zealand, the interaction between each
climate oscillation is complex, and further influenced by the seasonal cycle
(Salinger and Mullan, 1999). In Chapter 4, we will describe the impacts of
these large-scale climate oscillations on New Zealand ARs.

1.1.6 New Zealand AR Studies

New Zealand should experience appreciable impacts from ARs due to its
location near the mid-latitude storm track combined with its steep, moun-
tainous terrain which locally enhances precipitation rates. Indeed, global
investigations of AR frequency have acknowledged New Zealand as re-
ceiving a significant number of AR landfalls (Guan and Waliser, 2015).
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Despite knowledge of their occurrence, focused investigations of ARs in
New Zealand have been limited.

The first studies to explicitly mention AR impacts in New Zealand fo-
cused on flooding and glacier mass balance at specific South Island lo-
cations. An investigation of IVT and atmospheric circulation concurrent
with major floods on the Waitaki River found that of the largest eight win-
ter maximum floods between 1979 and 2012, all were associated with ARs
(Kingston et al., 2016). These ARs were located in slow eastward mov-
ing mid-latitude cyclones, with high pressure to the northeast of New
Zealand. A 2019 study found that ARs are responsible for the highest
extreme ablation and snowfall events at Brewster Glacier in the South-
ern Alps, although the study also identified extreme IVT events occurring
outside of conventional AR spatial structures (Little et al., 2019; Cullen et
al., 2019). ARs have also been associated with singular flooding events in
Golden Bay (Dean et al., 2013) and Northland (Rosier et al., 2015). In a
global investigation of the contribution of AR variability to flood hazard
and water availability, Paltan et al. (2017) found that more than 50% of
New Zealand’s mean annual runoff and up to 80% of high and low flows
in New Zealand river catchments are attributed to ARs, where the ab-
sence of ARs was found to significantly increase the frequency of drought
events.

The first comprehensive climatology of New Zealand ARs was recently
published in Prince et al. (2021). On the West Coast of the South Island,
ARs were found to make landfall 40 days per year on average, and account
for 78% of total precipitation and 94% of extreme precipitation. A five-
point AR rank scale was used to characterize AR events, where rank 5 AR
events contributed to 3-day precipitation totals exceeding 1000 mm in the
Southern Alps. Further, another recent study found that ARs contribute
to more than 60% of the largest snowfall (snow depth increase >90th per-
centile) events in the Southern Alps (Porhemmat et al., 2021). Reid et al.
(2021) found that between seven and ten of top ten daily rainfall totals at
eleven New Zealand stations were associated with ARs. Further, nine of
the ten most costly floods in New Zealand between 2007 and 2017 were
associated with ARs (Reid et al., 2021). The emerging field of AR research
in New Zealand provides exciting opportunities to advance understand-
ing of extreme weather events, with applications in flood forecasting and
freshwater management. The ultimate long-term goal is to bring AR re-
search in New Zealand up to speed with other highly-impacted regions.
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1.1.7 Emerging Fields in AR Research

Future flooding and drought events in New Zealand will be influenced by
changes in the frequency and intensity of AR events. In particular, with
increased availability of water vapour due to warmer atmospheric condi-
tions, there is increased risk of stronger AR impacts. Thus, quantifying
climate model projections of future AR frequency and intensity is an im-
portant emerging research focus. In order to accurately predict changes in
AR behaviour, an understanding of their interaction with large-scale cli-
mate dynamics is essential (Payne et al., 2020). In a review of AR research,
Gimeno et al., (2014) identified that ”the connection between occurrence
and activity of ARs and large-scale ocean-atmosphere dynamics is very
poorly understood”. Likewise, in a review of the responses of ARs to cli-
mate change, Payne et al. (2020) highlights the fact that ”at the global
scale, much is still unknown about atmospheric rivers, including . . . their
interaction with large-scale dynamics”. Therefore, within the AR science
community, there has been a recent drive to understand the role of large-
scale ocean-atmosphere dynamics (e.g. Guan et al., 2013; Lavers and Vil-
larini, 2013; Mundhenk et al., 2018), particularly how this knowledge may
be used to benefit subseasonal-to-seasonal1 forecasting of ARs (Baggett et
al., 2017; DeFlorio et al., 2019).

Given the large socio-economic impacts of weather hazards, accurate sub-
seasonal to seasonal forecasts of extreme weather are essential, with im-
portant applications for operational forecasting and water resource man-
agement (DeFlorio et al., 2019). In particular, given the strong link between
AR occurrence and regional precipitation, quantifying the spatio-temporal
variability of AR occurrence, and the limits of AR prediction skill is essen-
tial. Wick et al. (2013) investigated the ability of ensemble forecasts to
accurately predict AR landfalls in the Northeast Pacific. The models were
able to forecast the occurrence of an AR at lead times of up to 10 days,
though failed to accurately predict the timing and position of AR land-
fall. A number of other studies have investigated the prediction skill of
IVT and AR forecasts on timescales of several days (Nayak et al., 2014;
Lavers et al., 2014; Lavers et al., 2016), and have shown that AR forecast
skill is sensitive to various climate oscillations (DeFlorio et al., 2019). Im-
portantly, AR moisture flux (i.e. IVT) is found to be more predictable than
AR-related impacts (i.e. precipitation) (Lavers et al., 2016). Thus, there is
significant potential for the AR model to be applied in skilful forecasts of
extreme precipitation.

1Forecasts on 1-5 week time-scales.
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Due to the chaotic nature of the climate system, the prediction of ARs
on time-scales more than a few days is inherently very difficult. How-
ever, through linking ARs to large-scale climate modulations (such as the
Madden-Julian Oscillation and El Niño Southern Oscillation), it is possible
to improve the forecast skill of AR predictions (Guan et al., 2013; DeFlo-
rio et al., 2019). In the Northern Hemisphere, there is a significant effort
to quantify the subseasonal-to-seasonal prediction skill of ARs, and the
role of large-scale ocean-atmosphere dynamics. For example, Baggett et
al. (2017) found that a combination of phase 7-8 MJO (see section 4.7), and
easterly quasi-biennial oscillation (QBO) improve AR prediction skill at
lead times of two weeks. Mundhenk et al. (2018) identified similar link-
ages between AR occurrence and the MJO and QBO, which were able to
provide skilful predictions of anomalous AR activity. Such investigations
provide important ”forecasts of opportunity” at lead times of one week
to one month, which are able to provide important guidance (for decision
makers and resource managers) on the probability of AR-related impacts
(DeFlorio et al., 2019). In New Zealand, there is significant potential for
AR research to improve long-range forecasts of extreme events. However,
New Zealand remains an understudied region with regard to ARs, their
impacts, and what drives them. In particular, how large-scale modes of
climate variability influence AR behaviour in the Southwest Pacific region
is not yet known. This thesis aims to fill these gaps, and further AR re-
search in New Zealand, by focusing on the synoptic and large-scale cli-
mate drivers of ARs.

1.2 Research Objectives

While ARs have received extensive study in western North America and
Europe, comparatively little is understood about the impacts of ARs in
New Zealand. We further this emerging field by investigating the synoptic
and large-scale drivers of ARs in New Zealand. The research objectives
can be summarized as:

• Develop an atmospheric river detection algorithm for New Zealand.

• Investigate the frequency, seasonality and variability of ARs in New
Zealand.

• Investigate the synoptic conditions and characteristics of landfalling
ARs associated with extreme precipitation.
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• Investigate the impacts of ARs on NZ rainfall and flooding events.

• Investigate how climate oscillations such as the Southern Annular
Mode (SAM) and El Niño Southern Oscillation (ENSO) influence AR
frequency and severity.

The above objectives are explored through four main chapters. We have
provided a brief overview of AR science and the climate of New Zealand
(Chapter 1). Next, we investigate the general climatology of ARs in New
Zealand, using two comprehensive AR datasets spanning the 1979-2019
period (Chapter 2). To better understand the synoptic conditions associ-
ated with ARs in New Zealand, we present the first investigation of Kid-
son synoptic types and atmospheric rivers. Then, we investigate how ARs
influence precipitation and flooding events in New Zealand, using a daily
rainfall dataset comprising 189 stations (Chapter 3). Finally, we provide
the first focused investigation of the large-scale climate drivers of ARs
in the severely understudied southwest Pacific region (Chapter 4). This
study provides an in-depth overview of the drivers and impacts of ARs
in New Zealand (an understudied region), further adding to the global
survey of ARs. The results presented in this thesis give insight into the
prediction of extreme rainfall events, and provide a basis for future inves-
tigations of ARs in New Zealand.
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Chapter 2

New Zealand AR Climatology

New Zealand, located in the southwestern Pacific Ocean between 34-47◦S
latitude, experiences a temperate maritime climate. The Southern Alps,
rising over 3000 m high, are a prominent feature and produce significant
climate variations between the east and west coasts of the South Island.
New Zealand’s rainfall is driven by the passage of frontal systems over the
country, associated with eastward moving extratropical cyclones, about
one cyclone center every 6-7 days (Sinclair, 1995). New Zealand should
experience appreciable impacts from ARs due to its exposure to the pre-
vailing westerlies, and steep topography. Indeed, global investigations of
AR frequency have acknowledged New Zealand as receiving a significant
number of AR landfalls (Guan and Waliser, 2015). Despite knowledge of
their occurrence, focused investigations of ARs in New Zealand have re-
ceived relatively little scientific attention.

Since the introduction of the AR concept, the majority of research has fo-
cused on ARs making landfall in the Northern Hemisphere, more specif-
ically the western United States (Gimeno et al., 2014; Ralph et al., 2017).
A few local AR climatologies have been constructed for Southern Hemi-
sphere regions, including South Africa (Blamey et al., 2018) and South
America (Viale et al., 2018). Recently, using the global AR dataset of Guan
& Waliser (2015), Prince et al. (2021) constructed the first climatology of
ARs in New Zealand. ARs were found to make landfall on up to 11% of
days annually, exhibiting a prominent seasonality, with a 61% increase in
AR occurrence during the warm months (ONDJFM).

In this chapter we investigate the frequency, seasonality and character-
istics of landfalling ARs. We extend the analysis of Prince et al. (2021), by
developing and employing a new AR dataset over the 1979-2019 period.

19
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Further, we build on previous analysis by investigating the relationships
between ARs and Kidson weather types, to better understand the synop-
tic conditions that caused each AR event. In Chapter 4, we investigate
how AR occurrence is influenced by various large-scale climate oscilla-
tions. This climatology therefore provides a basis from which we assess
AR-related impacts and the influence of large-scale climate variability.

2.1 Data and Methods

2.1.1 AR Detection

In the first climatology of New Zealand ARs, Prince et al. (2021) em-
ployed the global AR dataset of Guan & Waliser (2015). We expand on
this analysis by developing and employing our own AR detection algo-
rithm (adapted for the New Zealand case). Throughout this thesis we will
use two different AR detection methods; both the well-known global-scale
algorithm of Guan & Waliser (2015), and a new detection algorithm devel-
oped specifically for ARs making landfall in New Zealand. We will briefly
describe the two detection algorithms below:

Global AR Catalogue

The global AR dataset used in this study was developed by Bin Guan,
and is publicly and freely available online at https://ucla.box.com/
ARcatalog. The development of this AR detection algorithm and databases was
supported by the National Aeronautics and Space Administration (NASA). The
algorithm was originally introduced in Guan and Waliser (2015), refined in Guan
et al. (2018), and further enhanced in Guan and Waliser (2019) with tracking capa-
bility. For our purposes, this dataset is used to compare with previous AR studies
in New Zealand (Prince et al., 2021), as well as previous AR studies from other
regions, and to assess AR activity over the larger southwest Pacific domain. This
algorithm uses ERA-Interim reanalysis data (Dee et al., 2011) at 1.5 x 1.5 degree
spatial resolution, and searches 6-hourly time-steps between Jan-1979 and Aug-
2019. AR detection is based on the following criteria:

(1) IVT intensity: IVT must exceed the 85th percentile at each grid cell. A lower
limit of 100kgm−1s−1 is also imposed.

(2) IVT direction: Mean AR IVT must be within 45◦ of the AR shape orienta-
tion, with a poleward component >50 kgm−1s−1, to ensure a poleward
IVT transport in the direction of elongation. Further, no more than half
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of all grid-cells may deviate from the objects mean IVT direction by over
45◦, to ensure coherence in IVT direction.

(3) Geometry: AR length must be greater than 2000 km and the AR must have a
length-to-width ratio greater than 2.

(4) In the case that the 85th percentile contour is not well structured but there ex-
ists an AR-like inner core, steps (1) - (3) are repeated 5 times if (2) or (3) fails,
each time increasing the IVT threshold applied in (1) by 2.5th percentile.

Further details are provided in Guan and Waliser (2015). ARs that overlap the
New Zealand land mask, provided the IVT direction at landfall is directed on-
shore, are defined as landfalling ARs. We consider each 6-hr time step where
AR conditions are present over the landfall domain as a single AR. The charac-
teristics of each AR, including length, width, mean IVT magnitude, mean IVT
direction, landfall location, and the IVT magnitude and direction at landfall, are
also recorded. At any instant in time, the locations that fall within the AR region
are defined to be under AR conditions. Further, we define an AR event as a pro-
longed period of AR conditions, where two events are considered distinct if they
are separated by more than 24 hours. The duration of an event is defined as the
difference (in hours) between the first identified time-step and the last identified
time-step comprising the event. During the Jan-1979 to Aug-2019 period, corre-
sponding to 59,412 six-hourly time-steps, a total of 4,605 landfalling ARs in New
Zealand were identified (7.8% of time steps), corresponding to 1,611 events.

New Zealand AR Catalogue

We are motivated to develop and apply a new detection method, which we will
refer to as the ’New Zealand detection algorithm’ (Kennett, 2021), specifically tai-
lored for landfalling ARs in New Zealand (the python code for this algorithm
is avalable at https://github.com/daemonkennett/ar_detection). We
develop a second AR detection algorithm to further assess AR variability in New
Zealand, and compare with the established dataset of Guan & Waliser (2015). In
particular, we aim to correct a number of the disadvantages associated with us-
ing the global AR catalogue for New Zealand. Our algorithm provides output at
six-times higher spatial resolution compared to the global dataset, providing bet-
ter spatial representation of landfall impacts. Further, we found that the global
detection algorithm failed to detect a number of strong events in New Zealand,
especially ARs with complex geometries. Indeed, the combination of a low IVT
threshold (such as the commonly used 250kgm−1s−1) and restrictive geometric
conditions, such as the criteria implemented by Guan & Waliser (2015), can cause
the algorithm to miss the strongest AR events (Reid et al., 2020). For this rea-
son, Reid et al. (2020) suggests an IVT threshold of between 350-500 kgm−1s−1.
In developing the New Zealand detection algorithm, we tested a number of IVT
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thresholds (including new AR detection variables, see Appendix A) and geom-
etry constraints. Of the conditions tested, it was decided to use a higher IVT
threshold (95th percentile IVT) compared to the global dataset (85th percentile
IVT), to focus on the most intense events. In addition, use of a higher IVT thesh-
old better fits the notion of ARs as ’extreme’ events (as opposed to occuring within
the majority of frontal systems over the country, whether posing significant flood
risk or not). See Figure 2.1 for a comparison of IVT thresholds used in the global
and NZ detection algorithms. A higher IVT threshold results in fewer ARs de-
tected, as it excludes the weakest ARs. The weakest ARs, with max IVT less than
500kgm−1s−1 are described by Ralph et al. (2019) as ’weak and primarily ben-
eficial’, and correspond to Category 1 AR events. Although the New Zealand
detection algorithm may exclude some of these low IVT AR events, we are pri-
marily interested in AR-related extreme rainfall and flooding, thus our algorithm
is deemed appropriate for our purposes. The New Zealand detection algorithm
provides the primary AR dataset used throughout this thesis, which we comple-
ment and compare with the global AR catalogue. By including both datasets in
our analysis, we capture both the weakest and most extreme AR events, and min-
imise any bias arising from the AR detection method (namely the IVT threshold)
used. Throughout the thesis, we will explicitly mention the AR dataset that is
used in the analysis.

For our detection method, identification of ARs is based on the intensity and
geometry of integrated water vapour transport (IVT). This data is sourced from
the ERA5 reanalysis dataset of the European Centre for Medium-Range Weather
Forecasts (Hersbach et al., 2020). We retrieve data at six-hourly time steps, with
a grid resolution of 0.25◦ × 0.25◦. The IVT magnitude and direction (θ) are de-
rived from the vertical integrals of eastward and northward water vapour flux
(IVTu and IVTv). The ERA5 reanalysis dataset was chosen due to its high spatial
resolution and detailed representation of atmospheric water-vapour (Wang et al.,
2020; Hersbach et al., 2020). Nevertheless, there is good agreement in AR detec-
tion between different reanalysis products (Lavers et al., 2012; Guan and Waliser,
2015). We employ reanalysis data at instantaneous 6-hourly time-steps, consistent
with the majority of previous AR climatologies. A sub-daily temporal resolution
is used as ARs and AR-related impacts are often short in duration, occurring on
time-scales less than 24 hours. As the largest sensitivity in AR detection is due
to spatial resolution, rather than temporal resolution (Guan and Waliser, 2015),
we do not expect significant differences in algorithm output due to the size of the
time-steps.

The New Zealand detection algorithm uses 6-hourly IVT data from the ERA5
reanalysis dataset with a grid resolution of 0.25 x 0.25 degrees, to detect ARs be-
tween Mar-1979 and Feb-20201. The algorithm identifies regions of enhanced IVT

1Due to a lack of observational data, quality reanalysis products are not available for
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whose shape and IVT direction are consistent with the AR definition. At any in-
stant in time, the locations that fall within this region are defined to be under AR
conditions. To identify regions of enhanced IVT, the IVT magnitude is checked
against a threshold value. We use a higher IVT threshold compared to Guan &
Waliser (2015) to focus on the strongest events. The threshold value is defined
monthly for each grid cell as the 95th percentile IVT during the 5-month period
centred on that month. Using a time-varying threshold removes the influence of
the seasonal cycle. A fixed lower limit of 250 kgm−1s−1 is also imposed.
Contiguous regions of grid cells with IVT values above the percentile threshold
and fixed lower limit are isolated, and labelled. If a region of enhanced IVT inter-
sects the New Zealand landfall domain, the grid cell with the maximum IVT over
the landfall domain is identified. This grid cell is defined as the landfall location.
The object axis is then calculated following Brands et al. (2017). Axis calculation
can be described as follows:

(1) The landfall location is labelled as the target grid cell, e.

(2) The IVT direction at e is calculated and discretized into one of 8 cardinal di-
rections (N, NE, E, SE, S, SW, W, NW). Of the 8 grid cells adjacent to e the
upstream grid cell s and the two grid cells neighboring s are identified. Of
these 3 candidate grid cells, the one with maximum IVT is tested to deter-
mine if the IVT exceeds the percentile threshold.

(3) If the IVT threshold is exceeded this grid cell is labelled as the new target grid
cell e, and we repeat step (2). This process is continued until the upstream
grid cell fails to exceed the threshold or a grid cell is detected twice.

The grid cells identified by this process comprise the object axis. The length of the
object is computed as the sum of the distances between neighbouring axis cells.

To be identified as an AR, the following geometry criteria must be satisfied:

Length Check: The length of the object must exceed 2000 km. This value was
established by (Ralph et al., 2004) and has since been widely used.

Narrowness Check: The width of an object is defined as its surface area divided
by its length. An object is discarded if its length/width ratio is less than 2.

Mean Meridional IVT Criterion: An object is discarded if the mean IVT does
not have a poleward component greater than 50kg/m/s. This filters objects
that do not transport moisture toward higher latitudes.

the Southern Hemisphere before 1979 (prior to the satellite observing era). As AR detec-
tion relies on accurate representations of moisture and wind speed (at sufficiently high
temporal resolution), our analysis of ARs is therefore limited to the period between 1979
and 2020.
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Figure 2.1: Comparison of the IVT threshold used in the global AR detec-
tion algorithm, 85th percentile IVT, (Guan & Waliser, 2015) (left) and the
New Zealand AR detection algorithm (Kennett, 2021), 95th percentile IVT,
(right). Shown are mean thresholds for each season over the 1979-2020
period.
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Coherence in IVT Direction Criterion: An object is discarded if more than half
of the grid cells have IVT deviating more than 45 degrees from the object’s
mean IVT. This filters objects that do not feature a coherent IVT direction.

By far the largest degree of filtering is associated with the length criteria. For
the Mar-1979 to Feb-2020 search period, a total of 1,453,710 enhanced IVT objects
were identified over the detection region. This is reduced to 19,465 objects that
meet both the landfalling and length criteria. Of the objects that satisfy the length
criteria, 3.5% did not meet the narrowness criteria. Of the remaining objects,
4.4% did not meet the mean meridional IVT criterion, and a further 1.6% did not
meet the coherence in IVT direction criterion. The detection method is applied
independently on each 6-hourly time-step, therefore AR counts are calculated as
the number of individual AR time-steps, rather than singular AR occurrences.
Throughout the analysis we therefore refer to ’AR frequency’, calculated as the
ratio of identified AR time-steps to the total number of time-steps. During the
Mar-1979 to Feb-2020 period, corresponding to 59,904 six-hourly time steps, a to-
tal of 3,797 landfalling ARs in New Zealand were identified (approximately 6%
of time steps).

Again, we also define individual AR ’events’ as continuous periods of AR condi-
tions, where two events are considered distinct if they are separated by at least
24 h. Further, an event is labelled as ’persistent’ if it occurs for more than three
time-steps (>18 h). These definitions are consistent with the existing literature
(see for e.g. Lavers et al., 2012; Lavers and Villarini, 2013; Ramos et al., 2015).
Event duration is defined as the difference (in hours) between the first identified
time-step and the last identified time-step comprising the event. A total of 1,254
events were identified over the period, of which 514 (approximately 41%) were
classed as persistent.

Little et al. (2019) suggested that certain AR detection algorithms may underes-
timate the frequency of enhanced IVT events in New Zealand, due to the spatial
complexity of IVT structures around New Zealand. We found that the major-
ity of enhanced IVT events in New Zealand were captured, as both the Guan
& Waliser (2015) detection algorithm and the New Zealand algorithm have rel-
atively relaxed constraints on AR shape. However, the Guan & Waliser (2015)
algorithm did fail to identify a number of recognized AR events, likely due to
not meeting the geometry criteria. By using a higher IVT threshold, our method
aims to ensure all significant AR events are correctly identified. While the ge-
ometry criteria applied by our algorithm are similar to that of Guan & Waliser
(2015), when combined with a higher IVT threshold, we are better able to capture
enhanced IVT objects with more complex geometries as a smaller AR boundary
is identified (Figure 2.2). Often the AR boundary outlined by the 85th percentile
IVT threshold encompasses the entirety of New Zealand. Thus, another advan-
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Figure 2.2: Example AR detection algorithm output for the (a) global
dataset (Guan & Waliser, 2015) and (b) NZ dataset (Kennett, 2020). Note
the smaller AR region identified by the NZ detection algorithm. The AR
(detected on 2016-11-14 0600 UTC) was associated with flooding for the
Wellington region.
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tage of a higher IVT threshold is that it highlights the inner AR core where the
strongest water vapour flux (and precipitation rates) occur, allowing us to better
assess local impacts. In general, IVT values exceeding 750 kgm−1s−1 are consid-
ered notable. Values over 1000 kgm−1s−1 are considered extreme, and often indi-
cate a significant flooding threat. Thus, use of a higher IVT threshold allows the
AR boundary to represent an area of potentially hazardous conditions. Note that
we also exclude the ’consistency between object mean IVT direction and overall
orientation’ criteria to allow for objects associated with more complex geometries
that still fulfill the AR definition. Further, we do not require IVT to be directed
inland for the AR to be classed as ’landfalling’, so long as the AR shape intersects
the New Zealand land mask. Note that although AR frequency is sensitive to IVT
threshold values (hence the NZ AR catalogue identifies fewer events), the identi-
fied spatial patterns are consistent between the datasets.

2.2 AR Frequency and Seasonality

In the Southern Hemisphere, peak zonal-mean AR frequency occurs at approxi-
mately 41◦S latitude, corresponding to the mean latitude of New Zealand (Guan
& Waliser, 2015). The median lowest latitudinal extent of ARs in the Southern
Hemisphere is 29◦S, while the median highest latitudinal extent occurs at 50◦S
(Guan & Waliser, 2015). Thus New Zealand lies directly in the centre of AR activ-
ity, with significant AR activity also to the north and south of the country. During
the Jan-1979 to Aug-2019 period, corresponding to 59,412 six-hourly time-steps, a
total of 4,605 landfalling ARs in New Zealand were identified (7.8% of time steps)
by the global AR catalogue. For the NZ AR catalogue, operating at a higher IVT
threshold, a total of 3,797 landfalling ARs were identified (approximately 6% of
time steps) over the Mar-1979 to Feb-2020 period. Figure 2.3 shows the annual
AR counts (including event and persistent event counts) between 1980 and 2019.
Typically, between 60 and 120 landfalling ARs are identified each year.

The genesis location of cyclones in the Southern Hemisphere is seasonally de-
pendent, related to the position of the jet stream and the regions of strongest SST
gradient (Sinclair, 1995). Cyclones (and hence ARs) are observed to preferentially
form in the Indian Ocean, the South Australian Basin and off the east coast of
Australia. ARs of tropical origin are also observed, and can be associated with
tropical and ex-tropical cyclones, though the majority of New Zealand ARs form,
intensify and decay within the 30◦-60◦S latitude band. There exists a strong rela-
tionship between the distribution of IWV/IVT and AR occurrence, therefore AR
frequency is heavily dependent on the moisture content of the atmosphere (and
changes in mean atmospheric temperature). Overall, on the global scale, warm
season ARs are more common then cold season ARs. Over the entire Southern
Hemisphere, on average approximately 6.9 ARs are present at any one time-step
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Figure 2.3: Interannual variability in AR occurrence showing the number
of identified (a) AR Time-Steps, (b) AR Events and (c) Persistent AR Events
between 1980 and 2019. Derived from the NZ AR dataset.
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during austral summer. While approximately 6.3 ARs are present at any one time-
step during austral winter. In the Northern Hemisphere, on average 7.1 ARs are
present at any one time-step during boreal summer, compared to 5.1 ARs dur-
ing boreal winter. Thus, increased atmospheric moisture due to higher mean
atmospheric temperatures appears to be a dominant driver of summer AR occur-
rence. Thus, AR seasonality in New Zealand is likely related to hemisphere-wide
changes in AR occurrence, as well as latitudinal shifts in peak AR occurrence.
Prince et al. (2021) highlighted the role of seasonal changes in the position of the
polar and subtropical jet streams. Using the global AR dataset of Guan & Waliser
(2015), Prince et al. (2021) found a 50% reduction in AR occurrence for southern
regions during winter, primarily due to the influence of the winter split jet.

During austral summer, the lack of a developed subtropical jet results in the for-
mation of a singular circumpolar storm track along the polar jet stream (Naka-
mura and Shimpo, 2004). During austral winter, the main upper-level storm track
is located along the subtropical jet over the South Pacific, while a low-level storm
track forms along the surface baroclinic zone off the coast of Antarctica (Naka-
mura and Shimpo, 2004). This results in a split jet structure near New Zealand
during winter, which acts to suppress storm track activity in the South Pacific.
The Southern Hemisphere split-jet at the longitude of New Zealand is a promi-
nent feature of the climate during austral winter. As the jet stream shifts, so does
the storm track, and associated baroclinic processes (Trenberth, 1991). Thus, the
position of the jet stream strongly controls the eastward propagation of ARs, as
it shapes the distribution of low-level moisture and winds, and thus IVT. In par-
ticular, the zonal symmetry of the storm track is greatest during summer, while
storm track activity extends over a wider range of latitudes during winter (Tren-
berth, 1991). This feature produces a strong seasonality in AR frequency in New
Zealand, distinct between the North and South Islands. The impact of the split jet
on winter AR frequency in the Australia/New Zealand region is apparent in Fig-
ure 2.4, with high AR frequency to the north and south of New Zealand. In par-
ticular, we see that the region of peak AR frequency to the south of New Zealand
is located further poleward during winter. During summer, the mean position of
the polar jet is located nearer the equator, leading to a significantly higher num-
ber of AR landfalls.

The seasonal variation in New Zealand AR frequency is atypical, as ARs are typ-
ically driven by winter storms for most other regions where ARs are studied. In
particular, extreme AR precipitation is usually attributed to winter events as the
air is closer to saturation (Lavers et al., 2011; Neiman et al., 2011). Notable excep-
tions include the east coast of Asia (Pan and Lu, 2020), and the west coast of North
America between 41◦N and 45◦N latitude, which experiences peak AR frequency
in June (Rutz et al., 2019). The seasonal cycle in this region of North America was
found to be significantly enhanced or completely offset by the El Niño–Southern
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Figure 2.4: Annual and seasonal distribution of landfalling AR frequency
derived from the global AR catalogue.
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Oscillation (ENSO) and the Madden–Julian oscillation (MJO) (Mundhenk et al.,
2016). In Chapter 4, we explore how seasonal variation of New Zealand ARs is
influenced by coupled ocean-atmosphere climate drivers. The seasonal AR fre-
quency distribution for New Zealand shows similar patterns to South America
(located at roughly the same latitude), with an equatorward shift in the location of
peak AR frequency during winter (Viale et al., 2018). However, as New Zealand
lies to the south of the zone of maximum winter AR frequency, it experiences
comparatively fewer cold season ARs overall.

Figure 2.5 shows the seasonal AR frequency at approximately 30 km grid reso-
lution. ARs make landfall most often on the west coast of the South Island, south
of 44◦S. Off the coast of Fiordland, 16 days per year on average (4% of time-steps)
occur under AR conditions. A clear rain shadow effect is observed, with AR con-
ditions observed much less frequently east of the Southern Alps. As ARs interact
with the topography, wind speeds can be reduced and moisture is lost through
precipitation, thus enhanced IVT may not extend to the leeward side of the moun-
tain barrier. Rutz et al. (2014) found that water vapour depletion upon interaction
with a topographic barrier was a key contributor to AR decay, and inhibits the in-
land penetration of ARs in the western United States. Indeed, in the lee of the
South Island, a significant reduction in AR frequency is observed extending to
the date line.

AR landfalls in the South Island occur most often during spring and summer,
and in the North Island during winter and spring. Overall, the September to
January period is recognised as experiencing a higher frequency of AR landfalls.
The higher winter frequency in the North Island likely reflects the increased cy-
clogenesis off the eastern seaboard of Australia during winter (Sinclair, 1995).
The higher frequency of AR events in the South Island during warmer months
is likely due in part to the more pronounced summer ridges providing stronger
water vapour flux over a longer period. As southern regions are embedded in the
westerly wind belt year round, the higher number of summer ARs is likely also
due to a regional increase in the availability of moisture (and hence moisture flux)
due to higher temperatures. Thus, it is hypothesized that although winter fronts
may be more common, the extent of water vapour (or simply the magnitude of
IVT) may not be sufficient to constitute an AR. Use of IVT as a detection variable
may in fact underestimate the number of winter ARs, and winter AR impacts. The
IVT thresholds used to detect ARs were defined monthly to account for seasonal
variations in IVT. However, AR frequency may be influenced by the threshold-
ing method, and more frequent summer ARs might be observed simply due to
higher mean IVT in summer2. Indeed, the mean IVT of spring/summer ARs (634

2In developing the New Zealand detection algorithm, we trialled a new AR detection
variable in an attempt to correct this problem, see Appendix A.
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Figure 2.5: Annual and seasonal distribution of landfalling AR frequency
over the New Zealand landfall domain, derived from the New Zealand
AR catalogue.
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kgm−1s−1) was significantly higher than autumn/winter ARs (594 kgm−1s−1).
Mean IVT at landfall is also higher for summer ARs (770 kgm−1s−1) compared to
winter ARs (676 kgm−1s−1).

Most landfalling ARs in New Zealand are associated with mid-latitude troughs,
however many ARs are also directly or indirectly associated with tropical and
ex-tropical cyclones, particularly north of New Zealand. A number of landfalling
ARs source moisture from tropical cyclones (with cyclone centers contained within
the AR boundary), hundreds of kilometres from the New Zealand mainland. For
example, the highest daily rainfall total observed at Milford Sound in January
1994 was linked to tropical moisture from tropical cyclone Rewa, north of New
Caledonia (Reid et al., 2021). The AR event affecting the North Island in April of
2017 (the second most costly flooding event between 2007 and 2017) transported
moisture from tropical cyclone Debbie toward New Zealand (Reid et al., 2021).
The AR that led to extensive flooding in Westland in March 2019 sourced warm
and moist air from the remnants of two tropical cyclones over northern Australia,
including the category 4 tropical cyclone Trevor. Figure 2.6 highlights a number
of ARs that were directly associated with named ex-tropical cyclones.
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Figure 2.6: A selection of named ex-tropical cyclones that were directly associated with AR landfalls (from the
NZ AR dataset). Ex-tropical cyclone (a) Sina, (b) Bernie, (c) Esau, (d) Fergus, (e) Gavin, and (f) Ivy.
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A number of atypical AR geometries are observed involving tropical cyclones,
such as multiple tropical cyclones north of New Zealand forming a continuous
area of enhanced IVT. Indeed, the interaction of multiple synoptic systems ap-
pears to influence the development of a number of North Island ARs, while ARs
impacting the western South Island are typically associated with a single low-
pressure system south of 40◦ latitude. New Zealand is perhaps unique in experi-
encing such a high number of ’tropical ARs’, though ARs associated with tropical
cyclones have also been observed in California. Cordeira et al. (2013) investigated
two AR events that occurred simultaneously, developing in proximity to three
tropical cyclones in the western and central North Pacific. The study found that
AR-like structures could form in the absence of an upstream subtropical trough
if poleward water vapour flux on the east and poleward side of a tropical cy-
clone is sufficiently strong (Cordeira et al., 2013). It should be noted that not all
ex-tropical cyclones meet the geometry criteria of an AR, thus AR climatologies
will exclude a number of these extreme events. Some of New Zealand’s most ex-
treme events, e.g. Cyclone Bola, Cyclone Fehi, Cyclone Gita were not associated
with ARs. In general, tropical cyclones and ex-tropical cyclones are considered
distinct from AR events, though may coincide if the geometry aligns with typical
AR structures. Indeed, our detection algorithm is intended to exclude tropical
cyclones (with closed low-level atmospheric circulation), but may retain transi-
tioning tropical cyclones and regions of enhanced IVT associated with tropical
cyclones. Further research on the interaction between tropical cyclones and ARs,
and the moisture sources associated with New Zealand ARs, is required.

The majority of water vapour within ARs is generated through ascent within
the warm conveyor belt, rather than long-distance transport of water vapour
(Cordeira et al., 2013; Dacre et al., 2015). Dacre et al. (2015) therefore suggests
that the term ’atmospheric river’, which implies direct and continuous transport
of water vapour, is contrary to the notion of ARs as ’footprints left behind by pole-
ward traveling storms’. However, in assessing the dominant moisture sources
associated with eastern Pacific ARs, Bao et al. (2006) found a number of ARs that
were associated with direct (river-like) poleward transport of tropical moisture.
Indeed, a combination of both local (mid-latitude) and remote (tropical) moisture
sources appear to contribute to water vapour within New Zealand ARs.

To assess AR differences by location, we define six regional climate zones for
New Zealand (based on the regions defined by Mullan (1998)). See Figure 3.3 for
a map of the region boundaries. These climate zones are based on an EOF anal-
ysis of monthly precipitation anomalies at individual stations, and largely reflect
the east-west contrasts induced by the topography and mean westerly flow. The
climate zones are the northern North Island (NNI), eastern North Island (ENI),
southwestern North Island (SWNI), northern North Island (NSI), eastern South
Island (ESI) and western South Island (WSI). These zones have been used in a
number of previous studies (e.g. Kidson, 2000; Kidson and Renwick, 2002; Lor-
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rey et al., 2007). We use these climate zones throughout this thesis, to assess the
impacts of climate variability on regional AR frequency. While previous investi-
gations have highlighted the fact that New Zealand experiences more ARs during
summer (and our analysis supports this fact), the seasonality of AR occurrence
varies strongly by region. Figure 2.7 shows the monthly counts of AR landfall in
each region, highlighting regional differences in the seasonal cycle. For the North
Island, we find a clear peak in AR frequency in June, while South Island AR fre-
quency peaks in October. Interestingly, all regions exhibit a monthly minimum in
AR occurrence during April.

Figure 2.7: Monthly frequency of landfalling ARs by region. Derived
from the NZ AR dataset.

Figure 2.8 shows the seasonal variability (coefficient of variation) in AR occur-
rence. For the North Island, the season of largest variation in year-to-year AR fre-
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quency is during Summer and Autumn. In particular, we see that AR frequency
north of the mid-latitude storm track (30◦S) displays significant year-round vari-
ability. Thus, ARs of tropical origin making landfall in New Zealand are likely
dependent on tropical sea-surface temperatures, and modes of tropical variability
(particularly during summer). We explore the impacts of tropical Pacific forcing
on AR frequency in Chapter 4. For the South Island, winter months have a higher
variability in AR frequency, when the storm track is located further south. There
is little variability in summer AR frequency in the southwestern South Island,
where AR landfall frequency is consistently high.

To summarize this section, ARs make landfall all along the New Zealand coast-
line, but most frequently in the western South Island (14-16 AR days per year),
with an absolute overland maximum over Fiordland (>17 AR days per year).
There is a notable seasonality in AR occurrence, which varies significantly by
region. The occurrence of ARs reaches a maximum in the South Island during
summer, while AR frequency over the northern North Island peaks during win-
ter.

2.3 AR Characteristics

Rosier et al. (2015) found that the combination of a synoptic situation favouring
northeasterly flow over northern New Zealand, and extremely moist air of sub-
tropical origin, contributed to extreme winter rainfall totals in Northland. Rosier
et al. (2015) speculated that such events would be identified as ARs. Indeed,
while the mean IVT direction of most ARs making landfall in New Zealand is
northwesterly, a number of northeasterly ARs are observed making landfall on
the east coast of the country (Figure 2.9). In particular, we find that 17% of ARs
have an easterly IVT direction at landfall, and 3.8% of ARs have an easterly mean
IVT direction. Of the ARs with an easterly mean IVT direction, 70% made land-
fall in the northern North Island. Figure 2.9 shows histograms of AR character-
istics, from the NZ AR dataset. ARs making landfall in New Zealand have a
mean length of 3146 km and a mean length/width ratio of 6.7. Mean IVT magni-
tude over the AR region ranges between 362-993 kgm−1s−1, with a mean of 616
kgm−1s−1. IVT magnitude at landfall ranges between 252-2100 kgm−1s−1, with
a mean of 729 kgm−1s−1.

Prince et al. (2021) used a five-category AR rank scale to characterize the inten-
sity of AR events in New Zealand, derived from the global AR dataset of Guan &
Waliser (2015). The scale is based on the IVT magnitude and duration of AR con-
ditions over each location (Ralph et al., 2019). Throughout this thesis, we do not
adopt a scale to quantify AR intensity (aside from mean IVT), but instead classify
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Figure 2.8: Coefficient of variation of monthly AR frequency for each
season. (a, c, e, g) are derived from the global AR dataset (Guan & Waliser,
2015), while (b, d, f, h) are derived from the NZ AR dataset.
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Figure 2.9: Histograms of AR characteristics for all landfalling ARs de-
tected over the 1979-2020 period. Derived from the NZ AR dataset.

ARs in terms of their observed impacts (e.g. An AR is classified as ’Extreme’ if a
24 hour rainfall total above 100 mm is observed). We will assess the impacts of
ARs on New Zealand precipitation in the next chapter.

Figure 2.10 shows the mean duration, mean IVT magnitude, and mean IVT di-
rection under AR conditions for each grid-cell (derived from the NZ AR dataset).
The mean duration of AR conditions is highest for the northern and southwestern
North Island, persisting for more than 11 hours on average. The strongest ARs to
the northeast of New Zealand are associated with enhanced moisture associated
with tropical systems which can persist for a significant duration. ARs impacting
southern New Zealand are usually associated with faster moving systems, with a
more zonal mean IVT direction. The mean IVT under AR conditions sharply de-
creases on the leeward side of the Southern Alps and Central Plateau, due to oro-
graphic rainout. In the southwestern South Island, strong westerly winds drive
very strong IVT magnitudes, however AR events in this region are often short-
lived. Indeed, ’Weak ARs’ (max IVT less that 500 kgm−1s−1 and duration less
than 24 hours) and Category 1 ARs are most common in the southwestern South
Island, and to the south of New Zealand (Prince et al., 2021). The mean IVT di-
rection at landfall for all ARs is 328◦ (north-northwest), though for the coastal
southwestern South Island the formation of a barrier jet forces a more northerly
IVT direction at landfall. For northern regions, the IVT direction at landfall may
be directly from the north, or even the northeast, associated with lower latitude
cyclonic systems. There is also a slight seasonal change in the IVT direction at
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landfall associated with ARs; the mean IVT direction over the country shifts to a
more northerly direction during winter.

Figure 2.10: Mean AR condition characteristics. For each grid cell, mean
values are computed for all ARs detected over the 1979-2020 period. (a)
Frequency of AR conditions, (b) Mean duration of AR conditions, (c) Mean
IVT during AR conditions, (d) Mean IVT direction during AR conditions.
Derived from the NZ AR dataset.

An extensive variety of AR geometries are observed in New Zealand, exhibiting a
range of intensities, orientations, and genesis locations. In order to better under-
stand the range of observed AR geometries, we further categorize ARs in terms
of the synoptic patterns that drive them.
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2.4 Synoptic Types

Synoptic climatology refers to the study of climate from the perspective of synoptic-
scale atmospheric circulation patterns. In this field, a common methodology is to
group similar weather patterns into distinct categories. This has the advantage of
scaling down the wide variety of observed weather patterns into a small number
of types, allowing us to statistically assess connections between circulation pat-
terns and other climate features. In our case, we are interested in the different
circulation patterns associated with landfalling ARs in New Zealand. There are
currently no investigations of AR occurrence and synoptic types in New Zealand.
Indeed, formal investigations of ARs and synoptic types in other regions of the
world are few in number.

The synoptic type classification method is well established and was originally
used to improve regional forecasting techniques (Barry, 2005). A wide variety of
synoptic typing methods have been employed in different regions of the world,
typically based on daily surface or upper-level pressure fields. We make use of an
existing scheme, the Kidson Type (KT) (Kidson, 2000). This classification scheme
allows us to characterize AR landfalls in terms of general weather patterns. Thus,
we build on previous analyses of ARs by investigating relationships between ARs
and Kidson weather types (which are known to be influenced by large-scale cli-
mate variability like ENSO and SAM), to better understand the synoptic condi-
tions that caused each AR event.

’Kidson types’ are a set of 12 synoptic types for the New Zealand region defined
by Kidson (2000) (updated 12-hourly Kidson type data was provided by Prof.
James Renwick). The Kidson type classification is based on a cluster analysis
using 1000 hPa geopotential height fields from gridded atmospheric reanalysis
(NCEP/NCAR reanalysis version 1). Other synoptic types have been defined
for the New Zealand region. For example, Jiang (2011) used a different method
from Kidson (2000) based on rotated T-mode principal component analysis and
convergent K-means clustering, identifying 12 synoptic types for New Zealand
(similar to those identified by Kidson (2000)). Kidson types have been employed
in a number of previous studies, including investigations of snowfall and glacier
mass balance (Purdie et al., 2011; Webster et al., 2015; Cullen et al., 2019), hy-
drology and drought (McKerchar et al., 2010; Salinger and Porteous, 2014), and
paleoclimatology (Lorrey et al., 2007, 2014). Griffiths (2011) investigated the re-
lationship between each Kidson type and extreme daily rainfalls (‘Rx1day’) from
22 rainfall station rainfall records across New Zealand on monthly, seasonal and
annual time scales. Significant relationships between seasonal station rainfall ex-
tremes and the SAM, ENSO and IOD were also identified. Renwick (2011) further
explored relationships between Kidson types and SAM/ENSO and investigated
the mean magnitude of temperatures and rainfall associated with each Kidson
type. Kidson types have the potential to be used in experimental forecasts of ARs
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and extreme rainfall in New Zealand, and are therefore worth examining. Specif-
ically, Kidson types may be useful as a proxy to help identify and forecast the
most damaging ARs and extreme rainfall events.

The mean 1000 hPa height fields for each Kidson type are shown in 2.11.

Figure 2.11: The 12 Kidson synoptic types represented by mean 1000 hPa
geopotential height composites using ERA5 data.

Each Kidson type can be further classed as belonging to one of three regimes:

Trough: Frequent troughs crossing the country (types T, SW, TNW, TSW).

Zonal: Highs to the north with strong zonal flow to the south of New Zealand
(types H, HNW, W).
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Kidson Type Annual MAM JJA SON DJF

T 11.6 7.7 11.9 15.8 11.0
SW 12.0 10.4 11.6 15.8 10.1

TNW 7.0 4.9 7.4 7.0 8.9
TSW 5.69 3.9 6.7 5.1 7.0

H 13.8 17.7 16.4 13.4 7.7
HNW 7.8 8.3 9.4 8.7 4.7

W 5.6 4.4 5.9 8.1 3.8
HSE 13.5 18.8 10.2 8.2 16.9
HE 7.6 8.3 8.6 7.3 6.4
NE 5.4 5.3 4.0 3.8 8.6
HW 5.4 6.0 4.2 3.6 7.8

R 4.6 4.5 3.7 3.0 7.0

Table 2.1: Annual and seasonal Kidson type frequency (% occurrence) for
the Mar-1979 to Feb-2020 period.

Blocking: Blocking patterns with highs more prominent in the south (types HSE,
HE, NE, HW, R).

The frequency of each Kidson type varies by season. Figure 2.1 shows the rela-
tive frequencies of each Kidson type over the 1979-2020 period. In general, the
blocking regime is most frequent in summer and autumn, the zonal regime is
less common in summer, and the trough regime is less frequent in autumn (Kid-
son, 2000). Kidson (2000), Griffiths (2011), and Renwick (2011) also show that the
relative frequencies of each type are modulated by the SAM, ENSO and the IOD.
Using the KT framework we may associate each AR with a weather circulation
pattern. This allows us to explore relationships between synoptic conditions and
ARs, and examine the synoptic conditions leading to the most extreme AR events.
In this chapter we primarily use the NZ detection algorithm (Kennett, 2020) as it
captures the most extreme events and more accurately represents the AR landfall
location. As Kidson types are defined 12-hourly, while ARs are detected 6-hourly,
if an AR falls between Kidson time-steps it is associated with the Kidson types of
the two adjacent time-steps. Thus some ARs may be associated with more than
one Kidson type.

We classify the most intense ARs in terms of daily precipitation (see Chapter 3
for methods). If at least one station records a daily rainfall total above the 99th
percentile (defined relative to all daily rainfall observations for that station), ei-
ther the day of or day after AR landfall, that AR is labeled as a ’Heavy’ AR. If
at least one station records a daily rainfall total above 100 mm, either the day of
or day after AR landfall, that AR is labeled as an ’Extreme’ AR. Again, to assess
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regional impacts, we use the six regional climate zones defined by Mullan (1998).
An AR must overlap a climate zone to be counted as landfalling for that zone.
Similarly, the daily station records from within each climate zone define whether
an AR is a ’Heavy’ or ’Extreme’ event for that zone.

2.4.1 Synoptic AR Climatology

In general, the passage of troughs across New Zealand is characterized by the
TNW, T/TSW, SW sequence of Kidson types (Kidson, 2000) and the majority of
ARs are associated with these ’trough’ regime Kidson types, though not exclu-
sively. Figure 2.12 shows plots of AR frequency in the southwest Pacific region,
concurrent with each Kidson type. AR events in New Zealand have much more
complex geometries compared with other regions of high AR landfall. Unlike the
Pacific coast of North America, Western Europe and the Chilean Andes, which
feature an extended western coastline, New Zealand is located in open ocean,
exposed to both the mid-latitude storm track and tropical moisture sources to
the north. Figure 2.13 shows detected AR axes for each Kidson type, display-
ing a wide range of orientations. The majority of ARs making landfall in New
Zealand were associated with the T (19.9%), TNW (14.5%), HE (10.5%), and W
(9.9%) types. In particular, for all regions except the western South Island, the
majority of AR landfalls occurred during the T synoptic type. For the western
South Island, AR landfalls were recorded most frequently for HE (16.0%), TNW
(16.0%), T (15.7%), and W (14.6%) types. Thus HE and TNW types, which are
associated with northwesterly advection of moisture, drive AR landfalls in the
western South Island. In general, the increased monthly frequency of ’blocking’
regime types was correlated with a decrease in AR frequency overall, while an
increase in the frequency of the ’zonal’ and ’trough’ regimes was associated with
an increase in AR frequency. Figure 2.13 also highlights the spatial extent of ARs
making landfall in New Zealand, with a number of ARs extending thousands
of kilometres to the South Australian Basin, northward to the tropical western
pacific 20◦S, and even extending to the Java sea and eastern Indian Ocean.
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Figure 2.12: AR frequency for each Kidson type, derived from the global AR dataset of Guan & Waliser (2015).
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Figure 2.13: Kidson type composites of mean IVT (shaded contours and vectors) and AR axes.
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Unlike other regions of the world, where ARs are typically driven by similar and
consistent synoptic-scale patterns, a wide range of circulation patterns contribute
to ARs in New Zealand. Further, there are significant differences in the primary
synoptic drivers of AR landfalls for each region. Figure 2.2 shows the seasonal
fraction of regional AR landfalls associated with each Kidson type. The primary
synoptic patterns associated with ARs for each region did not display significant
seasonal variation. However, some slight differences between summer and win-
ter were observed. For the North Island, a larger fraction of T ARs are observed
during spring and summer, and a larger fraction of W, HSE, HE, and NE ARs are
observed during autumn and winter. For the South Island, a larger fraction of T
and SW ARs are observed during spring and summer, and a larger fraction of H,
HSE, HE and NE ARs are observed during autumn and winter.

Table 2.2: Percentage of landfalling ARs associated with each Kidson type.
Calculated for each region between 1979-2019. Cells are shaded propor-
tional to their values.

Overall, seasonal differences in the favoured synoptic conditions are small. These
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results suggest that the synoptic drivers of ARs do not vary significantly between
summer and winter. Rather, seasonal variation of AR occurrence is related to
changes in the frequency of the synoptic patterns themselves.

We also assess regional Kidson types frequencies associated with ’heavy’ and ’ex-
treme’ ARs. For the northern North Island, heavy and extreme AR events are
favoured by northeasterly flow over the region. For the northern North Island,
54% of summer extreme ARs were associated with the NE Kidson type, compared
to 20% of all summer NNI ARs. This is in agreement with the findings of Rosier
et al. (2015) who found that the combination of a synoptic situation favouring
northeasterly flow over northern New Zealand, and extremely moist air of sub-
tropical origin, contributed to extreme winter rainfall totals in Northland in 2014.
ARs associated with TSW and NE types (with enhanced IVT to the northeast of
New Zealand) are most likely to contribute to daily rainfall totals above the 99th
percentile (94% of AR events associated with these types). For the eastern North
Island, extreme events are favoured by both NE and R Kidson types. For the
North Island and northern South Island, trough Kidson types (T, SW and TNW)
are less favourable for extreme AR events. However, heavy and extreme ARs in
the western and eastern South Island consist of a higher fraction of T, TNW and
TSW Kidson types. We also investigate the relationship between Kidson type
and AR characteristics (such as IVT intensity and duration). As expected, Kid-
son types associated with strong zonal flow (T, SW, TNW, W) are associated with
higher IVT magnitude at landfall.

The intensity and position of ARs is strongly modulated by the relative posi-
tions of the associated low and high pressure centres (Zhang et al., 2019). In
particular, the characteristics and structure of New Zealand ARs is likely sig-
nificantly influenced by the preceding ridge environment. A blocking high is
a persistent high-pressure system that remains almost stationary for more than
24 hours, strongly influencing the regional circulation. While blocking highs in
New Zealand are typically associated with mostly dry weather and even drought,
they can assist in drawing down warm, moist air from the tropics. Deflection of
cyclones from their usual paths can induce extreme weather conditions, espe-
cially equatorward of the blocking high (Taljaard, 1972). In New Zealand, a rapid
succession of cyclones may occasionally follow a blocking event, which can pose
potential for flooding (Dravitzki and McGregor, 2011). Reid et al. (2021) found
that ARs contributing to the highest daily rainfall totals in New Zealand were as-
sociated with higher maximum IVT (statistically significant) and were of longer
average duration. Thus, blocking events in the New Zealand sector may be pre-
cursors of extreme AR events. Indeed, a number of identified extreme AR events
in New Zealand were associated with notable blocking highs. Although block-
ing highs are recognized as influencing the intensity of heavy rainfall events (e.g.
Rabinowitz et al., 2018), there have been few formal studies of how atmospheric
blocking influences AR activity. While investigating synoptic-scale precursors of
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AR landfalls in northwestern North America, Benedict et al. (2019) found that
high-latitude blocking anticyclones were associated with increased probability of
AR occurrence at lead times of 1-2 weeks. In New Zealand, we also expect that
blocking events strongly influence the intensity of AR events, particularly in sum-
mer, as well as extending the duration of AR events. We therefore suggest this as
an avenue of future research.

2.5 Conclusions

We develop and implement an automated AR detection algorithm for New Zealand
over the 1979-2019 period. Compared to past studies of ARs in New Zealand,
fewer ARs overall were captured by our detection algorithm, though previously
identified patterns are maintained. Most importantly, our algorithm is able to
successfully capture the most extreme events (i.e. events with significant flood-
ing potential). Using our detection algorithm, we find a significant number of
ARs making landfall in the North Island. Notably, we find that AR conditions
over the northern North Island are detected for 46% of all landfalling ARs. These
results suggest that previous investigations of New Zealand ARs, using the global
detection algorithm of Guan & Waliser (2015), may underestimate the number of
AR landfalls (and impacts) in the North Island (particularly the Far North). As
this is likely due to the geometry constraints, we suggest use of AR detection al-
gorithms employing both higher spatial resolution and higher IVT threshold for
future New Zealand studies.

While ARs occur throughout the year, there exists a clear seasonality in the spatial
distribution of AR frequency. Thus, any investigation related to the modulation
of AR activity must be understood in terms of this seasonal cycle. We find that
ARs make landfall most frequently in the western South Island during late spring
and early summer (SONDJF), and in the North Island during winter and spring
(JJASON). This seasonality is mainly linked to displacement of the storm track to
the north and south of New Zealand during winter, related to seasonal changes
in the mean position of the subtropical and polar jet streams (i.e. the wintertime
split-jet), with some contribution from a general increase in atmospheric moisture
availability during the warmer months.

We also investigated relationships between ARs and Kidson weather types, to
better understand the synoptic conditions that caused each AR event. We found
significant regional differences in the synoptic-scale drivers of AR landfalls. ARs
can roughly be characterized into two types; those making landfall in the South
Island driven by H, HNW, W, SW, and HE Kidson types (associated with north-
westerly airflow and enhanced IVT to the west of the country), and those making
landfall in the northern North Island driven by TSW, NE, HW, and R Kidson
types (associated with low-latitude troughs/subtropical systems and enhanced
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IVT to the northeast of the country). The results in this chapter give context to the
remainder of the thesis, where we discuss the impacts and drivers of ARs.



Chapter 3

Impact of ARs on Precipitation

In March 2019, an extreme AR event led to significant flooding on the West Coast,
which culminated in the collapse of the Waiho Bridge1. A state of emergency
was declared in Westland as extensive flooding led to evacuations, power out-
ages and the closure of major roads, leaving the Westland community isolated.
At least one person died during the event after being swept away by the flood-
waters (Guildford, 2019). The Waiho River bridge connecting Franz Josef and
Fox Glacier was destroyed by the floodwaters, and the Haast River recorded its
second highest water level since 1969 (NIWA Monthly Climate Summary, March
2019). The event had an estimated repair cost of $9.5m, and cost the West Coast
economy in excess of $1m a day while the bridge was inactive (approximately
$48m in total) (Guildford, 2019). A 48-hour precipitation record for New Zealand
was recorded at Cropp River, with 1086 mm falling between the 25-26th of March
(equivalent to the mean annual rainfall of Auckland). This surpassed the previ-
ous record of 1049 mm, which was also recorded at Cropp River between 12-13
December 1995 (NIWA Monthly Climate Summary, March 2019).

Figure 3.2 shows the synoptic situation for the event. On the 24th of March, an
atmospheric river began to form over the Tasman, sourcing warm and moist air
from the remnants of two tropical cyclones over northern Australia (including
tropical cyclone Trevor, category 4). The AR formed ahead of a system of fronts,
driven by a developed low-pressure system to the southwest of New Zealand.
Off the east coast of New Zealand, a large area of high pressure (a blocking high)
persisted, concentrating northwesterly flow toward the South Island and extend-
ing the duration of the event. The event was associated with the HE Kidson
type (Kidson, 2000), transitioning into the W Kidson type as the front moved
eastward. On the 25th of March, the AR made landfall, beginning a continuous
period of strong moisture flux for the South Island lasting 48 hours. The pro-

1This event was one of the primary catalysts for this thesis.
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Figure 3.1: (a) Atmospheric river making landfall in New Zealand,
25/03/2019 1800 UTC. Coloured contours and vectors show integrated
water vapor transport (IVT) from ERA5. (b) Damage to the Waiho River
bridge following the extreme AR event (image by George Heard, 2019).
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longed period of moisture flux and orographic forcing produced event rainfall
totals of over a metre for parts of the Southern Alps, with Cropp River recording
1086 mm of precipitation in 48 hours. Rainfall stations at Haast River, Mueller
Hut, Ivory Glacier, Milford Sound, Mt Philistine and Mt Cook all recorded event
rainfall totals above 500 mm. Near-record 1-day rainfall totals were also observed
at Manapouri, Hokitika, Secretary Island, Greymouth and Arthurs Pass (NIWA
Monthly Climate Summary, March 2019). The vertical structure was typical for
extreme events in the Southern Alps (Henderson and Thompson, 1999; Cullen
et al., 2019), a low-level jet ahead of the cold front, driving a strong inner AR
core and strong northwest flow aloft. Over the AR cross section the flow rate of
moisture well exceeded the equivalent liquid water flow rate through the mouth
of the Amazon and Nile rivers combined (calculated from a WRF simulation of
the event, see Appendix). The IVT magnitude and precipitation rates observed
during this event are among the most extreme seen in the mid-latitudes (outside
of tropical cyclones).
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Heavy rainfall in New Zealand is relatively common, and is associated with nu-
merous hazards such as flooding and landslides. New Zealand rainfall extremes
are typically associated with low-pressure systems undergoing rapid cyclogene-
sis (’weather bombs’), as well as tropical cyclones transitioning into ex-tropical
cyclones as they move south (approx. one per year (Sinclair, 2002)). For both
systems, if sufficiently large and long-lived, the extent of water vapour flux can
be sufficient to constitute an atmospheric river. When an AR makes landfall, es-
pecially in areas of high topography, it releases much of its water vapour as pre-
cipitation through orographic uplift. Further uplift is also forced by cyclonic and
frontal lifting (i.e. ascent in the warm conveyor belt), and convective processes
(Ralph et al., 2004). These mechanisms can translate the extreme atmospheric
moisture flux associated with ARs into damaging hydrological impacts (Neiman
et al., 2011; Lavers et al., 2012). Factors such as soil/bedrock type, antecedent soil
moisture and land use (including the existence of water storage areas and flood
resilient infrastructure) also play a significant role in determining the hydrologi-
cal impacts of an AR (Albano et al., 2020; Lavers et al., 2020).

In many mid-latitude regions, ARs are found to have significant impacts, con-
tributing to extreme rainfalls and flooding. Summarizing the findings of previous
studies: Extreme orographic precipitation associated with ARs has been studied
significantly in the Sierra Nevada mountain range in western North America (e.g.
Ralph et al., 2006; Dettinger et al., 2011; Rutz et al., 2014). Ralph et al. (2006) per-
formed one of the fist studies linking ARs and extreme flooding events, finding
that all seven of the largest flooding events on the Californian Russian River be-
tween 1997 and 2006 were associated with ARs. In California, all of the largest
storms between 1950 and 2008 (with 3-day precipitation totals exceeding 400 mm)
were associated with ARs (Dettinger et al., 2011). Across 11 western U.S. states
between 1978-2017, a total of US $42.6 billion in total damages was attributed to
ARs (Corringham et al., 2019). Nayak and Villarini (2017) found that 40% of the
top 1% daily precipitation totals, and 70% of annual peak floods, in the central
United States were associated with ARs. In Europe, Lavers et al. (2011) found
that the 10 largest flood events in the United Kingdom since 1970 were all associ-
ated with ARs. Over 90% of extreme daily precipitation events on the west coast
of Norway since 1900 were associated with ARs (Azad and Sorteberg, 2017). In
the South American Andes, over half of the top 25% observed precipitation rates
occurred under AR conditions between 2001-2016 (Viale e al., 2018). In South
Africa, 70% of the top 50 daily winter precipitation totals were linked to ARs
(Blamey et al., 2018).

The Southern Alps are the most prominent topographic barrier in the South-
ern Hemisphere south of 40◦, experiencing annual precipitation totals of over
10 m (Kerr et al., 2011). The strongest ARs making landfall on the west coast of
the South Island drive intense and prolonged moisture flux toward the Southern
Alps, and contribute to 3-day precipitation totals exceeding 1000 mm (Prince et
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al., 2021). Prince et al. (2021) analyzed data from eight rainfall stations across
New Zealand. The strongest AR impacts were observed in the South Island; ARs
were found to account for 78% of total precipitation and 94% of extreme precipi-
tation on the West Coast (Prince et al., 2021). By investigating observations from
eleven New Zealand rainfall stations, Reid et al. (2021) found that between seven
and ten of the top ten daily rainfall totals were associated with ARs. Further, nine
of the ten most costly floods in New Zealand between 2007 and 2017 were asso-
ciated with ARs (Reid et al., 2021).

ARs also have significant impacts on New Zealand’s cryosphere. Little et al.
(2019) found that AR-like structures, with northwesterly circulation and IVT>1600
kgm−1s−1, were a significant contributor of extreme snowfall and ablation at
Brewster Glacier in the Southern Alps. Porhemmat et al. (2021) found that ap-
proximately 70% of large snowfall events (snow depth increase >90th percentile)
at selected locations in the Southern Alps coincided with AR landfalls. Glacier
mass balance in the Southern Alps is governed by the local atmospheric circula-
tion, namely the airflow direction airflow and air temperature (Fitzharris et al.,
1997; Conway and Cullen, 2016; Cullen et al., 2019). Therefore the fate of New
Zealand’s glaciers, which are sensitive to climate variation and climate change,
will be strongly influenced by the frequency and characteristics of future AR land-
falls.

The main benefit of the AR framework is its ability to link regions of intense
moisture flux with local impacts. Given the large societal impacts of AR events
in New Zealand, it is therefore important to quantify the spatial and temporal
variability of AR impacts. This chapter investigates the impacts of ARs on New
Zealand rainfall. Using a comprehensive AR dataset spanning 40 years (1979-
2019), we assess the impact of ARs on seasonal rainfall totals and extreme events.
We extend the analysis of Prince et al. (2021) and Reid et al. (2021) by incorpo-
rating 189 stations over the 1979-2019 period in the analysis. To investigate the
social and economic costs of AR events, we also investigate the insurance losses
associated with extreme AR events since 1980.

3.1 Data and Methods

3.1.1 Daily Rainfall Data

In order to accurately assess the spatial distribution of AR impacts we use local
rain gauge records. Daily rainfall station data is obtained from the New Zealand
Climate Database (CLIDB) managed by the National Institute of Water and At-
mosphere (NIWA):
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CliFlo: NIWA’s National Climate Database on the Web
http://cliflo.niwa.co.nz

Retrieved 24-April-2020

Each station reports 24-hour accumulations of precipitation at 0900 NZST time
(2100 UTC Previous Day). The majority of station observations are recorded us-
ing automatic tipping bucket rain gauges which measure the time taken to collect
every 0.1 mm of precipitation. Note that precipitation includes snow and hail
as rain gauges cannot distinguish between phases. We use daily rainfall obser-
vations between 1979 and 2019, to coincide with the AR identification period.
Station data was checked for completeness. Stations that were open during the
1979-2019 period, with at least 85% complete data were retained. This provides
a mostly complete dataset over the 1979-2019 period, consisting of 189 stations.
Metadata for each station was also retrieved.

A number of standard quality controls were performed on the data. First, the data
was checked for any physically impossible values (e.g. negative rainfall totals),
no such errors were found. Rainfall accumulations from a period greater than 24
hrs were identified and discarded. Rainfall accumulations greater than 300 mm
were manually checked against weather maps and extreme event records. No
unreasonable values were found. No missing data was filled in. It is important
to remove non-climate factors from the dataset so that temporal variations are
attributed only to climate processes. Non-climate variation may be introduced
through relocation of the station, changes to land-use, or changes to the instru-
ment itself. These artificial shifts can significantly bias the analysis of trends,
variability and extremes, therefore before calculating precipitation indices, we
require homogeneity of the dataset. Homogeneity testing is performed using
RHtests dlyPrcp software (Wang and Feng, 2013). For each station, we test for
any significant changepoints in the time series. We test each station for any statis-
tically significant Type-1 changepoints. Type-1 changepoints are those identified
by applying a maximal F-type test, without including known changepoints from
the metadata (Wang, 2008). Artificial shifts in the daily precipitation data series
are detected without using a reference series. The confidence level of the test was
set to its default value of 95%. If no significant changepoints are identified, the
dataset for that station is labeled as homogeneous. Of the 189 stations comprising
our daily rainfall dataset, 77 were identified as homogeneous over the 1979-2019
period. We then calculate core indices defined by the Expert Team on Climate
Change Detection and Indices (ETCCDI). Due to the complexity involved in ad-
justing the rainfall data series, precipitation indices were only calculated for sta-
tions that were identified as homogeneous. We calculate these indices using the
standardised free software, RClimDex (Version 1.9-3), developed by the ETCCDI
(Zhang et al., 2018).
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Figure 3.3: The distribution of the 189 stations comprising the daily rain-
fall dataset, the 74 stations for which we calculate precipitation indices are
filled in. The six regional climate zones referred to in this thesis (based on
the regions defined by Mullan (1998)) are also shown.



3.2. New Zealand Rainfall 59

3.2 New Zealand Rainfall

Figure 3.4 shows the mean annual precipitation for 154 stations between 1979 and
2019. The influence of the rain-shadow and orographic enhancement are clearly
seen to the east and west of the Southern Alps. The west coast of the South Island
is New Zealand’s wettest area, while the driest area is directly east of the divide.
Annual rainfall totals range from below 500 mm at Alexandra, to above 3000
mm for elevated West Coast locations. Mean seasonal rainfall patterns, for 554
stations between 2000-2018, are also shown in Figure 3.5. The North Island and
northern South Island receive the highest seasonal rainfall totals during winter,
while the eastern South Island, south of Banks Peninsula, receives the highest
seasonal rainfall total during summer. The west coast of the South Island receives
the highest seasonal rainfall total during spring.

Figure 3.4: Mean annual precipitation for New Zealand stations (1979-
2019). Station data obtained from the New Zealand Climate Database
(CLIDB) managed by the National Institute of Water and Atmosphere
(NIWA).
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Figure 3.5: Summary of New Zealand seasonal rainfall (2000-2018) based
on daily rainfall data from 554 stations. Mean Daily Rainfall for (a) sum-
mer (DJF), (b) autumn (MAM), (c) winter (JJA), and (d) spring (SON).
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3.3 AR Impacts

At any instant in time, the locations that fall within the AR boundary are defined
to be under ’AR conditions’. For each location and each day, if AR conditions
exist over that location for at least one time-step (including time-steps 6-hours
either side of that day), it is tagged as an ’AR day’. To investigate the impact of
ARs on New Zealand rainfall, we calculate the percentage of total annual rainfall
falling during AR days. In order to compare directly with other regions of the
world, we use the global dataset of Guan & Waliser (2015). Note that the global
algorithm thresholds a comparatively larger AR boundary, thus regions outside
the core of the AR are also regarded as under AR conditions. For this reason, Rutz
et al. (2019) recommends the use of this type of detection algorithm for attribut-
ing hazards such as heavy rainfall, flooding and wind. Figure 3.6 and Figure 3.7
show the annual and seasonal contribution of ARs to total precipitation. In quan-
tifying AR-linked precipitation, the values found here are relatively conservative;
AR impacts typically extend outside of the AR boundary and can influence pre-
cipitation before it has made landfall, and after the AR has decayed.

There exists a distinct east-west pattern, influenced by the topography, result-
ing in a rain shadow effect. Due to the prevailing northwesterly moisture flux,
the highest contributions are found on the north and west coasts of both islands.
Over 45% of West Coast rainfall fell under AR conditions. Notably, the contribu-
tions to northern and western North Island rainfall are on par with values for the
west coast of the South Island. This highlights the important role of ARs in re-
plenishing water resources in the north of the country. The smallest contributions
(as low as 10%) were found directly east of the main divide, where orographic
rainout reduces links between precipitation and AR landfall. Note that the high-
est fractions found for New Zealand, on the west coast of the South Island, are on
par with values found for western South America (Viale et al., 2018). Using a simi-
lar method (though different AR dataset and calculation), Viale et al. (2018) found
40-60% of annual precipitation in the Chilean Andes was attributed to landfalling
ARs, significantly exceeding values found in western North America (Dettinger
et al., 2011). Thus, AR contributions to New Zealand rainfall are likely among the
highest in the world.

AR-related precipitation fractions did not show significant seasonal variation.
The fraction of seasonal AR-related precipitation mostly matched the seasonal
frequency of AR occurrence, with the majority of the country experiencing the
largest fractions in summer or spring (see Figure 3.9). Note that even in winter,
when AR frequency is reduced for the west coast of the South Island, signifi-
cant AR contributions were observed. This is likely due to the air being closer
to saturation, with a weaker winter AR contributing the same rainfall as a strong
summer AR. It should be noted that weak summer ARs may fail to fully satu-
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Figure 3.6: Percentage of total annual precipitation associated with AR
days for the period 1979-2019. Using Guan & Waliser (2015) AR dataset,
IVT > 85th percentile.



3.3. AR Impacts 63

rate the atmospheric column, and thus produce less precipitation, especially at
lower elevations (Rutz et al., 2019). Thus, we suspect that the temperature of ARs
strongly relates to the observed precipitation accumulations.

Figure 3.7: Percentage of total season precipitation associated with AR
days for the period 1979-2019. Using Guan & Waliser (2015) AR dataset,
IVT > 85th percentile.

There exists a strong relationship between instantaneous IVT and precipitation,
particularly for elevated locations. Therefore, any time ’AR conditions’ occur over
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a location, there is a significant chance of heavy rainfall. In general, IVT val-
ues exceeding 750 kgm−1s−1 are considered notable. Values over 1000 kgm−1s−1

are considered extreme, and often indicate a significant flooding threat. To fur-
ther investigate how ARs influence daily rainfall totals, we compare daily rainfall
falling under AR versus non-AR conditions. For all wet days (> 1 mm rain-
fall) the median daily precipitation is calculated for AR days and non-AR days.
The ratio between these values defines the (AR/non-AR) precipitation fraction.
Similar values have been defined in the literature to measure AR precipitation
intensity (see for e.g. Neiman et al., 2008; Viale et al., 2018). Aside from the east
coast, daily wet-day rainfall totals were at least 50% higher for AR days. AR/non-
AR precipitation fractions were up to 2.5 times higher for West Coast, Taranaki
and Waikato locations where orographic forcing can drive appreciable rain-rates.
Fractions less than 1 are observed for parts of the South Island east of the main
divide, where AR landfalls would typically be associated with reduced moisture
due to orographic rain-out (and strong Foehn warming). Looking at the season-
ality of the (AR/non-AR) precipitation fractions, a large number of stations were
impacted more by winter ARs, mostly stations experiencing higher winter rain-
fall totals (Figure 3.9). Thus, in general winter ARs tend to be more intense (in
terms of total daily precipitation).

Figure 3.8: (a) Ratio of mean wet-day (> 1mm) precipitation under AR
conditions to those under non-AR conditions. (b) Spearman correlation
coefficient between monthly AR frequency and maximum 1-day precipi-
tation (RX1DAY), stations significant at p< 0.05 shown.
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In the next chapter, we investigate how large-scale climate oscillations influence
monthly AR activity in New Zealand. It is implied that an increase in AR fre-
quency corresponds with an increase in heavy precipitation, and an increased
likelihood of flooding. While we have demonstrated strong links between AR
frequency and accumulated precipitation, it is not clear whether increased AR
frequency translates to an increase in the intensity of extreme events (at least on
monthly time-scales). To investigate the relationship between AR occurrence and
rainfall extremes on monthly time-scales, we compare monthly AR frequency to
monthly maximum 1-day precipitation. Figure 3.8(b) shows stations with signif-
icant correlations between monthly AR frequency and maximum 1-day precip-
itation. Only stations in the southern, northern and western South Island and
southwestern North Island display significant correlations. This suggests that for
the northern North Island and east of both Islands, increases in AR frequency do
not necessarily correspond with an increase in the magnitude of extreme rainfall
events.

3.4 Extreme Events

Flooding events in New Zealand have had major social and economic conse-
quences with losses to property, farmland, livestock, roads and bridges. Flooding
is recognized as New Zealand’s most frequent and costly natural hazard; insur-
ance industry records show that flooding is the largest source of damage claims
from natural disasters (McKerchar and Pearson, 2001). The 12 costliest flooding
events in New Zealand between mid-2007 and mid-2017 cost NZ $472m in in-
surance damages (Frame et al., 2020). The full economic costs are expected to be
higher as these values do not include losses in economic activity in the aftermath
of events, or emergency response costs preventing damage to insured property
(Frame et al., 2020).

The majority (approx. two-thirds) of New Zealand’s population resides in flood-
prone areas (Rouse et al., 2012), and the number (and value) of insurance pay-
outs associated with flood damage is increasing, with continued development on
floodplains (Smart & McKerchar, 2010). Future flood frequency is recognized as a
key risk for New Zealand, though there is some uncertainty in projected changes
to extreme rainfall (Reisinger et al., 2014). Current extreme rainfall projections in
New Zealand under a local 2◦C warming suggests that 100-year extreme events
(i.e. events with a 1 in 100 chance of being equaled or exceeded in any given year)
could occur approximately twice as often (Bell et al., 2017). Drought frequency in
parts of New Zealand is also expected to increase; ”time spent in drought in east-
ern and northern New Zealand is projected to double or triple by 2040” (Reisinger
et al., 2014).

Figures 3.10 and 3.11 show a number of recent AR events that were associated



66 Chapter 3. Impact of ARs on Precipitation

Figure 3.9: Season of maximum (a) accumulated precipitation, (b) AR fre-
quency, (c) fraction of precipitation from ARs, (d) AR/non-AR wet-day
precipitation fraction. Summer (red), Autumn (orange), Winter (blue),
Spring (green). Derived for 554 stations (2000-2018) using the NZ AR de-
tection algorithm
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with significant damages. The events were associated with major damages to in-
frastructure, road closures and a number of record rainfall totals. Information on
impacts was sourced from NIWA Monthly Climate Summaries, niwa.co.nz/
climate/summaries.

To investigate AR contributions to extreme precipitation at each station, we rank
the top daily rainfall totals defined by percentile thresholds. We use the 95th and
99th percentiles, consistent with IPCC extreme precipitation indices and a num-
ber of previous studies in New Zealand (Griffiths, 2007; Dravitzki and McGregor,
2011). Figure 3.12 shows AR contributions to heavy and extreme precipitation.
We find that AR days are associated with up to 70% of daily rainfall totals above
the 99th percentile.

Metservice, New Zealand’s authorised provider of severe weather alerts, will is-
sue a severe weather warning whenever there is an expectation of widespread
(over an area of 1000 square kilometres or more) rainfall greater than 100 mm
within 24 hours. For each station, we investigate the fraction of daily rainfall ob-
servations above 100 mm that were associated with ARs. If an AR was detected
on the day before, during or after the rainfall record (either by the global detec-
tion algorithm or NZ detection algorithm) we consider that rainfall total to be
associated with an AR. Overall, 79% of all daily rainfall totals exceeding 100 mm
were associated with an AR. In particular, we find that all daily rainfall totals
above 100 mm for the majority of western and southern South Island stations oc-
curred within one day of an AR (Figure 3.13). Interestingly, a number of stations
in the eastern North Island and near Christchurch did not show any association
between ARs and daily rainfall totals above 100 mm.

Previous investigations of New Zealand ARs have found that the seasonality of
extreme AR events tends to match the general seasonality of ARs. In the South
Island, Prince et al. (2021) found that category 4 and 5 AR events were most
frequent between November and April, while there is limited seasonality in the
number of category 4 and 5 AR events at North Island locations (Prince et al.,
2021). By categorizing extreme ARs in terms of observed precipitation (as op-
posed to IVT intensity and duration), we find that winter ARs are associated with
a comparable number of extreme daily rainfalls as summer ARs. Of the daily
rainfall totals exceeding 100 mm that were identified, 633 occurred in summer,
551 events in autumn, 447 events in winter, and 394 in spring. Of these, ARs
were associated with 80% of summer, 72% of autumn, 84% of winter, and 84%
of spring events. Thus, while cool-season ARs are less frequent in New Zealand
overall, the fraction of extreme events associated with ARs is mostly the same for
all seasons.
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Figure 3.10: A selection of recent extreme AR events associated with no-
table societal/economic impacts. ARs identified by NZ detection algo-
rithm. Information sourced from NIWA Monthly Climate Summaries.
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Figure 3.11: A selection of recent extreme AR events associated with no-
table societal/economic impacts. ARs identified by NZ detection algo-
rithm. Information sourced from NIWA Monthly Climate Summaries.



70 Chapter 3. Impact of ARs on Precipitation

Figure 3.12: Fraction of (a) > 10mm, (b) > 95th percentile and (c) > 99th
daily rainfall totals under AR conditions.

Figure 3.13: Percentage of daily rainfall totals exceeding 100 mm that are
associated with an AR.

While significant AR-related rainfall totals are observed throughout New Zealand,
the synoptic patterns that drive these ARs are different for each region. Figure
3.14 depicts the events associated with the five highest daily rainfall totals falling
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under AR conditions recorded in each region. We find that ARs of tropical ori-
gin contribute to a large fraction of the highest daily rainfall totals, except for
the western South Island where strong and continuous water vapour flux asso-
ciated with northwesterly flow leads to the highest totals. For the North Island
and northern and eastern South Island, extremes tend to be associated with ARs
with a more meridional component. Although ARs are typically weakened over
east coast stations due to the rain shadow effect, ARs making landfall directly
on the east coast can lead to significant rainfall totals. Prince et al. (2021) found
that extreme AR events (category 4 and 5 ARs) are most frequent off the coast
of New Zealand, to the northeast and south of the country. Indeed, we find that
extreme AR events are typically associated with elevated IVT to the northeast of
the country (for northern and eastern regions), as well as northwest-oriented ARs
extending over the Tasman Sea forced by strong northwesterly flow (for western
regions). Over the New Zealand mainland, we find that the frequency of ’ex-
treme’ AR conditions peaks in the western South Island, near Hokitika (with >11
’extreme’ ARs per year).
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Figure 3.14: ARs contributing to the five highest AR-related daily precipitation totals in each region.
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Between 1979 and 2019, New Zealand experienced more than 140 severe weather
events costing millions in insurance claims. We investigate the number of costly
severe weather events associated with ARs since 1980 using cost estimates from
the Insurance Council of New Zealand (ICNZ), which began keeping records in
1968. Data was obtained from https://www.icnz.org.nz/natural-disasters/

cost-of-natural-disasters/. Costs were adjusted for inflation, with the
consumers price index (CPI) calculated as at 30 June 2017. All events mentioning
storms, flooding and severe weather were considered. We consider an event to
be associated with an AR if a landfalling AR was detected on the day before, dur-
ing or after the event date (either by the global detection algorithm or NZ detec-
tion algorithm). Figure 3.1 outlines the 25 costliest severe weather events in New
Zealand since 1980. Overall, approximately 63% of the recognized severe weather
events were associated with an AR. Since 1980, the total cost of AR-related dam-
ages exceeds NZ $1.4 billion. Of the severe weather events identified, 40 occurred
in summer, 40 events in winter, 36 events in autumn, and 24 in spring. Of these,
ARs were associated with 67.5% of summer, 50% of autumn, 72.5% of winter, and
58.3% of spring events. Thus ARs may be the dominant driver of extreme winter
rainfall totals.

Table 3.1: 25 costliest flooding events in New Zealand since 1980 (costs
based on best estimates from the Insurance Council of New Zealand). We
show if an AR was detected by the global or NZ detection algorithm over
the duration of each event.

Although a significant number of extreme rainfall events in New Zealand are
associated with ARs, not all ARs contribute to severe weather impacts. Atmo-
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spheric Rivers also provide beneficial precipitation for New Zealand by replen-
ishing water resources. In New Zealand, the regions highly impacted by ARs
are also important sources of New Zealand’s hydroelectricity: the Upper Waitaki
River Basin accounts for 30% of New Zealand’s hydroelectricity (Caruso et al.,
2013), and the Waikato region accounts for 13% of New Zealand’s total electric-
ity (Dravitzki and McGregor, 2011). Therefore, the AR framework may be par-
ticularly useful in providing long-range forecasts for reservoir management and
hydroelectricity production. Indeed, in the western United States, AR research
was primarily driven to serve the reservoir management and hydroelectric power
generation sectors (Ralph et al., 2017).

Figure 3.15 shows the year-to-year variability in precipitation for New Zealand
stations. Regions with higher variability in rainfall, fewer wet days, and more
frequent dry periods are most prone to droughts. In particular, the Canterbury
Plains and Northland have been identified as regions most vulnerable to future
drought frequency increase (Clark et al., 2011). The large variability in precipi-
tation in these regions is due to the small number of storms that contribute the
majority of annual precipitation. At a number of east coast stations, fewer than
15 days account for more than half of the total annual precipitation. Therefore
a year with slightly fewer beneficial storms can have significant impacts, reduc-
ing annual precipitation significantly and contributing to drought events. Thus,
much of the annual variability in precipitation can be attributed to the number
of ARs making landfall each year, and strong correlations exist between a lack
of landfalling ARs and regional drought events. In a global study, Paltan et al.
(2017) noted that the absence of ARs can increase the occurrence of hydrological
droughts by up to 90%. For New Zealand, it was noted that ARs may contribute
up to 80% to low and high river flows (Paltan et al., 2017). A number of factors
can contribute to droughts in New Zealand, including increased frequency of an-
ticyclones and blocking highs over the country, a lack of moist northerly air flows
(associated with tropical variability e.g. ENSO and MJO), and a persistent posi-
tive Southern Annular Mode (Salinger and Porteous, 2014). For the north of the
country in particular, the difference between continued drought and beneficial
rain is likely determined by the landfall location of ARs.

Although not expanded upon in this thesis, we find that AR frequency is strongly
negatively correlated with standard drought indices such as the Standardised
Precipitation Index (SPI) and consecutive dry days (CDDs), particularly for north-
ern New Zealand stations. Drought events (identified using the SPI index) at
North Island stations were associated with a continuous band of reduced AR fre-
quency extending from the Java Sea to the Chatham Islands (with significantly
fewer ARs over northern Australia). Drought events at eastern South Island sta-
tions were associated with decreased AR frequency to the east of the North Island,
and increased AR frequency south of New Zealand. Drought events in the west-



3.5. Conclusions 75

Figure 3.15: Precipitation variability in New Zealand. (a) Coefficient of
variation of total annual wet-day precipitation. (b) Minimum number of
wet days per year providing half of the total annual precipitation. (c) Mean
number of maximum consecutive dry days (PRCP < 1 mm) per year.

ern South Island showed a similar AR frequency pattern to the positive phase of
the Southern Annular Mode. Drought frequency and intensity is expected to in-
crease due to climate change, with the northern and eastern North Island and the
eastern South Island at particular risk (Reisinger et al., 2014). A reduction in mean
rainfall, particularly in spring and summer, and increased average temperatures
is expected to contribute to severe drought impacts in these regions (Salinger and
Porteous, 2014; Reisinger et al., 2014). Thus, the relationship between drought
and AR frequency warrants further investigation. In particular, further research
on how various climate oscillations influence current and future New Zealand
drought may benefit from analysis of ARs. We will investigate how large-scale
climate drivers influence AR frequency in New Zealand in the next chapter.

3.5 Conclusions

Given the large societal impacts of AR events in New Zealand, it is important
that we understand the spatial and temporal distribution of AR-related precip-
itation. The aim of this chapter was to quantify the importance of ARs to New
Zealand rainfall, particularly their association with New Zealand flooding events
(compared to other flood producing mechanisms) and identify the regions most
susceptible to AR impacts. Due to the complexity of New Zealand’s orography,
a distinct east-west pattern is observed, with ARs contributing significantly to
annual rainfall totals in the northern and western regions of both islands. In
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these regions, over 45% of rainfall fell directly under AR conditions, contribut-
ing to daily rainfall totals 2.5 times higher on average compared to non-AR days.
Further, we found that AR days were associated with up to 70% of daily rain-
fall totals above the 99th percentile. The results are comparable to those found
in North America, South America and Europe, which have found strong con-
nections between AR events and extreme rainfall. In the Southern Alps, these
extreme AR events likely contribute to the highest AR-related rainfall totals ob-
served in the world. Interestingly, we find that AR contributions to northern and
western North Island rainfall are on par with values for the west coast of the
South Island. Thus, although ARs are less frequent overall, they play an impor-
tant role in replenishing water resources in the north of the country. These results
suggest that previous investigations of New Zealand ARs may have underesti-
mated the number of AR landfalls (and impacts) in the North Island (particularly
the Far North). As this is likely due to the geometry constraints, we suggest use
of AR detection algorithms employing both higher spatial resolution and higher
IVT threshold for future New Zealand studies.

We find significant damages (exceeding NZ $1.4 billion since 1980) associated
with extreme AR events, with past events having destroyed key infrastructure
and property, and even resulted in the loss of life. Thus ARs have sizable im-
plications for the planning of infrastructure and emergency management in New
Zealand and further research on subseasonal-to-seasonal scale forecasting of AR
events should remain a priority. In a warming climate, with the frequency and
intensity of extreme events (ARs/floods/droughts) expected to increase, it is es-
sential that we quantify the relative impacts of ARs. Future projections of AR fre-
quency may then be interpreted in terms of impacts on local precipitation. Thus,
the results presented in this chapter provide a useful baseline for assessing future
climate change impacts.



Chapter 4

Large-Scale Drivers of ARs

4.1 Introduction

Baroclinic eddies moving along mid-latitude storm tracks play a crucial role in
the climate system, transporting moisture, sensible heat, and angular momen-
tum poleward (Holton, 2004). Consequently, the position and strength of the
storm track strongly influences precipitation and temperature variations across
the mid-latitudes. Trenberth (1991) was the first to investigate Southern Hemi-
sphere storm track characteristics based on zonally averaged meteorological vari-
ables. In the Southern Hemisphere, storm track activity is persistent year-round,
with greatest activity near 50◦S (Trenberth, 1991). There is significant seasonal
variability in storm track activity, with zonal symmetry of the storm track greatest
during summer, while storm track activity extends over a wider range of latitudes
during winter (Trenberth, 1991). These seasonal changes are strongly linked to the
position and intensity of the polar and subtropical jet streams (Trenberth, 1991).
During austral summer, the lack of a developed subtropical jet results in the for-
mation of a singular circumpolar storm track along the polar jet stream (Naka-
mura and Shimpo, 2004). During austral winter, the main upper-level storm track
is located along the subtropical jet over the South Pacific, while a low-level storm
track forms along the surface baroclinic zone off the coast of Antarctica (Naka-
mura and Shimpo, 2004). This results in a split-jet structure near New Zealand
during winter, which acts to suppress storm track activity in the South Pacific.

During austral winter, the Southern Hemisphere split jet at the longitude of New
Zealand increases AR frequency for northern regions, and reduces AR frequency
for the South Island (Prince et al., 2021). Figure 4.1 shows the approximate lo-
cations of the mid-latitude storm track and jet-streams; we find that peak AR
frequency occurs slightly equatorward of the location of maximum upper-level
wind speed. The storm tracks emanate from regions of preferred cyclogene-
sis, where baroclinic instability of the mean flow, strong sea-surface temperature
gradients, and strong upper-level divergence favour cyclone formation (Holton,
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2004). For the Southern Hemisphere, regions of preferred cyclogenesis are located
off the eastern seaboards of South America and Australia, southeast of Africa,
and near New Zealand (Sinclair, 1995). A number of studies have investigated
the development and propagation of Southern Hemisphere synoptic-scale eddies,
through tracking of cyclone and anticyclone centers (Lee and Held 1993; Berbery
and Vera 1996; Chang 1999; Simmonds and Keay, 2000; Rao et al. 2002; Hoskins
and Hodges, 2005). ARs provide yet another method to assess storm track activ-
ity. In particular, because the emphasis is on areas of high moisture transport (and
individual high impact events) an AR climatology can reveal how the large-scale
circulation influences the occurrence of extreme events (studies of other synoptic
features may not resolve extremes to the same extent).

Figure 4.1: AR frequency and upper-level winds, showing approximate
locations of the mid-latitude storm track and jet-streams. AR frequency
(coloured contours) derived from global AR dataset of Guan & Waliser
(2015), and 300 hPa wind speed (black contours; ms−1) derived from ERA5
reanalysis during (a) summer (DJF) and (b) winter (JJA), 1979-2019.

In a review of AR research, Gimeno et al. (2014) identified that “the connec-
tion between occurrence and activity of ARs and large-scale ocean-atmosphere
dynamics is very poorly understood”. While there have been a small number
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of investigations of large-scale climate modulation of ARs, the majority have fo-
cused on the west coast of North America and Europe. Guan et al. (2012) found
that high impact AR landfalls in California were most frequent when the MJO is
active over the western Pacific. Guan et al. (2013) further found that the negative
phase of the Arctic Oscillation1 (AO), the Northern Hemisphere equivalent of the
SAM, and Pacific-North American teleconnection pattern (PNA) were associated
with more winter ARs in California. Studies of landfalling ARs in Western Eu-
rope found that the negative (positive) phase of the North Atlantic Oscillation
(NAO) increased AR frequency over southern (northern) Europe (Lavers and
Villarini, 2013). Making use of the global detection algorithm, Guan & Waliser
(2015) examined global AR frequency and AR precipitation anomalies associated
with four prominent modes of large-scale climate variability for the boreal winter
(November-March) period. The AO and PNA were investigated for the Northern
Hemisphere, and the El Niño Southern Oscillation (ENSO) and Madden-Julian
Oscillation (MJO) for both hemispheres. During its negative phase, the AO was
found to significantly enhance AR frequency west of California, across the sub-
tropical North Atlantic, and in western Greenland, and reduce AR frequency over
Northern Europe. The magnitude of these anomalies were several times that of
the seasonal cycle (Guan & Waliser, 2015). El Niño conditions were found to
strongly increase AR frequency in the northeastern Pacific and subtropical North
Atlantic (Guan & Waliser, 2015). For the Southern Hemisphere, ENSO was found
to significantly modulate AR activity in the South Pacific convergence zone north
of New Zealand, and the MJO was associated with increased AR activity between
Australia and French Polynesia during phases 4-7 (see section 4.7). As the anal-
ysis was primarily focused on the Northern Hemisphere, and limited to the bo-
real winter (November-March) period, no specific impacts for New Zealand were
highlighted.

Regional precipitation in New Zealand is strongly influenced by the patterns of
large-scale atmospheric circulation, and the organized modes of climate variabil-
ity operating on various spatio-temporal scales. These climate oscillations alter
the storm track position and intensity as well as the mean pressure field across
New Zealand, and influence the frequency of more structured objects such as
ARs and atmospheric blocking highs. Previous investigations of New Zealand
climate variables (e.g. precipitation, temperature, and soil moisture) have found
significant correlations with the Southern Annular Mode (SAM), El-Niño South-
ern Oscillation (ENSO), the Interdecadal Pacific Oscillation (IPO), Indian Ocean
Dipole (IOD), and the Madden-Julian Oscillation (MJ0) (Mullan, 1995; Salinger
and Mullan, 1999; Salinger et al., 2001; Griffiths, 2007; Griffiths, 2011; Renwick,
2011; Fauchereau et al., 2016). While the impacts of these large-scale climate
drivers in New Zealand is relatively well understood, there have been no formal

1The negative phase of the AO is associated with a more meridional jet structure that
extends to lower latitudes.
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investigations of how they drive AR characteristics (including severity and dura-
tion) and AR frequency in New Zealand. It is important to quantify these impacts
as ARs form an important subset of New Zealand weather systems; specifically,
they are events associated with extreme impacts and flooding (see Chapter 3).

Subseasonal prediction refers to forecasts at lead times of around 1-5 weeks (7-45
days), filling the gap between medium-range and seasonal forecasts. Due to the
appreciable socio-economic losses associated with ARs, skilful subseasonal fore-
casts of AR activity are of significant value. Subseasonal AR forecasts have poten-
tial applications in aiding disaster mitigation, drought/fire risk assessment, and
agriculture management. However, there are considerable difficulties in forecast-
ing at lead times of 1-5 weeks, often referred to as the ’predictability desert’ (Vitart
et al., 2012), as initial atmospheric conditions provide limited value at these time-
scales. However, large-scale climate oscillations can provide important sources
of predictability at the subseasonal time-range. Thus, to improve subseasonal
predictions of extreme weather, it is important to understand how large-scale os-
cillations influence AR behaviour.

For the Southern Hemisphere, where ARs have received relatively little formal
study compared to the Northern Hemisphere, the connection between AR occur-
rence and large-scale ocean-atmosphere dynamics is poorly understood. In this
chapter we provide the first investigation of how large-scale climate oscillations
influence the occurrence of ARs. Again, we make use of Kidson types (which are
known to be influenced by large-scale climate variability like ENSO and SAM)
to quantify changes in the circulation patterns associated with ARs. As well as
adding to the framework of AR research in the understudied southwest pacific re-
gion, our investigation furthers the global understanding of AR variability. These
results may have important implications for subseasonal-to-seasonal scale fore-
casting in New Zealand.

4.2 Data and Methods

To assess the impacts of climate variability on landfalling ARs in New Zealand,
we use two AR datasets, complemented by a daily rainfall dataset comprising
189 stations over the 1979-2019 period. In previous chapters we found a distinct
seasonality in AR frequency, which also differed significantly between North and
South Islands. This was mostly due to seasonal changes in the position of the
jet stream near New Zealand (see Figure 4.1). As the SAM and ENSO signifi-
cantly influence the strength and position of the mid-latitude jet stream, there
exists a complex interaction between these patterns of climate variability and the
seasonal cycle. The respective influence of each climate mode also varies with
latitude, and is highly regional (Ummenhofer and England, 2007), therefore we
expect impacts on AR frequency to vary significantly by region. Climate variabil-
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ity in the North Island is more linked to the tropical pacific (and ENSO), and sea
surface temperature (SST) anomalies in the southern Tasman Sea (Ummenhofer
and England, 2007). Climate variability in the South Island is mostly linked to
the large-scale atmospheric circulation, namely, the strength and position of the
Southern Hemisphere westerly wind belt (i.e. the SAM phase) (Ummenhofer and
England, 2007). To account for the seasonal cycle, and regional differences, we
calculate anomalies separately for each season and region. We calculate monthly
anomalies of AR count by region, including counts of ’heavy’ (daily precip. above
99th percentile) and ’extreme’ (daily precip. above 100mm) ARs. We also calcu-
late monthly anomalies of the number of each Kidson type concurrent with each
AR, to investigate changes in the circulation patterns driving ARs. Anomalies in
AR characteristics (such as mean IVT magnitude and duration) were also inves-
tigated.

The analysis in this chapter is based on the New Zealand AR dataset (except
where mentioned otherwise, in which case we use the global AR dataset of Guan
& Waliser (2015)). The New Zealand AR dataset (Kennett, 2020) is derived using a
higher IVT threshold compared to Guan & Waliser (2015) to focus on the strongest
events, and operates at higher spatial resolution to better resolve regional differ-
ences. From the monthly anomalies, we calculate composite means of AR counts
for each season and climate mode phase. For composite analysis, the phases of
each climate oscillation are defined using their respective indices. Positive (neg-
ative) phases are defined as months where the index is greater than (less than)
0.5 standard deviations of the full climatology (1979-2019). Neutral phase occurs
where the index is within 0.5 standard deviations. Statistical significance is based
on a two-sided t-test for the null hypothesis that the mean of the sample of ob-
servations is equal to zero. We highlight anomalies significant at the 90% level
(i.e with a probability p-value <0.1) for AR frequency maps, and the 85% and
95% confidence levels for monthly count anomalies. It is also worth noting that
as monthly AR frequency is based on a binary index (i.e. 1 if an AR is detected,
and 0 otherwise), statistically significant results are not always pronounced. The
most significant AR frequency anomalies are often seen to the north and south of
New Zealand. However, even for these cases, significant increases and decreases
in AR activity can certainly impact New Zealand rainfall as AR impacts typically
extend outside of the boundaries of the AR.

We are particularly interested in how various climate modes influence the oc-
currence of extreme events. Again, we classify the most intense ARs in terms of
daily precipitation. If at least one station records a daily rainfall total above the
99th percentile (defined relative to all daily rainfall observations for that station),
either the day of or day after AR landfall, that AR is labeled as a ’Heavy’ AR. If
at least one station records a daily rainfall total above 100 mm, either the day of
or day after AR landfall, that AR is labeled as an ’Extreme’ AR. Again, to assess
regional impacts, we use the six regional climate zones defined by Mullan (1998).
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See Figure 3.3 for a map of the region boundaries. The 12 Kidson types outlined
in Chapter 2 are used to understand the synoptic conditions associated with each
AR (see Figure 2.11 for plots of the mean 1000 hPa geopotential height associated
with each Kidson type). Using the Kidson type framework we may associate
each AR with a simple regional circulation pattern, and investigate changes in
the favoured AR circulation patterns for each climate mode.

For comparison, the raw monthly mean AR counts for each season and region
are presented below. Note that AR frequency anomalies in the range 1-5% are not
trivial, considering the mean AR frequency over New Zealand is only approxi-
mately 6%. Thus, even an increase or decrease in AR frequency of 0.5% equates
to a change of almost 10%.

Table 4.1: New Zealand monthly mean AR counts by season and region.

Table 4.2: New Zealand monthly mean ’Heavy’ AR counts by season and
region.

Table 4.3: New Zealand monthly mean ’Extreme’ AR counts by season
and region.
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Table 4.4: New Zealand monthly mean AR Kidson Type counts by season.

4.3 SAM

The Southern Annular Mode (SAM) (also known as the Antarctic Oscillation or
AAO) is the leading mode of climate variability in the extratropical (poleward of
20◦S) Southern Hemisphere (Thompson and Wallace, 2000). The SAM phase de-
scribes pressure anomalies over Antarctica and the middle latitudes, which tend
to be of opposite sign and fluctuate together on monthly time scales (e.g. neg-
ative pressure anomalies over Antarctica are associated with positive pressure
anomalies in the middle latitudes, termed the positive phase of the SAM; with
opposite sign pressure anomalies for the negative phase of the SAM). This see-
saw in pressure alters the north-south pressure gradient over the mid-latitudes
thereby influencing the position and intensity of the mid-latitude westerly wind
belt, and determines the strength and location of baroclinic systems across the
New Zealand region. A positive (negative) SAM phase is associated with a pole-
ward (equatorward) shift in the storm track and jet stream. The SAM shows sig-
nificant seasonal variation, with departures from a symmetric ’annular’ structure
associated with the split jet near New Zealand during austral winter and spring
(Fogt et al., 2012). On weekly time-scales, the SAM oscillates unpredictably be-
tween phases, though on monthly to seasonal time-scales variations are driven
by tropical SSTs (especially those associated with ENSO) and stratospheric ozone
concentrations over Antarctica (Gillett and Thompson, 2003; Lim et al., 2013).

Figure 4.2 shows the seasonal IVT and MSLP anomalies associated with the pos-
itive SAM phase. Surface pressures are higher over New Zealand, especially
southeast of the South Island, resulting in weaker westerly winds and settled
weather over the country. In general a strengthening of the IVT magnitude south
of 50◦S is observed for all seasons, associated with stronger westerly flow. Over
New Zealand, northwesterly IVT anomalies are observed (with a significant re-
duction in IVT magnitude). IVT magnitude is most strongly modulated during
the warmer months, when the atmospheric water vapour content throughout the
southern mid-latitudes is much higher. Weaker IVT anomalies are observed over
New Zealand during winter, and IVT anomalies are more meridional compared
to summer.

Mostly opposite patterns occur during the negative SAM phase; surface pressures
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Figure 4.2: Composite IVT and MSLP anomalies for positive SAM months
for each season (1979-2019). Seasonal IVT anomalies (coloured contours
and vectors), and MSLP anomalies (black contours), derived from ERA5
reanalysis.
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are lower over New Zealand, especially southeast of the South Island, resulting in
considerably stronger westerly winds over the country (especially in spring and
summer). Over New Zealand, strong southwesterly IVT anomalies are observed,
with significant increases in IVT magnitude over the North Island (Figure 4.3).

Figure 4.3: Composite IVT and MSLP anomalies for negative SAM
months for each season (1979-2019). Seasonal IVT anomalies (coloured
contours and vectors), and MSLP anomalies (black contours), derived
from ERA5 reanalysis.

As the SAM is related to the strength of the zonal flow over New Zealand, the
SAM phase has a significant impact on New Zealand climate (particularly for
orographic precipitation on the west coast). The positive SAM phase is associated
with a reduction in the strength of the prevailing westerly flow, and a poleward
shift of the storm track away from New Zealand, and increase in easterly flow.
This results in less orographic precipitation generation over New Zealand, reduc-
ing rainfall and increasing temperatures for western parts of the North and South
Islands (Renwick and Thompson, 2006; Kidston et al., 2009). The opposite is true
for the negative phase of the SAM, during which the storm track shifts equator-
ward over New Zealand resulting in an increase in moist, westerly airflow. The
spatial structure of the SAM shows significant seasonal variations. For the New
Zealand region, this seasonality results in more zonal wind speed anomalies dur-
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ing summer and more meridional wind speed anomalies during winter (Kidston
et al., 2009). The SAM has also been shown to modulate the frequency of certain
Kidson types. In general, more ’trough’ types are observed during the negative
SAM phase, while more ’zonal’ and ’blocking’ types are observed during the pos-
itive SAM phase (Renwick, 2011). Over the last 60 years, there has been a positive
trend in the SAM index, and an associated strengthening and poleward contrac-
tion of the circumpolar westerlies. This change is mainly attributed to depletion
of ozone in the lower stratosphere over Antarctica (Thompson et al., 2011). This
change is mainly attributed to depletion of ozone in the lower stratosphere over
Antarctica during austral spring (Gillett and Thompson, 2003; Thompson et al.,
2011). Thus, knowledge of how the SAM influences ARs can give insight into
how ozone recovery and increasing greenhouse gas concentrations will influence
New Zealand rainfall, drought, and flood risk.

For our analysis, the NOAA SAM index is used to represent the SAM. The index is
derived using principal component analysis, based on data from the NCEP/NCAR
reanalysis dataset. The index is constructed by projecting the monthly 700hPa
geopotential height anomalies south of 20◦S onto the ’loading pattern of the AAO’2.
See Thompson and Wallace (2000) for a full description of the calculation method.
A number of other SAM indices exist, either based on principal component anal-
ysis or the difference in zonal mean pressure between 40◦S and 65◦S. The indices
may be based on station records or reanalysis products. The advantage of in-
dices based on station records (such as the Marshall (2003) index) is they allow
for a SAM index to be derived back to 1957 from available station data. Reanal-
ysis data over the Southern Hemisphere (for principal component analysis) are
only reliable during the modern satellite era which began in 1979. Since our
AR study period (which relies on reanalysis data) begins in 1979, we use the
NOAA SAM index. This index was obtained from the NOAA Climate Predic-
tion Center (CPC), and can be accessed at: https://www.cpc.ncep.noaa.

gov/products/precip/CWlink/daily_ao_index/aao/aao.shtml.

SAM AR Anomalies

We find the SAM to be the dominant driver of AR frequency in New Zealand,
though the effects vary by season and location. Figure 4.5 shows the seasonal
AR frequency anomalies associated with the positive SAM phase. AR frequency
south of New Zealand is strongly modulated by the phase of the SAM; signifi-
cantly more ARs are observed between 50-60◦S for all seasons during the positive
phase. This increase in AR frequency south of New Zealand results in more AR
landfalls for the South Island during winter and spring, and for the southern

2The loading pattern of the AAO is defined as the leading Empirical Orthogonal Func-
tion (EOF) analysis of monthly mean 700 hPa height anomalies during the 1979-2000 pe-
riod.
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Figure 4.4: Monthly SAM index from 1979-2019. Values +/- 0.5 standard
deviation are coloured.

South Island for all seasons. In particular, the western South Island receives 25%
more landfalling ARs during winter (statistically significant at the 95% level)3.
While AR frequency increases for the very south of the country, overall the num-
ber of landfalling ARs in New Zealand during summer decreases by 16% as the
storm-track shifts poleward. Significantly fewer ARs are observed over the North
Island during summer (30 − 35% fewer), and the northeast North Island during
winter and spring. The fraction of ARs contributing to daily rainfall totals above
the 99th percentile decreases for the northern North Island and eastern South Is-
land during summer, and for the eastern North Island during winter and spring.
ARs are associated with more H and HE Kidson types, and fewer T, SW, TSW,
HNW and W Kidson types. Thus, during positive SAM, more ARs are driven by
synoptic types associated with strong airflow on the southern periphery of high-
pressure systems (making landfall in the southern South Island). Fewer ARs are
associated with lower latitude troughs (i.e. those types featuring strong westerly
airflow over the North Island), due to the poleward shift of the storm-track.

During a negative SAM phase, AR frequency increases across all regions of New
Zealand for spring and summer as stronger westerlies and increased atmospheric
moisture drive positive IVT anomalies. During autumn and winter, negative
SAM is associated with a decrease in AR frequency for central and southern New
Zealand, including a decrease in the number of ’heavy’ and ’extreme’ events4.
This coincides with a decrease in the number of TSW, H, and HE Kidson types.
There is also an increase in AR frequency for the northern North Island in win-
ter. ARs are associated with more T, SW, and W Kidson types (i.e. those types
featuring strong westerly winds over the North Island), and fewer HE and NE
Kidson types. The SAM modulates AR frequency most strongly during spring
and summer, when the IVT magnitude over New Zealand is higher. Changes in

3See Appendix B
4See Appendix B
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AR frequency appear to be due to changes in the circulation patterns favourable
for AR landfalls, with more ARs associated with ’trough’ types during the nega-
tive SAM phase, and more ARs associated with the ’blocking’ regime during the
positive SAM phase. We did not find any statistically significant changes in IVT
magnitude due to the SAM phase. This is expected, as variability in the SAM
is associated with changes in cyclone track frequency, but not cyclone intensity
(Eichler and Gottschalck, 2013). Overall, aside from the seasonal cycle, the SAM
is the dominant source of variability in AR frequency in New Zealand.
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Figure 4.5: Composite AR frequency anomaly for positive SAM months
for each season (1979-2019). (a, c, e, g) are derived from the global AR
dataset (Guan & Waliser, 2015), while (b, d, f, h) are derived from the NZ
AR dataset. Dotted areas denote anomalies significant at the 90% level.
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Figure 4.6: Composite AR frequency anomaly for negative SAM months
for each season (1979-2019). (a, c, e, g) are derived from the global AR
dataset (Guan & Waliser, 2015), while (b, d, f, h) are derived from the NZ
AR dataset. Dotted areas denote anomalies significant at the 90% level.
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4.4 ENSO

The El Niño-Southern Oscillation (ENSO) is a recurrent, quasi-periodic phenomenon,
describing fluctuations in ocean surface temperatures and atmospheric circula-
tion in the equatorial Pacific (see for e.g. Bjerknes, 1966). Across the tropical
Pacific, the permanent and prevailing ’trade winds’ blow from east to west, push-
ing warm surface water to the western Pacific near Asia and Australasia. As the
warmer water is pushed away, it is replaced by upwelling of cold water in the
eastern Pacific near South America. Over the warmer western Pacific waters,
enhanced rainfall and convection creates an area of lower surface pressure com-
pared to the eastern Pacific. The resulting temperature/pressure gradient induces
a circulation pattern across the tropical Pacific, known as the Walker circulation,
with warm moist air rising in the west and cooler dry air descending in the east.
Naturally occurring variations in the sea surface temperatures and pressure in the
central and eastern tropical Pacific (influencing the Walker circulation) gives rise
to the ENSO phenomenon. During the El Niño phase, tropical sea surface tem-
peratures off the Pacific coast of South America are anomalously warm and at-
mospheric pressure is anomalously low. This weakens the SST/pressure gradient
across the tropical Pacific, and causes the trade winds to weaken (or even reverse).
During the La Niña phase, tropical sea surface temperatures off the Pacific coast
of South America are anomalously cool and atmospheric pressure is anomalously
high. This strengthens the SST/pressure gradient across the tropical Pacific, and
causes the trade winds to strengthen. El Niño/La Niña events typically occur
once every two to seven years, though in an irregular and unpredictable cycle
(McPhaden et al., 2006). Typically ENSO is strongest during the austral spring
and summer, though can occur year-round (Mullan and Thompson, 2006). Re-
cent development of coupled ocean-atmosphere models has allowed ENSO to
become the most predictable climate mode on monthly to seasonal time scales
(Tang et al., 2018). El Niño and La Niña events can be forecast 6-12 months ahead
of time, and tend to follow predictable patterns once they have commenced (Tang
et al., 2018). Thus, understanding how ENSO modulates AR activity is important
for long-range predictability of heavy rainfall events.

Figure 4.7 and Figure 4.8 show the seasonal IVT and MSLP anomalies associ-
ated with El Niño and La Niña phases respectively. Note the considerable IVT
anomalies in the tropics during autumn and winter, driven by a strengthening
of the trade winds. During El Niño events, the subtropical jet strengthens, en-
hancing the subtropical/polar jet bifurcation and reducing storm track activity
over the South Pacific (Ashok et al., 2007). In general, IVT is higher in magnitude
and anomalously southwesterly across New Zealand during El Niño events for
all seasons.

The changes in atmospheric circulation associated with ENSO can have signifi-
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Figure 4.7: Composite IVT and MSLP anomalies for El Niño months for
each season (1979-2019). Seasonal IVT anomalies (coloured contours and
vectors), and MSLP anomalies (black contours), derived from ERA5 re-
analysis.
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Figure 4.8: Composite IVT and MSLP anomalies for La Niña months for
each season (1979-2019). Seasonal IVT anomalies (coloured contours and
vectors), and MSLP anomalies (black contours), derived from ERA5 re-
analysis.
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cant global and regional impacts. ENSO events influence storm track activity in
the Southern Hemisphere by altering the position and intensity of the subtropical
and polar jet streams. Convective activity in the tropics influences the subtropi-
cal jet through anomalous divergent winds, and the polar jet through generation
of stationary Rossby waves (Sardeshmukh and Hoskins, 1985; Kidson and Ren-
wick, 2002; Nakamura and Shimpo, 2004). Typically, El Niño events increase
rainfall across the Americas and induce droughts across Southeast Asia and Aus-
tralia (with opposite impacts during La Niña events). The 1997-98 El Niño event,
one of the strongest on record, was associated with drought conditions through-
out Southeast Asia, severe flooding in Peru, increased rainfall in California and
record-high temperatures across the American Midwest (McPhaden, 1999). ENSO
also strongly impacts Earth’s polar regions (through propagation of Rossby waves
generated by tropical convection), with recognized impacts on sea and glacial ice
(Turner, 2004; Clem et al., 2016; Nicolas et al., 2017; Yuan et al., 2018). As New
Zealand is situated far to the south of the equator, and between the rising and
sinking branches of the Walker circulation, the impact of ENSO on the mean pres-
sure gradient over New Zealand is small but notable. In general, the impacts of
El Niño/La Niña events in New Zealand are variable and seasonal. Further, the
impacts of La Niña are not always equal and opposite to El Niño impacts (Mul-
lan, 1995).

Previous research has found El Niño phases are associated with stronger and
more frequent westerly/southwesterly winds, and therefore increased rainfall
for the west of the country and reduced precipitation in the east (Gordon, 1986;
Mullan, 1995; Salinger and Mullan, 1999; Griffiths, 2007). Therefore El Niño
has a similar impact on NZ climate as the negative phase of the SAM, though
its impact is more variable than the SAM. La Niña phases were associated with
stronger and more frequent northeasterly winds, and therefore reduced precipita-
tion in the west (Gordon, 1986; Mullan, 1995; Salinger and Mullan, 1999; Griffiths,
2007), similar to the positive phase of the SAM. Overall, ENSO influences almost
25% of the year-to-year variability in New Zealand rainfall and temperatures
(Griffiths, 2011). ENSO has significant influence on river flows in New Zealand,
with North Island rivers experiencing increased (reduced) flood peaks during
La Niña (El Niño) events (Mosley, 2000; Scarsbrook et al., 2003). Kidson and
Renwick (2002) investigated how characteristic patterns of tropical convection
(based on cluster analysis of outgoing longwave radiation satellite observations),
influence New Zealand weather. During El Niño conditions, southwest flow pre-
vails over New Zealand. During ’strong’ El Niño conditions (where the centre
of convection is displaced further east), stronger west-southwest anomalies are
observed over New Zealand. El Niño conditions were associated with stronger
southerly flow anomalies, increased frequency of ’zonal’ Kidson type regimes,
and decreased frequency of ’blocking’ Kidson regimes (where the anomalies are
greater for ’strong’ El Niño conditions). La Niña conditions were associated with
northerly flow anomalies, reduced frequency of ’zonal’ Kidson type regimes, and
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increased frequency of ’blocking’ Kidson regimes.

For our analysis, the Eastern Tropical Pacific SST (Niño 3.4) index is used as a
proxy for the El Niño-Southern Oscillation (ENSO). The index is based on the sea
surface temperature (SST) anomalies over the region bounded by 5◦N-5◦N and
170◦W-120◦W, and is among the most widely used ENSO indices. A number of
other ENSO indices exist, usually based on SST anomalies averaged over different
tropical Pacific regions (e.g. Niño 1+2, Niño 3, Niño 4, ONI and TNI), or atmo-
spheric pressure anomalies (e.g. SOI, Equatorial SOI). This index was obtained
from the NOAA Climate Prediction Center (CPC).

Figure 4.9: Monthly Niño 3.4 index from 1979-2019. Values +/- 0.5 stan-
dard deviation are coloured.

ENSO AR Anomalies

As expected for a tropical climate driver, the most significant AR frequency anoma-
lies are found in the northern North Island (and are strongest during summer
when the ENSO magnitude peaks). Although the AR frequency patterns are
not always clear, for El Niño months we tend to observe lower AR frequency
anomalies for northern New Zealand and increased AR frequency for southwest-
ern New Zealand. Over New Zealand as a whole, more ARs are observed overall
due to the increased frequency of West Coast ARs. There is also a statistically
significant decrease in the mean IVT of ARs. The frequency of ARs contributing
to ’Heavy’ rainfalls (>99th percentile) in the North Island and northern South Is-
land is reduced during El Niño events (statistically significant at the 95% level)5.
ARs are associated with more SW, HNW and HE Kidson types, and fewer TSW
and NE Kidson types.

La Niña is associated with increased AR frequency to the northeast and south

5See Appendix B
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of New Zealand during summer and autumn. In general, La Niña is associated
with an increase in the number of ’Heavy’ AR events during winter and spring.
During autumn, significantly fewer ARs are observed in the southwestern North
Island, northern South Island and eastern South Island, and ARs are associated
with more H, HSE and HE Kidson types, and fewer SW, TSW, HNW, W and NE
Kidson types. There is also a statistically significant increase in the mean IVT
of ARs and the IVT magnitude at landfall for La Niña months. Thus, although
ENSO does not significantly influence AR frequency, it does influence AR char-
acteristics. These patterns appear to be consistent with the general circulation
under ENSO, and the existing literature on ENSO and New Zealand rainfall.

In our climatology of New Zealand ARs, we find that a significant number of ARs
are associated with ex-tropical cyclones. Previous research has linked tropical cy-
clone activity in the southwest Pacific to ENSO phases (Sinclair, 2002; Diamond
et al., 2013). However, Lorrey et al. (2014) found that the location of ex-tropical
cyclones affecting northern New Zealand were not directly linked to the phase
of ENSO or SAM. These events were instead driven by ”(1) weak blocking in the
southwest Pacific that allows ex-tropical cyclones to enter the New Zealand sector
and (2) prevalent atmospheric circulation patterns within the south Pacific sector
that (a) guide the storms into the extratropical transition region north of the coun-
try which are then (b) pushed either to the west or east of the North Island due to
distinct Kidson (2000) synoptic type occurrences” (Lorrey et al., 2014). Therefore
it is likely that regional circulation patterns, rather than the ENSO or SAM phase,
are more important in determining whether ARs associated with ex-tropical cy-
clone make landfall in New Zealand. Indeed, we did not find any relationships
between the ENSO phase and the frequency of ’tropical’ ARs.
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Figure 4.10: Composite AR frequency anomaly for El Niño months for
each season (1979-2019). (a, c, e, g) are derived from the global AR dataset
(Guan & Waliser, 2015), while (b, d, f, h) are derived from the NZ AR
dataset. Dotted areas denote anomalies significant at the 90% level.



98 Chapter 4. Large-Scale Drivers of ARs

Figure 4.11: Composite AR frequency anomaly for La Niña months for
each season (1979-2019). (a, c, e, g) are derived from the global AR dataset
(Guan & Waliser, 2015), while (b, d, f, h) are derived from the NZ AR
dataset. Dotted areas denote anomalies significant at the 90% level.
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4.5 IPO

The Interdecadal Pacific Oscillation (IPO) is a natural climate oscillation over the
Pacific Ocean that represents features similar to ENSO but operating on decadal
time scales. The IPO is the leading principal component of monthly sea sur-
face temperatures in the North Pacific (Mantua et al., 1997; Power et al., 1999).
Each phase of the IPO tends to persist for 20-30 years before switching; a neg-
ative phase was observed between 1947-1977, replaced by a positive phase be-
tween 1978-1999, and a current return to a negative IPO phase (Mantua et al.,
1997; Power et al., 1999). Although operating on different time scales, the IPO
is associated with similar tropical SST distribution and impacts as ENSO. Phase
changes of the IPO are strongly correlated with the El Niño-Southern Oscillation,
with negative IPO phases corresponding to La Niña-like SST patterns, and posi-
tive IPO phases corresponding to El Niño-like SST patterns (Power et al., 1999).
Similar to El Niño, positive IPO phases are associated with increased IVT magni-
tude over New Zealand (especially the North Island) forced by a lower pressure
anomaly to the southeast of New Zealand. Figure 4.12 and Figure 4.13 show
the seasonal IVT and MSLP anomalies associated with positive and negative IPO
phases respectively.

Knowledge of how IPO modulates ARs may improve understanding of decadal
patterns of freshwater resources and flood risk in New Zealand. Salinger et al.
(2001) showed that positive IPO phases are associated with stronger southwest-
erly flow over the South Island, with the strongest influence in austral fall (MAM).
Positive IPO phase increased summer precipitation for the south and west of the
South Island, and reduced autumn precipitation for the northern North Island
(Salinger et al., 2001).

For our analysis, we use the Tripole Index for the Interdecadal Pacific Oscillation
(TPI/IPO). The index is based on the difference between SST anomalies averaged
over the central equatorial pacific, and the average SST anomalies in the North-
west and Southwest Pacific (Henley et al., 2015). This index was obtained from
NOAA, and can be accessed at: http://www.esrl.noaa.gov/psd/data/

timeseries/IPOTPI/.

IPO AR Anomalies

Our period of study (1979-2019) corresponds with a positive IPO phase between
1979 and 1999, and a negative IPO phase since 2000. AR frequency increased over
the southwestern South Island with the positive IPO phase, especially for autumn
months (MAM)6. A significant reduction in AR frequency north of New Zealand

6See Appendix B
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Figure 4.12: Composite IVT and MSLP anomalies for positive IPO months
for each season (1979-2019). Seasonal IVT anomalies (coloured contours
and vectors), and MSLP anomalies (black contours), derived from ERA5
reanalysis.
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Figure 4.13: Composite IVT and MSLP anomalies for negative IPO
months for each season (1979-2019). Seasonal IVT anomalies (coloured
contours and vectors), and MSLP anomalies (black contours), derived
from ERA5 reanalysis.

Figure 4.14: Monthly IPO index from 1979-2019. Values +/- 0.5 standard
deviation are coloured.
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for the positive phase of the IPO was observed for all months. As with El Niño,
there is a statistically significant decrease in the mean IVT of ARs, and the IVT
magnitude at landfall. ARs were associated with more H, HNW and HE Kidson
types, and fewer NE Kidson types.

The negative IPO phase is associated with significant increases in AR frequency
over the North Island, especially during summer and autumn. As with La Niña,
there is a statistically significant increase in the mean IVT of ARs, and the IVT
magnitude at landfall. Interestingly, although more ARs make landfall over the
eastern and southwestern North Island, the number of ARs contributing to ’Ex-
treme’ daily rainfall totals was reduced. ARs were associated with more HE Kid-
son types, and fewer T, TSW, HNW, HW and R Kidson types. Overall, the spatial
distribution of the AR frequency anomalies associated with the IPO and ENSO
are similar (though act over different time-scales). The analysis would likely ben-
efit from extending the climatology to include years pre-1978 when a major shift
from negative to positive IPO phase took place.
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Figure 4.15: Composite AR frequency anomaly for positive IPO months
for each season (1979-2019). (a, c, e, g) are derived from the global AR
dataset (Guan & Waliser, 2015), while (b, d, f, h) are derived from the NZ
AR dataset. Dotted areas denote anomalies significant at the 90% level.
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Figure 4.16: Composite AR frequency anomaly for negative IPO months
for each season (1979-2019). (a, c, e, g) are derived from the global AR
dataset (Guan & Waliser, 2015), while (b, d, f, h) are derived from the NZ
AR dataset. Dotted areas denote anomalies significant at the 90% level.
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4.6 IOD

The Indian Ocean Dipole (IOD) describes an ocean-atmosphere coupled climate
oscillation related to the SST difference between the western Indian Ocean (in the
Arabian Sea) and eastern Indian Ocean (south of Indonesia). The SST difference
and development of IOD events tends to peak between June and October (Ashok
et al., 2007). Positive IOD phases are associated with increased precipitation in the
western Indian Ocean and easterly wind anomalies over the Indian Ocean, with
the opposite effect during negative phases. During positive IOD events, the pre-
vailing westerlies and storm track activity weaken over portions of New Zealand
(Ashok et al., 2007). Figure 4.17 and Figure 4.18 show the seasonal IVT and MSLP
anomalies associated with positive and negative IOD phases respectively.

Figure 4.17: Composite IVT and MSLP anomalies for positive IOD
months for each season (1979-2019). Seasonal IVT anomalies (coloured
contours and vectors), and MSLP anomalies (black contours), derived
from ERA5 reanalysis.

Mullan (1998) found significant teleconnections between tropical Indian Ocean
SSTs and New Zealand climate, most prominent during autumn and winter. In
particular, warmer Indian Ocean SSTs during autumn were associated with a
stronger winter subtropical ridge north of the North Island, stronger wester-
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Figure 4.18: Composite IVT and MSLP anomalies for negative IOD
months for each season (1979-2019). Seasonal IVT anomalies (coloured
contours and vectors), and MSLP anomalies (black contours), derived
from ERA5 reanalysis.
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lies, higher temperatures for the South Island, and wetter (drier) conditions for
western (northeast) regions. Ashok et al. (2007) found positive IOD phases
were associated with a reduction in rainfall for northern New Zealand for winter
and spring. Negative IOD phases were associated with enhanced westerlies and
storm track activity over northern New Zealand, and weakened storm track ac-
tivity over southern New Zealand (Ashok et al., 2007). Over the northern South
Island and northern North Island, the IOD had a greater influence on precipi-
tation compared with ENSO (Ashok et al., 2007). Thus, we expect the IOD to
influence the frequency and characteristics of landfalling ARs.

For our analysis, the Indian Ocean Dipole (IOD) is represented by the Dipole
Mode Index (DMI) derived from the HadISST1.1 SST dataset, sourced from The
NOAA Physical Sciences Laboratory (PSL). The index is based on the anomalous
SST difference between the western equatorial Indian Ocean (between 10◦N-10◦S
and 50◦E-70◦E) and southeastern equatorial Indian Ocean (between 0◦N-10◦S and
90◦E-110◦E).

Figure 4.19: Monthly DMI IOD index from 1979-2019. Values +/- 0.5
standard deviation are coloured.

IOD AR Anomalies

Previously identified circulation changes around New Zealand include a weaker
storm track north of New Zealand and lower pressure to the southeast of New
Zealand during positive IOD phases. In particular, Ashok et al. (2007) found pos-
itive IOD phases were associated with a reduction in rainfall for northern New
Zealand for winter and spring. The AR frequency anomalies in Figure 4.20 also
reflects this pattern, with positive IOD phases associated with statistically signif-
icant decreases in AR frequency to the northwest of New Zealand for all seasons.
This is also reflected in the Kidson types associated with ARs, with fewer T, TNW,
TSW, and NE types. We also find that positive phases of the IOD are associated
with increased IVT and AR frequency in the storm track to the south of New
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Zealand. There are significant reductions in the number of ARs contributing to
’Heavy’ rainfalls in the North Island and northern South Island for all seasons.
Also, significant reductions in the number of ARs contributing to ’Extreme’ rain-
falls in the North Island and northern South Island during summer and autumn.
There is a statistically significant decrease in the mean IVT of ARs during the pos-
itive phase.

During autumn, winter and spring, the negative phase of the IOD is associated
with increased AR frequency extending across Australia and to the northwest of
New Zealand. Over New Zealand, no statistically significant AR count anomalies
were found. Though in general, there is a reduction in the number of ARs making
landfall in summer, and a slight increase in winter (not statistically significant).
During the negative IOD phase, there is a statistically significant increase in the
mean IVT of ARs, but a decrease in the number of ARs contributing to ’Extreme’
rainfalls in the North Island and northern South Island.
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Figure 4.20: Composite AR frequency anomaly for positive IOD months
for each season (1979-2019). (a, c, e, g) are derived from the global AR
dataset (Guan & Waliser, 2015), while (b, d, f, h) are derived from the NZ
AR dataset. Dotted areas denote anomalies significant at the 90% level.
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Figure 4.21: Composite AR frequency anomaly for negative IOD months
for each season (1979-2019). (a, c, e, g) are derived from the global AR
dataset (Guan & Waliser, 2015), while (b, d, f, h) are derived from the NZ
AR dataset. Dotted areas denote anomalies significant at the 90% level.
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4.7 MJO

The Madden-Julian Oscillation (MJO) is an intraseasonal (30 to 60 days) mode
of tropical variability characterized by a tropical convective zone moving west-
to-east along the equator (Madden and Julian, 1971). Notably, the MJO provides
an important source of predictability for subseasonal forecasting (Vitart, 2014).
The phase and amplitude of the MJO is represented by the Real-time Multivari-
ate MJO (RMM) index (Wheeler and Hendon, 2004) obtained from the Bureau of
Meteorology. The index is based on empirical orthogonal function (EOF) anal-
ysis involving fields of 850hPa zonal wind, 200hPa zonal wind, and outgoing
longwave radiation near the equator. The MJO phase represented by the RMM
index coincides with the location of enhanced cloud and rainfall near the equator.
During phase 1 convective activity begins over the Indian Ocean which moves
eastward during phase 2 and 3. During phase 4 and 5, anomalous convection
is located north of Australia, which then moves eastward across the Pacific dur-
ing phase 6, 7 and 8 (Wheeler and Hendon, 2004). The MJO influences rainfall,
convection, SSTs and tropical cyclone initiation in the tropics, and can impact the
mid-latitudes through circulation responses to tropical diabatic heating anoma-
lies (and generation of Rossby wave trains) (Zhang, 2005; Matthews et al., 2010).
The MJO interacts with other climate phenomena across multiple time-scales, in
particular enhanced MJO activity in the western Pacific has been observed to pre-
cede peak El Niño events (Hendon et al., 2007). In the Southern Hemisphere,
previous investigations in South Africa (Pohl et al., 2007) and South America
(Shimizu and Ambrizzi, 2016) found precipitation and convection in these re-
gions are strongly modulated by the MJO cycle. Fauchereau et al. (2016) inves-
tigated the MJO signal over New Zealand using Kidson weather types, demon-
strating strong impacts on rainfall driven by regional circulation anomalies (and
orographic effects). In particular, strong increases (in some cases 40% − 70%) in
Kidson type occurrence were associated with particular MJO phases (with a de-
layed response, out to lag times of 15-20 days).

A number of studies have identified relationships between the MJO and indi-
vidual AR events in the western United States (Ralph et al., 2011; Guan et al.,
2012). The timing of high-impacts ARs in California was found to be regulated
by the MJO (with the largest impacts associated with phase 6 of the RMM index)
(Guan et al., 2012). Investigations of MJO modulation of ARs in the Southern
Hemisphere are limited. There is potential for the MJO to improve predictability
of New Zealand weather, especially extreme events, on intraseasonal time-scales.
Investigations of the MJO phase concurrent (or lagged) with AR landfalls in New
Zealand, may help improve the predictability of New Zealand floods.
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MJO AR Anomalies

We investigate changes in AR frequency during the summer months, when MJO
signals are at their southernmost extent (Pohl et al., 2007; Fauchereau et al., 2016).
Figure 4.22 shows summer AR frequency anomalies associated with each phase
of the MJO. We see a progression of positive and negative AR frequency anoma-
lies over the MJO lifecycle. The AR frequency anomalies correlate well with the
previous investigation of Fauchereau et al. (2016), which examined New Zealand
precipitation anomalies associated with MJO phase. As expected, MJO phase is
found to significantly influence AR frequencies north of New Zealand. These
AR frequency anomalies are characterized by an eastward moving band of re-
duced/enhanced AR frequency to the north of New Zealand, reduced during
phases 1-4 and enhanced during phases 5-8. The largest mid-latitude impacts
occur downstream of the MJO convective anomalies, in particular a band of en-
hanced AR frequency extends across the Pacific to the Antarctic Peninsula (Guan
and Waliser, 2015). Over the North Island, significant increases in AR frequency
are observed for phases 3 and 5, and decreases in AR frequency for phases 2, 4
and 6. Over the South Island, significant increases in AR frequency are observed
for phases 2, 6 and 8, and decreases in AR frequency for phase 4. The results
support the notion that MJO phase directly modulates New Zealand climate on
intraseasonal time-scales.

MJO forcing takes time to propagate, and impacts may be lagged over several
days to weeks (Branstator, 2014). To further examine how the MJO influences
New Zealand landfalling ARs, we investigate any lagged relationships between
the MJO phase and AR frequency. Again we look at summer months, when MJO
signals are at their southernmost extent (Pohl et al., 2007; Fauchereau et al., 2016).
Fauchereau et al. (2016) investigated lagged relationships between the MJO sig-
nal and various Kidson type circulation patterns. In the New Zealand sector,
geopotential anomalies propagate from west to east, and phase speeds are con-
sistent with the propagation of the MJO convective anomalies (Fauchereau et al.,
2016). A number of Kidson types showed significant responses up to 30 days af-
ter a particular MJO phase. Quoting Fauchereau et al. (2016); ”at lag 0 for phase 3
of the MJO, TSW is less frequent than climatology, while H and W are both more
frequent. At about 17-23-day lags, a strong opposite response is observed, with
large increase in the occurrences of TSW and decrease in the occurrences of H,
W, and HNW. The following MJO phase (4), the maximum response is found at
lags of about 12-18 days, while it is present to some extent about 7-12 days after
phase 5, around 3-5 days after phase 6, and finally a near-synchronous response
is observed during phase 7”. Thus, through a delayed response, the MJO influ-
ences the circulation patterns in New Zealand and alters the frequency of certain
Kidson types.
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Figure 4.22: Summer (DJF) composite AR frequency anomalies for each
phase of the MJO (1979-2019), derived from the global AR catalogue (Guan
& Waliser, 2015). Black contours show anomalies significant at the 90%

level.
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As ARs are largely influenced by geopotential anomalies and circulation patterns
in New Zealand, we expect to see significant lagged relationships between the
MJO phase and AR frequency. To investigate regional differences in the MJO
forcing we focus on the northern North Island and western South Island regions.
Indeed, we find MJO impacts vary significantly by region, with stronger impacts
for the north of New Zealand. Figures 4.23 and 4.24 show AR frequency anoma-
lies at lag times up to 30 days. These anomalies are calculated with respect to the
mean summer (DJF) AR frequency for each region. Both regions show a notable
slope with lag, indicating significant MJO forcing of AR occurrence (consistent
with Figure 4.22). In particular, the strongest signals are observed at lag times of
9-16 days. As expected, the MJO signal is much stronger for the northern North
Island, where tropical effects are more dominant. Following MJO phase 4, the
maximum response in AR frequency is found at a lag time of approximately 12
days. Indeed, Fauchereau et al. (2016) found increases in the occurrence of TNW,
TSW, NE and HW Kidson types at the same lag time following phase 4. We know
these particular circulation patterns to be favourable for AR landfalls in the north-
ern North Island (see Chapter 2).

Notably, we find significant AR frequency anomalies for the northern North Is-
land up to 30 days after MJO phase 1. The timing is consistent with the MJO
propagation speed, with a life-cycle of 30-60 days. With signals exceeding +60%
in some cases, the findings suggest significant potential for the predictability of
AR occurrence associated with the MJO, particularly for the northern North Is-
land.

Figure 4.23: Composite AR frequency anomalies (% change) for each MJO
phase, for lag times up to 30 days. Values are calculated for ARs making
landfall in the northern North Island during summer (DJF). Anomalous
frequency of AR occurrence (% change) is calculated relative to the re-
gion’s mean summer AR frequency (1980-2018).
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Figure 4.24: Composite AR frequency anomalies (% change) for each MJO
phase, for lag times up to 30 days. Values are calculated for ARs making
landfall in the western South Island during summer (DJF). Anomalous fre-
quency of AR occurrence (% change) is calculated relative to the region’s
mean summer AR frequency (1980-2018).

4.8 Interaction between Climate Oscillations

Each of the climate oscillations described above are interconnected across various
spatial and temporal scales, and have modulating effects on each other. Further,
each climate oscillation is modulated by the annual seasonal cycle, and influ-
enced by long-term changes in the Earth’s climate. Thus, AR variability can be
compounded or negated by the competing influence of each climate mode. Sig-
nificant correlations between different climate oscillations have been observed.
The most significant interaction is between the IPO and ENSO, due to similari-
ties in the expression of tropical Pacific SSTs associated with each mode (though
on different time scales) (Power et al., 1999). Salinger et al. (2001) found sig-
nificant correlations between the phase of the IPO and the frequency of El Niño
events (with the frequency of El Niño months increasing from 12% to 27% during
positive IPO phases). Salinger et al. (2001) also found that ENSO-climate cor-
relations in the New Zealand region showed considerable differences between
the two phases of the IPO, with stronger teleconnections during the positive IPO
phase. Yuan and Li (2008) found positive (negative) IOD events and El Niño (La
Niña) events to be mostly independent during 1948-1969. However, after 1970 a
stronger interaction was observed, and positive IOD events tended to occur in the
same year as El Niño events. It was proposed that this changing relationship was
due to an enhanced Walker circulation since 1970, increasing the linkage between
SSTs in the eastern Indian Ocean and western Pacific (Yuan and Li, 2008). Trop-
ical SST anomalies associated with ENSO also strongly influence the SAM, by
modulating the mean zonal winds (Kidston et al., 2009). Enhanced MJO activity
in the western Pacific has been observed to precede peak El Niño events (Hen-
don et al., 2007). A number of studies have investigated how the MJO modulates
the SAM, and while statistical relationships exist (MJO convection in the Indian
Ocean is related to decreasing SAM index values) (Matthews and Meredith, 2004;
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Flatau and Kim, 2013), MJO impacts over New Zealand were not found to be
significantly modulated by the SAM (Fauchereau et al., 2016). Knowledge of the
state of these climate modes, and their interactions, has potential to be applied in
skilful forecasts of AR occurrence and extreme rainfall in New Zealand.

4.9 AR Frequency Trend

Figures 4.25 and 4.26 show the AR frequency trend in the New Zealand region
since 1979. Statistically significant increases in AR frequency have been observed
over southwestern New Zealand, and to the northeast of New Zealand. Of par-
ticular interest, we see a positive trend in the number of ARs per year recorded
by the NZ detection algorithm (ARs detected with IVT>95th percentile), over the
whole country. We also investigate any trends in the mean IVT magnitude and
IVT magnitude at landfall. We find statistically significant increases in the mean
IVT of summer ARs for all regions, particularly for the South Island (equivalent
to a mean increase of approx. 70kgm−1s−1, p<0.05). Statistically significant in-
creases in the IVT magnitude at landfall are also observed for South Island ARs
during autumn and spring (equivalent to a mean increase of 100−160kgm−1s−1,
p<0.15). In a global study of anomalous moisture uptake associated with ARs,
Algarra et al., (2020) found a statistically significant increase in evapotranspi-
ration rates associated with New Zealand landfalling ARs between 1980-2017.
Thus, anomalous uptake of moisture likely contributed to the observed AR fre-
quency trend, and intensification of ARs. As IVT consists of dynamic (horizontal
wind) and thermodynamic (moisture) components, future AR frequency will be
linked to both changes in global circulation patterns and changes in mean atmo-
spheric temperatures (Ma et al., 2020).

Observed trends in AR frequency are likely due to the recent poleward shift of the
Southern Hemisphere storm track during austral summer (Solman and Orlanski,
2014). Over the last 60 years, a strengthening and poleward contraction of the
circumpolar westerlies during summer has been observed, linked to the recent
positive trend in the SAM (Marshall, 2003). This change is mainly attributed to
depletion of ozone in the lower stratosphere over Antarctica (Thompson et al.,
2011). During Antarctic winter, the cold conditions over the continent lead to
the formation of polar stratospheric clouds (PSCs) that are favourable for ozone
depletion when hit with ultraviolet radiation (Poole and McCormick, 1988). The
Antarctic ozone hole forms in September-November, due to chemical reactions
occurring on PSCs when the sun rises over the polar cap during spring (Gillett
and Thompson, 2003). This springtime reduction in stratospheric ozone reduces
absorption of ultraviolet radiation, induces cooling over the polar cap, and lowers
pressure, resulting in a strengthening of the stratospheric polar vortex (Gillett and
Thompson, 2003). This signal can propagate into the troposphere during summer
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Figure 4.25: Trend in the number of ARs per year (1979-2018). Based on
linear regression, values significant at p<0.05 are indicated by black dots.
Derived from the global AR dataset of Guan & Waliser (2015).

Figure 4.26: Trend in the number of ARs per year (1979-2019). Based on
linear regression, values significant at p<0.05 are indicated by black dots.
Derived from the NZ AR dataset (Kennett, 2020).
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and to a lesser extent can persist into autumn, strengthening the westerly circum-
polar flow (Thompson et al., 2011). A recovery of the Antarctic ozone layer in
the last 30 year during September (due to phasing out of industrial chlorofluoro-
carbons) has weakened the summer positive SAM trend since 2000 (Solomon et
al., 2016). In the future, greenhouse gas increases and recovery of the ozone hole
are expected to have significant but opposing impacts on the SAM. Increases in
greenhouse gas concentrations cool the stratosphere and warm the tropical tro-
posphere. This enhances the temperature gradient between the tropics and poles,
thereby increasing the circumpolar westerly winds (to maintain thermal wind
balance) and contributing to a positive SAM trend (Shindell and Schmidt, 2004).
At current emission rates, greenhouse gas increase will eventually dominate over
the ozone signal, driving a strong tendency toward positive SAM (Thompson et
al., 2011). However there is a seasonality in the competing influence of these ex-
ternal forcings in the future; the ozone hole’s influence is only in summer, while
the influence of an increase in greenhouse gas concentration is year round (Shin-
dell and Schmidt, 2004). Therefore future projections of the SAM during aus-
tral summer are less certain (Fogt and Marshall, 2020). Yang et al. (2020) found
that tropical SST variability, namely the recent period of predominantly negative
IPO conditions, can also act to shift the Southern Hemisphere summertime eddy-
driven jet poleward. Thus, tropical variability (IPO) may have also contributed
to the observed AR frequency trend.

Global climate model predictions suggest that increased mean atmospheric tem-
peratures will increase the water vapour content available in the atmosphere (in
accord with the Clausius–Clapeyron equation), increasing the mean intensity of
ARs (Espinoza et al., 2018; Payne et al., 2020). The Clausius-Clapeyron relation
describes how the water vapour content of saturated air changes with tempera-
ture; typically at a rate of approximately 7%K−1 for temperatures in the range of
the troposphere (Wallace and Hobbs, 2006). Thus, increased mean atmospheric
temperatures are expected to increase the mean intensity of ARs. While there is a
strong relation between IVT magnitude and the distribution of ARs, an increase
in mean IVT may not necessarily translate to increased AR frequency. Indeed,
changes in the global atmospheric circulation under a warming climate are much
less certain (Shepherd, 2014). This is partly due to the complex interactions be-
tween each climate mode, as alluded to in the last section. Further, the response
of the mid-latitude storm track to (conflicting7) changes in the meridional tem-
perature gradient of the lower and upper troposphere remain uncertain (Payne
et al., 2020).

Espinoza et al. (2018) investigated the global-scale impacts of various climate
change projection scenarios on AR frequency and intensity. Globally, future ARs
will be 25% longer, 25% wider, with stronger mean IVT under the Representative

7See for example Held (1993)
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Concentration Pathway (RCP) 8.5 warming scenario. Climate model projections
indicate a 10% reduction in the number of ARs globally in the future, with some
regions experiencing considerably more ARs due to changes to the mid-latitude
circulation patterns (Espinoza et al., 2018). Payne et al. (2020) provides a theoret-
ical overview of projected changes in AR behaviour, investigating the projected
changes in mean IVT under the RCP8.5 scenario. For New Zealand, thermody-
namic changes are expected to increase mean IVT by up to 100kgm−1s−1. Dy-
namic responses to warming are expected to increase IVT to the south of New
Zealand, but decrease IVT significantly over most of the country (particularly for
the Far North) (Payne et al., 2020). As expected, these dynamical changes show
a similar spatial distribution to the positive phase of the SAM (Figure 4.2). These
changes are expected to contribute to an overall increase in AR frequency in New
Zealand. Associated with these changes; increased precipitation extremes, flood-
ing, and snow/ice melt due to AR landfalls are projected (Payne et al., 2020).

It should be noted that there is significant uncertainty associated with these pro-
jections as representations of AR circulation drivers and AR processes remain lim-
ited (Payne et al., 2020). Further research on the multiscale drivers of ARs, partic-
ularly in the understudied southwestern Pacific region, is required to build con-
fidence in future projections of AR characteristics. This is especially important as
future flood frequency is recognized as a key risk for New Zealand (Reisinger et
al., 2014). Current extreme rainfall projections in New Zealand under a local 2◦C
warming suggests that 100-year extreme events (i.e. events with a 1 in 100 chance
of being equaled or exceeded in any given year) could occur approximately twice
as often (Bell et al., 2017). Drought frequency in parts of New Zealand is also ex-
pected to increase; ”time spent in drought in eastern and northern New Zealand
is projected to double or triple by 2040” (Reisinger et al., 2014). In the future, the
impacts of the climate oscillations described in this chapter will be superimposed
on top of the climate change impacts. Future research on the projected changes to
these climate drivers, and New Zealand ARs should therefore remain a priority.

4.10 Conclusions

For the first time in New Zealand, we investigate how large-scale climate drivers
influence ARs and AR-related precipitation extremes. We examine landfalling
AR frequency using two AR datasets over the 1979-2019 period, complemented
by a record of precipitation observations from 189 stations, and Kidson weather
types to quantify changes in AR circulation features. We find that changes in
the leading modes of climate variability can alter seasonal and regional AR fre-
quency by upwards of 30%. The SAM is identified as the dominant driver of AR
activity (other than the seasonal cycle), with the positive SAM phase associated
with a 16% reduction in AR occurrence during summer (30-35% for the North
Island). The links between AR occurrence and the IOD, IPO, and ENSO were less
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clear, though a few statistically significant relationships were found. The MJO,
the leading mode of intraseasonal tropical variability, was found to significantly
influence the frequency and timing of AR landfalls (particularly for the northern
North Island). Favourable MJO phases were associated with positive AR fre-
quency anomalies +60% above the mean. We also assess how climate variability
influences the IVT magnitude of ARs. However, to accurately capture changes in
AR intensity, a more appropriate intensity index (rather than mean IVT magni-
tude/landfall IVT magnitude) is suggested, such as the category-5 scale of Ralph
et al. (2019). Overall, AR frequency anomalies correlated well with previously
understood rainfall patterns for New Zealand. This highlights the potential use
of the AR framework to investigate climate variability in New Zealand.

The SAM is identified as the dominant driver of AR activity, though tropical vari-
ability also appears to play a key role in driving AR occurrence (particularly for
the North Island). Although predictability of the SAM beyond 1-2 weeks is re-
qarded as low, recent research has shown some potential for seasonal predictions
of the SAM, due to association with ENSO and the Antarctic stratospheric cir-
culation (Lim et al., 2013; Seviour et al., 2014). Recent development of coupled
ocean-atmosphere models has allowed ENSO to become the most predictable cli-
mate mode on monthly to seasonal time scales (Tang et al., 2018). We identified
useful relationships between AR frequency and the phase of ENSO, IPO and IOD,
suggesting potential for their use in long-range AR forecasts. We also demon-
strate the importance of the MJO in modulating AR activity in New Zealand. The
MJO is predictable at subseasonal time-scales, and prediction skill continues to
increase. For example, ECMWF re-forecasts have shown improvement in MJO
prediction skill equivalent to one day of predictability per year since 2002 (Vitart,
2014). With improved predictions, there is a corresponding improvement in the
ability to accurately simulate realistic MJO teleconnections and aspects of mid-
latitude weather (Vitart, 2014). The analysis in this chapter demonstrates that
knowledge of the SAM, ENSO/IPO, IOD and MJO phase may help provide skil-
ful predictions of landfalling ARs in New Zealand on subseasonal to decadal time
scales. Skilful long-range predictions of ARs would benefit a number of different
sectors such as agriculture, water resource management, energy production, in-
surance and natural hazard management.



Chapter 5

Conclusions

The Value of AR Forecasts

As ARs provide both beneficial and hazardous precipitation, forecasting local AR
impacts is important for both water management and flood control. However, ac-
curate forecasting of ARs is limited beyond a few days; ARs have a complex and
dynamic life-cycle, making forecasting of AR landfall location and intensity diffi-
cult. ARs interact with other moisture sources, intensify or weaken, warm or cool,
progress rapidly or stall in place, and can merge with other ARs. Predicting AR
impacts at landfall is further complicated by the topography, local atmospheric
dynamics and precipitation processes. Despite these difficulties, there is signifi-
cant value in dedicated AR forecasts, particularly at the subseasonal-to-seasonal
time-scale. ARs (and IVT) are associated with synoptic-scale atmospheric pro-
cesses and are therefore expected to have a higher predictability than precipita-
tion, which is more tied to local small-scale processes. By evaluating ensemble
forecasts across Europe and the western United States, Lavers et al. (2014) and
Lavers et al. (2016) confirmed that IVT has higher predictability than precipita-
tion in these regions. These studies also show that NWP forecasts of synoptic-
scale IVT distributions are skilful at lead times of 7-9 days. Thus, accurate IVT
forecasts may help in mitigating and planning for extreme hydrological events at
longer lead times.

During the early 21st century, AR research has focused on how to utilize weather
model and observations of water vapour transport to more accurately forecast
extreme rainfall events (Ralph et al., 2017). In the western United States, a num-
ber of AR forecast products have been developed, primarily to serve the reservoir
management and hydroelectric power generation sectors (Ralph et al., 2017). For
example, the National Centres for Environmental Prediction (NCEP) provides
forecasts of water vapour flux at lead times up to seven days. These forecasts are
aided by high-resolution mesoscale models (West-WRF), and an observing net-
work consisting of ground-based remote sensing and in situ instruments to better
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monitor AR forcings and impacts (White et al., 2013; Martin et al., 2018). There
has been significant investment in AR research in the western United States, with
establishment of the CalWater program; an organised effort to better understand
water supply, flooding and drought in the region. The CalWater program insti-
tuted an AR observing network and AR forecast products which can be accessed
through the ’AR portal’, https://psl.noaa.gov/arportal/ (Cordeira et al.,
2017).

The AR framework has the potential to aid forecasting of extreme weather in
New Zealand. At the very least, the term may be useful in communicating ex-
treme weather risk to the public (the term ’Category 5 AR’ may be interpreted as
posing notable risk of extreme weather, joining terms such as ’tropical cyclone’
and ’weather bomb’). In communication of extreme weather probability and
likely impacts, the AR framework may be particularly effective. For example,
in the western United States, forecast products (based on the AR Scale developed
by Ralph et al. (2019)) are able to quantify the likelihood, timing, and strength
(weak, moderate, extreme) of AR conditions. These products include experimen-
tal subseasonal forecasts of AR occurrence, providing probabilistic forecasts of
AR landfall at lead times of 1-3 weeks (calculated from ensemble members).

As well as providing severe weather warnings for New Zealand, Metservice1

provides monthly outlook forecasts primarily targeted toward New Zealand’s
rural sector. The National Institute of Water and Atmospheric Research (NIWA)
also provides seasonal climate outlooks, providing predictions of air tempera-
ture, rainfall, soil moisture and river flow. These forecasts provide a review of
current trends in New Zealand’s weather systems, including the expected influ-
ence of climate modes such as the SAM and ENSO. Recently, the AR science com-
munity has emphasized research related to subseasonal-to-seasonal predictions
of AR occurrence (DeFlorio et al., 2019). Unlike short-term operational weather
forecasts, which are dependent on global numerical weather model predictions,
long-range climate forecasts rely on a statistical assessment of historical climate
patterns. Therefore, an understanding of the large-scale modes of climate vari-
ability is essential. The results presented in this thesis provide a basis for un-
derstanding the drivers of AR occurrence in New Zealand. Eventually, the AR
framework may be applied in accurate subseasonal-to-seasonal forecasts in New
Zealand.

Future Research

The local hydrological impacts of landfalling ARs is determined by their interac-
tion with the land surface, including terrain height and orientation. These mech-
anisms can translate the extreme atmospheric moisture flux associated with ARs

1New Zealand’s designated National Meteorological Service
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into damaging hydrological impacts (Neiman et al., 2011; Lavers et al., 2012).
Therefore, it is essential that weather and climate models accurately represent AR
dynamics, thermodynamics, and hydrodynamics. Current global forecast prod-
ucts typically operate at 9 km spatial resolution for deterministic forecasts and
18 km for ensemble forecasts. This resolution is not fine enough to accurately
resolve the interaction of ARs and complex terrain. Therefore, an assessment of
local-scale AR dynamics using high-resolution mesoscale models is suggested as
an avenue of future work (likely involving collaboration between the AR science
and hydrology fields). Although the ’precipitation-to-discharge’ relationship in
New Zealand river basins is relatively well understood (Caruso et al., 2013), there
is potential for detailed modelling of ARs and their interaction with the topogra-
phy to significantly improve flood forecasting. Such interdisciplinary programs
have proved successful, for example, in the western United States where AR fore-
casts inform reservoir operations (Cordeira et al., 2017). Due to the importance
of fine-scale AR structures in driving extreme local precipitation events, more re-
search is required in determining the mesoscale dynamics of New Zealand ARs,
particularly in the Southern Alps. Knowledge of how ARs drive extreme rain-
fall may improve operational forecasts of severe weather in New Zealand. This
is essential, as extreme rainfall events are expected to increase in frequency and
intensity under climate change.

The fact that anthropogenic emissions have warmed the global climate is all but
certain. Extensive scientific research demonstrates that the observed increase in
global mean temperatures since the mid-twentieth century is largely the result
of human activities (Intergovernmental Panel on Climate Change, 2014). In a
warmer climate, the atmospheric water vapour content is likely to increase; the at-
mosphere is able to hold approximately 7% more moisture for every 1◦C increase
in temperature according to the Clausius-Clapeyron equation. Dynamic changes
in the circulation patterns transporting moisture around the globe are also ex-
pected under a warming climate. Together, these mechanisms are expected to
alter the frequency, location and intensity of ARs. Additional research is required
to understand climate change impacts on ARs at the regional level. Research
objectives set out by the IPCC highlight the need for improved understanding
of regional impacts, with a focus on extreme climate and weather events (Inter-
governmental Panel on Climate Change, 2014). The AR framework provides an
additional tool in determining and predicting climate change impacts for New
Zealand. Due to the importance of this research area for policy makers, assessing
climate model projections of AR activity in New Zealand should remain a prior-
ity.

Though the term and body of literature is relatively new, AR science has bene-
fited a number of sectors including environmental research, flood hazard man-
agement, civil engineering, hydroelectricity, and water resource management.
Due to growing interest in the field (in both technical and applied sectors), ’at-
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mospheric river’ science is expected to continue growing. The emerging field of
AR research in New Zealand provides exciting opportunities to improve under-
standing of extreme weather events, with applications in extreme weather fore-
casting and freshwater management. The ultimate long-term goal is to bring AR
research in New Zealand up to speed with other highly-impacted regions. A
number of important research questions remain unanswered; namely, an under-
standing of the local-scale drivers of AR-related extreme precipitation, and the
projected changes in AR frequency and intensity under climate change.

Summary

The results in this thesis outline the spatial and temporal variability of ARs and
AR-related impacts in New Zealand. In particular, we quantify relations between
various modes of climate variability and AR occurrence, adding to our under-
standing of extreme rainfall events in New Zealand.

In chapter 2, we investigate the general climatology of ARs in New Zealand. A
prominent seasonal cycle is observed, driven by seasonal changes in the posi-
tion of the polar and sub-tropical jet streams. In the western South Island, ARs
occur most often during the warmer months, with 58% of all ARs occurring dur-
ing spring and summer. In the North Island, ARs make landfall most often in
winter (between 30% and 34% of all ARs) when the subtropical jet is strongest.
Increased atmospheric moisture due to higher mean atmospheric temperatures
also appears to be a dominant driver of summer AR occurrence. In fact, we find
that IVT likely underestimates the impacts of winter ARs in New Zealand. In
chapter 3, we confirm the importance of ARs to New Zealand rainfall, particu-
larly extreme events. For northern and western regions, over 45% of rainfall fell
directly under AR conditions, contributing to daily rainfall totals 2.5 times higher
on average compared to non-AR days. Further, we found that AR days were as-
sociated with up to 70% of daily rainfall totals above the 99th percentile. Overall,
insurance damages associated with AR events has exceeded NZ $1.4 billion since
1980. Finally, the large-scale climate drivers of AR occurrence were investigated.
The results demonstrate that knowledge of the SAM, ENSO/IPO, IOD and MJO
phase may help provide skilful predictions of landfalling ARs in New Zealand
on intraseasonal to decadal time scales.
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Chapter 6

Appendices

6.1 Appendix A

Atmospheric rivers provide a useful tool in the study of mid-latitude weather sys-
tems, due to the connection between low-level water vapour flux and impacts. In
developing an AR detection algorithm for New Zealand, we took a critical look
at the established methods for identifying ARs. A number of questions emerged,
among them, whether IVT is the best variable for AR detection, and whether IVT
intensity translates well to observed impacts.

One of the recent themes in AR science has been to accurately quantify the in-
tensity of ARs. The scale should translate well to observed impacts, which in
most cases is precipitation. Ideally, the methods to detect and quantify the inten-
sity of ARs should involve the same variable. For example, Ralph et al. (2019)
introduced a category-5 scale, based on the intensity and duration of enhanced
IVT. While developing our AR detection algorithm, we trialled a new detection
variable (in an attempt to find a variable that better represents observed precip-
itation). We keep in mind that any detection variable should be consistent with
the notion of ARs as regions of enhanced moisture flux, and be easily calculable
from commonly used reanalysis fields. While investigating the impacts of ARs
on precipitation, we found that IVT (and therefore ARs) may underestimate win-
ter rainfall (when the atmosphere is closer to saturation). For this reason we trial
a variable calculated by normalizing IVT by the maximum possible column wa-
ter vapour (based on a vertical temperature profile). This normalization variable
(IWVmax) can be calculated as follows:

Total Column Water Vapour in kg m−2 is given by:

IWV =
1

g

∫

1

0

q
∂p

∂η
dη
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where q is the specific humidity in kg kg−1.

Assuming the atmospheric column is fully saturated, for a given temperature
profile, the Maximum Column Water Vapour is given by:

IWVmax =
1

g

∫

1

0

qmax
∂p

∂η
dη

where qmax is the saturation specific humidity.

We can approximate the saturation specific humidity as

qmax ≈ 0.622
esat

p

where we use the well known Tetens equation to approximate saturation vapour
pressure:

esat ≈ 0.611 exp

(

17.27T

T + 237.3

)

Note that normalizing IWV by the same variable would equate to the ’fraction
of maximum saturation’ of the atmospheric column. While the resulting variable
was able to identify AR structures in reanalysis data, investigations of its ability
to represent precipitation were inconclusive. As IVT is now well established as
the preferred AR detection variable, we did not pursue this idea beyond a quali-
tative survey.

In the study of ARs, it is important to keep in mind the properties of IVT. This
includes the fact that IVT consists of both dynamic (horizontal wind) and ther-
modynamic (moisture) components. Gonzales et al. (2020) even goes so far as
to identify different ’flavours’ of ARs, based on whether AR IVT is moisture-
dominant or wind-dominant. Although IVT has some weaknesses when consid-
ering the thermodynamic drivers of precipitation, it has the advantage of being
conceptually straightforward (i.e. the number of kilograms of water vapour mov-
ing across 1 metre in 1 second). We are not aware of any studies that have used
variables other than IWV or IVT as a proxy for AR detection. Although we did
not pursue these ideas further, we encourage scrutiny of IVT as the preferred AR
detection variable.

6.2 Appendix B

In this appendix we provide AR count anomalies associated with each of the
climate oscillation investigated in chapter 4. We calculate monthly anomalies
of AR count by region, including counts of ’heavy’ (daily precip. above 99th
percentile) and ’extreme’ (daily precip. above 100mm) ARs. We also calculate
monthly anomalies of the number of each Kidson type concurrent with each AR,
to investigate changes in the circulation patterns driving ARs.
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Table 6.1: AR count anomalies for positive SAM months. Bold values
denote anomalies significant at the 85% level, underlined values denote
anomalies significant at the 95% level.

Table 6.2: ’Heavy’ AR count anomalies for positive SAM months. Bold
values denote anomalies significant at the 85% level, underlined values
denote anomalies significant at the 95% level.

Table 6.3: ’Extreme’ AR count anomalies for positive SAM months. Bold
values denote anomalies significant at the 85% level, underlined values
denote anomalies significant at the 95% level.

Table 6.4: AR count anomalies for each Kidson type for positive SAM
months. Bold values denote anomalies significant at the 85% level, under-
lined values denote anomalies significant at the 95% level.
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Table 6.5: AR count anomalies for negative SAM months. Bold values
denote anomalies significant at the 85% level, underlined values denote
anomalies significant at the 95% level.

Table 6.6: ’Heavy’ AR count anomalies for negative SAM months. Bold
values denote anomalies significant at the 85% level, underlined values
denote anomalies significant at the 95% level.

Table 6.7: ’Extreme’ AR count anomalies for negative SAM months. Bold
values denote anomalies significant at the 85% level, underlined values
denote anomalies significant at the 95% level.

Table 6.8: AR count anomalies for each Kidson type for negative SAM
months. Bold values denote anomalies significant at the 85% level, under-
lined values denote anomalies significant at the 95% level.
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Table 6.9: AR count anomalies for El Niño months. Bold values denote
anomalies significant at the 85% level, underlined values denote anoma-
lies significant at the 95% level.

Table 6.10: ’Heavy’ AR count anomalies for El Niño months. Bold values
denote anomalies significant at the 85% level, underlined values denote
anomalies significant at the 95% level.

Table 6.11: ’Extreme’ AR count anomalies for El Niño months. Bold val-
ues denote anomalies significant at the 85% level, underlined values de-
note anomalies significant at the 95% level.

Table 6.12: AR count anomalies for each Kidson type for El Niño months.
Bold values denote anomalies significant at the 85% level, underlined val-
ues denote anomalies significant at the 95% level.
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Table 6.13: AR count anomalies for La Niña months. Bold values denote
anomalies significant at the 85% level, underlined values denote anoma-
lies significant at the 95% level.

Table 6.14: ’Heavy’ AR count anomalies for La Niña months. Bold values
denote anomalies significant at the 85% level, underlined values denote
anomalies significant at the 95% level.

Table 6.15: ’Extreme’ AR count anomalies for La Niña months. Bold val-
ues denote anomalies significant at the 85% level, underlined values de-
note anomalies significant at the 95% level.

Table 6.16: AR count anomalies for each Kidson type for La Niña months.
Bold values denote anomalies significant at the 85% level, underlined val-
ues denote anomalies significant at the 95% level.
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Table 6.17: AR count anomalies for positive IPO months. Bold values
denote anomalies significant at the 85% level, underlined values denote
anomalies significant at the 95% level.

Table 6.18: ’Heavy’ AR count anomalies for positive IPO months. Bold
values denote anomalies significant at the 85% level, underlined values
denote anomalies significant at the 95% level.

Table 6.19: ’Extreme’ AR count anomalies for positive IPO months. Bold
values denote anomalies significant at the 85% level, underlined values
denote anomalies significant at the 95% level.

Table 6.20: AR count anomalies for each Kidson type for positive IPO
months. Bold values denote anomalies significant at the 85% level, under-
lined values denote anomalies significant at the 95% level.
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Table 6.21: AR count anomalies for negative IPO months. Bold values
denote anomalies significant at the 85% level, underlined values denote
anomalies significant at the 95% level.

Table 6.22: ’Heavy’ AR count anomalies for negative IPO months. Bold
values denote anomalies significant at the 85% level, underlined values
denote anomalies significant at the 95% level.

Table 6.23: ’Extreme’ AR count anomalies for negative IPO months. Bold
values denote anomalies significant at the 85% level, underlined values
denote anomalies significant at the 95% level.

Table 6.24: AR count anomalies for each Kidson type for negative IPO
months. Bold values denote anomalies significant at the 85% level, under-
lined values denote anomalies significant at the 95% level.
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Table 6.25: AR count anomalies for positive IOD months. Bold values
denote anomalies significant at the 85% level, underlined values denote
anomalies significant at the 95% level.

Table 6.26: ’Heavy’ AR count anomalies for positive IOD months. Bold
values denote anomalies significant at the 85% level, underlined values
denote anomalies significant at the 95% level.

Table 6.27: ’Extreme’ AR count anomalies for positive IOD months. Bold
values denote anomalies significant at the 85% level, underlined values
denote anomalies significant at the 95% level.

Table 6.28: AR count anomalies for each Kidson type for positive IOD
months. Bold values denote anomalies significant at the 85% level, under-
lined values denote anomalies significant at the 95% level.
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Table 6.29: AR count anomalies for negative IOD months. Bold values
denote anomalies significant at the 85% level, underlined values denote
anomalies significant at the 95% level.

Table 6.30: ’Heavy’ AR count anomalies for negative IOD months. Bold
values denote anomalies significant at the 85% level, underlined values
denote anomalies significant at the 95% level.

Table 6.31: ’Extreme’ AR count anomalies for negative IOD months. Bold
values denote anomalies significant at the 85% level, underlined values
denote anomalies significant at the 95% level.

Table 6.32: AR count anomalies for each Kidson type for negative IOD
months. Bold values denote anomalies significant at the 85% level, under-
lined values denote anomalies significant at the 95% level.
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6.3 Appendix C

6.3.1 AR Case Study: March 2019

Model Configuration

The Weather Research and Forecasting (WRF) Model Version 4.0 (Skamarock et
al., 2019) is used to simulate case study AR events. The WRF Model is a next-
generation numerical weather prediction system used for atmospheric research
and operational forecasting. Initial and boundary conditions are forced by 6-
hourly 0.25 degree ( 27 km) GFS analysis. To transition from the relatively coarse
GFS forcing data to a high resolution simulation, we implement a nested domain
configuration. A large outer domain at 9 km resolution extends over much of
the south-west pacific. This provides high-resolution coverage over the complete
spatial extent of the ARs. A 3 km resolution inner domain over New Zealand pro-
vides detailed data at landfall. Similar domain configurations are implemented
operationally, such as the WRF based limited-area model operated by Metservice.
Figure 6.1 shows the domain setup. The inner and outer domains are run as a
two-way nest, meaning the values of the coarse domain are overwritten by the
output of the nested domain.

We implement the New Thompson microphysics scheme (Thompson et al., 2008),
the RRTMG shortwave and longwave radiation schemes (Iacono et al., 2008),
Mellor-Yamada Nakanishi and Niino Level 2.5 planetary boundary layer scheme
(Nakanishi & Niino, 2006), and Noah land surface Model (Niu et al., 2011). The
Kain-Fritsch cumulus scheme (Kain, 2004) is applied for the 9 km outer domain
only. The model setup uses 44 vertical levels extending to 50 hPa, with a larger
fraction of levels nearer the surface as we are primarily interested in low-level
processes. The integration time step used is 45 seconds for the outer domain and
15 seconds for the inner domain. Model data is output every hour over the event
duration for both domains. A summary of the model settings is provided in Table
6.33.

6.3.2 Event Simulation

In general, IVT values exceeding 750 kgm−1s−1 are considered notable. Val-
ues over 1000 kgm−1s−1 are considered extreme, and often indicate a significant
flooding threat. The prolonged period of moisture flux and orographic forcing,
was responsible for driving event rainfall totals of over a meter for parts of the
Southern Alps. The AR cross section is shown in figure 6.2. The vertical struc-
ture shows a low level jet ahead of the cold front, driving a strong inner AR core
and strong northwest flow aloft. Over that cross section the flow rate of moisture
exceeded the equivalent liquid water flow rate through the mouth of the Amazon
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Figure 6.1: WRF nested domain configuration. The red line depicts the
cross-section used in Figure 6.2

river.
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Parameter Setting

Initialisation and forcing GFS analysis (6 hrly, 0.25 degree)
Grid spacing 9 km, 3 km
Vertical levels 44

Time step 45 s
Nesting Two-way

Microphysics New Thompson
Longwave radiation RRTMG
Shortwave radiation RRTMG

Surface physics Noah Land Surface Model
Planetary Boundary Layer physics Mellor-Yamada Nakanishi Niino 2.5

Cumulus physics Kain-Fritsch

Table 6.33: WRF namelist settings for each simulation.
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Figure 6.2: Atmospheric river cross section (2019-03-26-03 UTC) show-
ing (a) specific humidity (coloured contours), potential temperature (black
contours), and wind speed (dashed contours). (b) IVT and IWV values
over the cross section.
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