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ABSTRACT 

 

Control is fundamental to theoretical conceptualizations of intimate partner aggression (IPA). 

In particular, it has been instrumental in the development of typologies of IPA, where control 

has been associated with more frequent and serious IPA carried out by men against women. 

Consequently, the concept of control has heavily influenced the design of treatment and 

legislation targeting partner violence. However, there is considerable theoretical divergence as 

to how control should be conceptualized, operationalized, and measured. This thesis comprises 

a series of studies designed to test the validity of some of the key theoretical assumptions that 

inform the common conceptualizations of control by examining control as a behavior, as a 

motivation, and as an outcome. Chapter 1 provides an overview of the thesis rationale and 

objectives. Chapter 2 investigated the theoretical assumption that non-physical ‘controlling 

behaviors’ (e.g., restricting access to money; threatening harm) comprise a unique form of IPA. 

Exploratory (N = 561) and confirmatory (N = 424) factor analyses on 54 measures used across 

the IPA literature identified three forms of aggression: Eclectic Aggression, Direct 

Psychological Aggression, Monitoring Acts. There was no evidence for a distinct form of 

‘controlling behaviors’. Chapter 3 systematically reviewed the literature on motivations for 

physical and psychological IPA. The review aimed to appraise the quality of the literature and 

ascertain which motivations had the largest effect sizes. A meta-analysis of the motivations for 

physical IPA suggested self-defense, retaliation for emotional hurt, and communication 

difficulties had larger effect sizes than control. Chapter 4 investigated the assumptions that 

control motivations are associated with more severe and frequent IPA and IPA perpetrated by 

men. Categorical principal and latent class analyses (N = 1166) found considerable 

heterogeneity in motivations for IPA for both genders, but no evidence of distinct patterns or 

profiles of controlling motivations for either men or women. Chapter 5 investigated the 
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assumptions that coercive control is experienced exclusively by women and is related to 

experiencing specific types and more frequent IPA (N = 1174). Evidence did not support a 

“coercive control” pattern or profile in people who experienced IPA, or that coercive control 

outcomes were gendered, or associated with the type or the frequency of IPA behaviors used. 

Regressing the item-average of coercive control outcomes on experiences of IPA in a path 

analysis provided some evidence that gender and experiences of physical and psychological 

aggression predicted feelings of coercive control. Collectively, the results of the thesis 

identified considerable heterogeneity in the patterns of behaviors, motivations and outcomes 

for IPA. The evidence challenges existing conceptualizations of control as a distinct and 

gendered construct and indicates the need for the development of a theoretical explanation of 

control, that is both gender-inclusive and multifactorial, to guide future research. 
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Chapter 1:  INTRODUCTION 
 

 

Intimate Partner Aggression: Definitions, Prevalence, and Consequences 

Intimate partner aggression (IPA) is the use of physical, sexual, and psychological 

aggression, and controlling behaviors towards a current or ex-partner (see Dixon & Graham-

Kevan, 2011; 2020; National Center for Injury Prevention and Control, 2020; World Health 

Organization, 2010).  While there is a consensus on the types of behaviors that constitute IPA, 

there is considerable disagreement with regards to who perpetrates and experiences IPA. While 

some researchers have adopted a gender-inclusive approach others consider IPA to be an issue 

of men’s violence against women (Garcia-Moreno & Watts, 2011; Pence & Paymar, 1993). 

These underlying theoretical differences affect sampling decisions and survey design, which 

impact the estimates of the prevalence of IPA (Esquivel-Santoveña & Dixon, 2012). 

IPA has historically been understood as a problem of men’s violence towards women 

(Hamel, 2007; e.g., Dobash & Dobash, 1979). This understanding was reflected in an early 

research focus on female victimization that utilized selected samples from agency and 

emergency departments. Estimates of IPA from such research yielded high rates of male to 

female IPA. This sampling strategy was critiqued by researchers, such as Straus and Gelles 

(1999), who argued these samples were not representative and, thus, these estimates provided 

an inaccurate picture of the prevalence of IPA (Esquivel-Santoveña & Dixon, 2012).  

In response, Straus conducted the National Family Violence Survey in 1975 (N = 2,143) 

and 1985 (N = 3,520; see Straus & Gelles, 1986). These were large, nationally representative, 

gender-inclusive surveys, which showed high levels of bi-directional violence and gender 

symmetric rates of IPA. However, the Conflict Tactics Scale (Straus, 1979) was used in these 
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studies to measure familial aggression. This scale has been critiqued as acontextual and for its 

focus on discrete acts (see Dobash & Dobash, 2004).  

Other large community representative studies, such as ‘violence against women’ 

surveys (e.g., National Violence Against Women Survey [NVAW]: see Tjaden & Thoennes, 

2000) and crime surveys (e.g., New Zealand Crime & Victims Survey: Ministry of Justice, 

2020) typically report higher rates of IPA for women than men (Esquivel-Santoveña & Dixon, 

2012). The framing of these surveys with either their explicit focus on female victimization or 

crime may account for the disagreement in the incidence of female-male aggression. While 

crime surveys are representative and survey the experiences of men and women, they prime 

participants to respond to questions within the context of criminal behavior and are, therefore, 

thought to underestimate the incidence of IPA, particularly men’s victimization (Esquivel-

Santoveña & Dixon). Similarly, ‘violence against women’ surveys, by the very way they are 

advertised, may prime individuals and affect gender prevalence rates. Research into how 

survey methodology affects the responses of men and women has been recommended (Tjaden 

& Thoennes).  

Estimates of the prevalence of IPA are also affected by differing operationalizations. 

For example, the National Intimate Partner and Sexual Violence Survey conducted by the 

Centers for Disease Control (CDC) estimate 25% of women and 10% of men experience IPA 

in their lifetime. CDC defines IPA as contact sexual violence, physical violence, and/ or 

stalking (National Center for Injury Prevention and Control, 2020). The inclusion of sexual 

violence in definitions of IPA may skew the results by gender, as women are reported to 

experience this type of violence at higher rates than men (World Health Organization, 2010). 

In contrast, the New Zealand Crime and Victims Survey, which is an annual, nation-wide crime 

survey (N = 8038), adopts a much wider definition of IPA that includes robbery, harassment, 

and threatening behavior, and property damage, in addition to physical and sexual assault 
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(Ministry of Justice, 2020). The lifetime prevalence rate of IPA in this survey was 16%. 

Differences in operationalizations and survey methodology also make cross-cultural 

comparisons on the prevalence of IPA unfeasible (Esquivel-Santoveña & Dixon, 2012).  

Despite the challenges in estimating rates of IPA, it is widely accepted that IPA is a 

major social problem (Krug et al., 2002) and has been recognized as a worldwide public health 

issue by the World Health Organisation (see Garcia-Moreno & Watts, 2011). Indeed, a review 

of studies examining the effects of IPA on women’s health reported both acute and chronic 

health consequences, including cardiovascular and respiratory disorders, diabetes, 

gynecological symptoms, gastro-intestinal problems, higher rates of human immunodeficiency 

virus, and lower self-perceived physical health (Dillon et al., 2013). Similarly, male victims of 

partner violence report significantly higher levels of depression, post-traumatic stress disorder, 

associated physical symptoms, and poor health scores compared to controls (Hines & Douglas, 

2018). Higher levels of mental illness such as depression, anxiety, and substance use have also 

been associated with experiencing IPA for both men and women (see Coker et al., 2002; Hines 

& Douglas, 2010).  

Theories of IPA 

Differences in gender prevalence rates have lent support for different theories of IPA. 

Two conceptualizations have arguably dominated the field of IPA research: The gendered and 

family violence perspectives.  

The gendered perspective. This explanation of IPA began in the 1970s (e.g., Dobash 

& Dobash, 1979) and gained popularity when accounts of female victims of IPA were 

subsumed within the wider feminist movement, thereby transforming IPA into a gendered issue 

(Hamel, 2007). The gendered theory of IPA considers men’s violence towards women as a 

product of sexual inequality and societal patriarchal norms that maintain men’s dominance over 
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women (Bell & Naugle, 2008). Women’s aggression towards men is understood as taking place 

within this context of power and control and is therefore viewed as self-defensive (see Dobash 

& Dobash, 2004).  

However, research, utilizing community and agency samples have demonstrated 

women’s use of IPA is not limited to aggression perpetrated in self-defense. Whitaker et al. 

(2007) analyzed the data from the 2001 National Longitudinal Study of Adolescent Health to 

examine the prevalence of reciprocal and non-reciprocal physical IPA in young adults aged 

18–28 years from the United States (N = 11,370). Violence was reported in 23.9% of 

relationships, of which 50.3% was characterized as non-reciprocal violence.  The perpetrator 

of this violence was reported to be female in 70.7% of these non-reciprocal violent relationships 

by both men (74.9%) and women (67.7%). These findings challenge the interpretation of 

women’s aggression as a response to men’s violence and self-defense as an explanation for 

female perpetrated IPA. Indeed, Hines et al. (2007) analyzed the content of calls from male 

victims (N = 190) to a domestic abuse helpline and found all the men experienced physical 

violence from their female partners and 94.8% experienced behavior described as ‘controlling’. 

‘Controlling behaviors’ were coded as per the control tactics on the Power and Control Wheel 

of the Duluth Model (Pence & Paymar, 1993) and included intimidation, coercion and threats, 

and emotional abuse. The results from this study clearly illustrate the aggression experienced 

by these men was not perpetrated in self-defense and is analogous to the experiences of female 

victims in agency samples.  

Research investigating gender differences in motivations for IPA has found inconsistent 

results, with both men and women endorsing control and self-defense as motivations for their 

use of IPA (see Langhinrichsen-Rohling et al., 2012 for a review). While some correlational 

research has found evidence of a relationship between men’s patriarchal beliefs and their 

perpetration of IPA (see Leonard & Senchak, 1996; Smith, 1990), other studies, including a 
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meta-analysis, have failed to find evidence of this (see Coleman & Straus, 1986; Dutton, 1995a; 

Sugarman & Frankel, 1996).  

Despite this lack of consistent empirical support (Bell & Naugle, 2008), the gendered 

perspective of IPA has been highly influential with regards to the treatment of IPA (Dixon et 

al., 2012). For example, the Duluth Model adopts a psychoeducational approach, which is 

informed by the gendered perspective. This model considers IPA a form of ‘power and control’ 

perpetrated exclusively by men (Dutton, 2006a). The Duluth Model is the most widely 

implemented treatment approach for male perpetrated IPA in the western world. Indeed, the 

Duluth model is legislated as mandatory in most American states and Canadian provinces, and 

where not mandated or implemented in its pure form, substantially influences other approaches 

(Dutton). Despite the wide-spread implementation of the Duluth Model since it was first 

established in 1981 (Dutton), research into treatment outcomes shows recidivism rates of 

greater than 30% (see Babcock et al., 2004; Shepard, 1992), questioning the efficacy of this 

approach.  

As a single-factor, macro-level theory, the gendered perspective cannot account for why 

all men do not aggress against their female partners, for women’s IPA, and the presence of IPA 

in the relationships of sexual and gender minorities (Dutton, 1995a). Patriarchy as an 

explanation for IPA and the gendered perspective has, therefore, been criticized as inadequate 

(Dutton) and heterosexist (Hassouneh & Glass, 2008). Prevalence rates of IPA in same-sex 

relationships are difficult to ascertain, as research has employed both small, selected samples 

and differing methodologies (Hassouneh & Glass). However, higher rates of IPA have been 

found in samples identifying as non-heterosexual, relative to those identifying as heterosexual 

(see Dank et al., 2014), necessitating an increased research focus.  
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The family violence perspective. The family violence perspective of IPA is based on 

conflict theory (Graham-Kevan, 2007). This theory states that conflict is a process that 

facilitates social change and the establishment of group identity through the shared experiences 

of conflict of interest (Coser, 1957). Conflict of interest is considered ubiquitous and is 

experienced, not only by social groups but by families and individuals in intimate relationships 

(Carlson & Jones, 2010). The methods used to forward self-interest and resolve conflict may 

involve the perpetration of IPA (Straus, 1979). The underlying motive for the use of these 

methods is the need to maintain or regain control of a situation and is what characterizes them 

as conflict tactics (Graham-Kevan, 2007). Based on this theory, Straus (1979) developed the 

Conflict Tactics Scale, designed to measure the tactics of three methods of relationship conflict 

resolution: reasoning, verbal aggression, and physical violence. This scale and the Revised 

Conflict Tactics Scale (CTS2: Straus et al., 1996) are the most widely used measures to assess 

IPA (Straus & Douglas, 2004).  

In response to the qualitative and socio-political nature of gendered research, 

researchers from the family violence perspective obtained data from men and women in large 

nationally representative sample surveys, as touched upon earlier in this introduction. Results 

from the 1975 (N = 2,143) and 1985 (N = 3,520) National Family Violence Surveys (see Straus 

& Gelles, 1986) showed physical assault was perpetrated by men and women at similar rates 

(see Archer, 2018; Hamel, 2007; Straus et al., 1980). Following criticism of gender bias in 

reporting, the results from the National Family Violence Survey of married and cohabiting 

couples in 1985 were re-calculated so that only the information reported by women was 

analyzed. Women’s assault rate (.124) was slightly higher than men’s assault rate (.122) though 

not at a statistically significant level, for both minor and severe assaults (Straus, 1997). The 

finding of gender symmetry in the perpetration of physical IPA is well supported by hundreds 

of empirical studies conducted around the western world (Archer, 2018) including meta-
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analyses (Archer, 2000; Desmarais et al., 2012). It should be noted, however, that sex 

differences in IPA emerge with an increase in the severity of violence and with homicide 

(Archer, 2018). Meta-analyses show men perpetrate more severe forms of IPA (e.g., “beat up”; 

d = .06; 32 studies; N = 23,121; Archer, 2002), although these effect sizes are small. However, 

the estimates for the effect sizes for partner homicide are comparatively high at between d = 

1.05 and 1.38 (Archer, 2018).  

The weight of evidence for gender symmetric rates of aggression in heterosexual 

relationships coupled with a lack of evidence for single-factor theories (e.g., gendered theory 

or psychological dysfunction) led family violence researchers to propose the need for 

multifactorial theories of IPA (Dutton, 2006a). Dutton’s (1995b) nested ecological framework 

adopts a ‘bottom-up’, gender-inclusive, multi-system approach, which accounts for 

characteristics of the individual, their relationships, and wider social context, and the 

interactions between them. A model, rather than a theory, it has nevertheless, been influential 

in the assessment and treatment of IPA (Hamel, 2014). Empirical research employing nested 

ecological approaches combine risk factors for IPA from multiple ecological levels (e.g., 

employment, relationship/ marital satisfaction, depression) to predict the amount of variance 

explained by hypothesized models (e.g., Stith et al., 2004). They are, therefore, able to account 

for equifinality with regard to IPA (Dixon & Wride, 2020). For example, approximately 50% 

of the variance was explained by the risk factors predicting men’s and women’s perpetration 

of IPA in a study conducted by O'Leary et al. (2007).  

Johnson’s typology. Attempting to reconcile the conflicting findings from the 

gendered and family violence perspectives, Johnson (1995) proposed a typology that suggests 

these perspectives highlight qualitatively different forms of violence and result from differing 

sampling strategies (Langhinrichsen-Rohling, 2010). Johnson claimed four types of violence 

could be differentiated by the presence or absence of control in the relationship, which 
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consequently characterized the frequency and severity of aggression in that relationship 

(Johnson, 2006). He claimed studies using representative/ community samples over-select 

individuals, whose relationships are not characterized by control, rationalizing that the partners 

of those individuals, whose relationships are characterized by control, would be too afraid of 

their partners to participate in research. In contrast, he has stated agency samples over-select 

those individuals experiencing control in their intimate relationships (1995). The type of 

violence identified by Johnson that is most often reported in studies using clinical and agency 

samples is ‘intimate terrorism’ (later re-labeled coercive controlling violence; 2008), 

characterized by one partner’s use of unidirectional controlling behavior used in conjunction 

with physical violence. ‘Situational couple violence’ is purported to be mostly seen in 

community samples and describes relationships where the violence is bi-directional and is the 

result of an escalation of conflict as opposed to control motivations. ‘Violent resistance’ is used 

to describe the violent response of one partner to an ‘intimate terrorist’, while ‘mutual violent 

control’ describes the situation in which both partners use violence and control in the 

relationship.  

Johnson tested his theory by analyzing pre-existing interviews with an agency and 

matched community samples of women (2006). The items he created to measure the existence 

and/ or extent of control in the relationships of these women were designed to be analogous to 

the control tactics on the Power and Control Wheel of the Duluth Model (Pence & Paymar, 

1993). He claimed ‘intimate terrorism’ is perpetrated almost exclusively by men (97% of his 

sample), while ‘violent resistance’ was typified almost exclusively by women (96%). 

‘Situational couple violence’ and ‘mutual violent control’ were found to be gender symmetric, 

as men comprised 56% of the ‘situational couple violence’ group and 50% of the ‘mutual 

violent control’ group, and women comprising the remaining 44% and 50% respectively 

(2006). However, Johnson’s development and testing of his theory utilized samples with high 
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rates of female victimization and male perpetration, such as those from women’s shelters, their 

male partners, or men who were involved in the criminal justice system (Straus & Gozjolko, 

2014). This ultimately resulted in sampling bias, and therefore, questions the generalisability 

of his findings. Indeed, his research did not set out to secure a sample of men who had 

experienced harm from their female partner, so it is not possible to conclude that men do not 

experience ‘intimate terrorism’, as this was not tested (Dixon & Graham-Kevan, 2020). Indeed, 

little research has examined male victimization from intimate terrorism in any detail (Hines & 

Douglas, 2010). Research that has investigated Johnson’s typology in non-selected samples 

has not found support for the gendered nature of ‘intimate terrorism’. Ehrensaft et al. (2004), 

Laroche (2005), and Straus and Gozjolko found no gender difference in the number of 

individuals in community samples, who could be classed as ‘intimate terrorists’ (i.e., using 

high levels of control and aggression). Notably, Bates et al. (2014) found women were 

significantly more likely to be classed as ‘high control’, while men were significantly more 

likely to be categorized as ‘low control’ in a large university sample. In another study 

investigating the controlling behaviors of married couples, Stets and Hammond (2002) found 

wives engaged in more monitoring behaviors and restricted the activities of their spouse of 

which they did not approve more frequently, than did their husbands. This finding has been 

corroborated in the New Zealand Crime and Safety Survey (Ministry of Justice, 2014) with 

17% of men versus 14% of women experiencing controlling behaviors in their relationships. 

These studies provide evidence that both men and women can use high levels of control and 

aggression in their intimate relationships.  

Coercive control. While there is a nascent body of evidence demonstrating men’s and 

women’s use of control in their intimate relationships, the current conceptualization of coercive 

control is heavily influenced by the gendered perspective to the point where the two have 

almost become synonymous. Coercive control is, therefore, most frequently defined by the 
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entrapment, isolation, the restriction of liberty and autonomy of women, which is facilitated by 

sexual inequality on both micro and macro levels (Stark, 2007). The political underpinnings of 

this construct differentiate coercive control from that of control, although the two are frequently 

conflated and used interchangeably in the IPA literature (Walker et al., 2017). 

This thesis adopts a gender-inclusive approach to explore the accuracy of the gendered 

and family violence theories of control in relation to gender differences.  

Defining Control 

 Despite a consensus in the legal, research, and practice literature regarding the 

theorized importance of control to understanding IPA, there is no commonly accepted 

definition (Hamberger et al., 2017). Control has most frequently been defined in terms of how 

it is operationalized, rather than as an abstract concept.  

 Behavioral definitions of control tend to be tautological, involving the use of 

‘controlling’ behaviors or tactics to control an intimate partner (e.g., Beck et al., 2009; Johnson, 

1999). The emphasis on specific behaviors as opposed to defining the construct itself has 

resulted in the frequent conflation of control with psychological abuse (Graham-Kevan, 2007). 

While these constructs share common features (e.g., intent to harm, adverse effect on victims; 

McHugh et al. 2013), not all psychological abuse is considered controlling and vice versa 

(Hamberger et al., 2017).  

Adding to this ambiguity is the inclusion of coercion in ‘definitions’ of control. 

Although coercion (Oxford University Press, 2020a) can be distinguished from control (Oxford 

University Press, 2020b) by the use of force, the terms are used synonymously, particularly in 

legislation criminalizing “controlling or coercive behavior” (Serious Crimes Act 2015 [UK], s 

76). Definitions of coercive control typically focus on the outcome or impact on the victim, 

including terminology such as isolation, domination, and subjugation (see Stark, 2007).  
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 This thesis considers control an abstract concept and, consequently, defines control as 

attempts to compel or constrain an intimate partner’s behavior. The omission of behavioral 

references recognizes that control tactics are often specific to a relationship (Hamberger et al., 

2017) and ensures the definition is gender-inclusive.   

Existing Operationalizations and Measurement of Control 

A lack of consensus regarding how control is defined and conceptualized has resulted 

in ambiguity surrounding how control should best be operationalized and measured 

(Hamberger et al., 2017). Control has been operationalized in the literature as a behavior, a 

motivation, and a consequence or outcome of IPA (Hamberger et al.).  

Control as a behavior. Control is most frequently defined in the literature as the use 

of non-violent behaviors enacted to gain or maintain dominance in an intimate relationship 

(Stark, 2007). Thus, most commonly, control and coercive control has been measured using 

controlling behavior scales (Follingstad, 2007), which assess the frequency of these non-violent 

behaviors. Examples of these behaviors include deliberately preventing your partner from 

sleeping, deliberately keeping your partner short of money, restricting their activities and their 

access to friends and family, belittling your partner in public, gaslighting (deliberately 

distorting someone’s reality), verbal abuse such as shouting, swearing, overt criticism, and 

threatening to harm your partner and/or people/ pets they care about.  

Controlling behavior scales (e.g., Relationship Behavior Rating Scale-Revised: Beck et 

al., 2013; Checklist of Controlling Behaviors: Lehmann et al., 2012; Psychological 

Maltreatment of Women Inventory: Tolman, 1989) are widely used in studies investigating the 

relationship between control and IPA (e.g., Bates et al., 2014; Graham-Kevan & Archer, 2009). 

Their use as correlates and predictors of IPA suggests “controlling behaviors” are considered 

distinct from other forms of IPA, such as physical aggression, despite there being no theoretical 

or statistical basis for this. However, some gendered researchers suggest that the presence of 
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control in intimate relationships is not limited to the use of “controlling behaviors”. Instead, 

maintaining that men use a range of tactics, such as threats, physical violence, and sexual 

aggression, to dominate and control their female partners (Stark, 2006). 

The identification of the underlying motivation of an aggressive act by simply 

observing that act is considered problematic. One behavioral act (e.g., punch) can have diverse 

motivations (e.g., express anger or punish partner), and conversely, one motivation (e.g., 

wanting partner to listen to you) can impel different behavioral acts (e.g., yelled at or slapped 

partner; Bushman & Anderson, 2001). This difficulty is recognized in the general aggression 

literature and, thus, motivations (e.g., instrumental aggression; hostile aggression), rather than 

behaviors, have been used to understand aggression (Bushman & Anderson). This approach 

has extended to the functional assessment of violent offenders, which focuses on why a 

particular behavior is occurring, as opposed to what behavior is occurring, as behavior is 

influenced by context (Ireland, 2009).  

Indeed, the rationale for the Psychological Maltreatment of Women Inventory (Tolman, 

1989), which is the most widely used measure of control in intimate relationships (Hamberger 

et al., 2017), demonstrates how non-physical behaviors are in fact IPA modified by social 

context. This scale was initially designed to measure the psychologically abusive behaviors in 

intimate relationships of men undergoing treatment for IPA. Tolman (1989) proposed these 

men would refrain from committing physical acts of violence against their wives/ partners 

while under the surveillance of the treatment program in which they were participating, and 

instead find alternative, non-physical means by which to control them.  

Despite their wide-spread use, there are multiple issues regarding the use of controlling 

behavior scales. The arguably favored gendered theory of IPA has meant much of the data that 

has informed the development of controlling behavior measures has been collected from 

women’s refuges or advocacy services (McHugh et al., 2013). Consequently, our current 
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conceptualizations of control and the measures that continue to inform our understanding of 

control are based upon the experiences of non-representative samples. The severe and 

escalatory nature of the violence experienced by these women means the items developed from 

these experiences are likely to form different and rare patterns of associations to those in a 

general population (DeVellis, 2012). This makes the generalisability of these measures, and 

potentially their validity, more questionable; a phenomenon referred to as the clinical fallacy 

(Straus, 1997).  

Indeed, IPA scales were developed to understand women’s experiences of relationship 

violence (Follingstad & Rogers, 2013). Thus, the use of female victim experiences to inform 

the development of measures of controlling behaviors has resulted in the conflation of 

behavioral acts with the perceived motivation of control. However, the motivation for the use 

of these “controlling behaviors” has not been directly tested or measured (Hamberger et al., 

2017), and thus the assumption they are enacted with the intent to control an intimate partner 

persists.  

Furthermore, the divergent validity of controlling behaviors from other types of IPA 

has not been investigated, and, thus, the question as to whether “controlling behaviors” are 

distinct based on the underlying motivation of control remains. The construct validity of the 

scales developed to measure control in intimate relationships and of their continued use is, 

therefore, spurious. The questionable validity of controlling behavioral scales is concerning 

considering the widely accepted association between the frequency of IPA and control has been 

established using these measures. This necessitates the investigation into the underlying 

motivations for behaviors currently labeled in the literature as “controlling”.  

Control as a motivation. The examination of motivation is necessary to contextualize 

human behavior and give it meaning, thus, providing a deeper understanding of a particular 

behavior (Scheer, 2001). Motivations are theorized as causal and as explanations for behavior 
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(see Ward, 2017) and are, thus, considered an important area of research (Langhinrichsen-

Rohling et al., 2012), which informs the assessment and treatment of aggressive behavior 

(Ireland, 2009).  

Much of the research that has been conducted on motivations for IPA has been heavily 

influenced by the gendered perspective (Dutton, 2006a). This influence has resulted in the 

concentrated study of control as a motivation for male perpetrated IPA and self-defence as a 

motivation for female perpetrated IPA. Indeed, control and self-defence were the most (76%), 

and the third most (61%) frequently studied motivations in a systematic review of 75 studies 

of motivations for physical IPA (Langhinrichsen-Rohling et al., 2012). Existing reviews (see 

Bair-Merritt et al., 2010; Langhinrichsen-Rohling et al.) have simply focussed on the frequency 

with motivations for IPA have been researched. To date, no study has statistically examined 

the effect sizes of motivations to ascertain which of these have the largest effect sizes and 

would, therefore, make the most appropriate and effective treatment targets. Thus, although 

control has a well-established and important relationship with IPA from a theoretical 

perspective, the strength of this association, relative to alternative motivations for IPA, has not 

been tested. This is important given the assumptions of the gendered perspective and its 

influence on treatment programs (Dutton, 2006a) and legislation (Hester et al., 2017).  

Despite the apparent importance of control as a research topic, some research 

investigating motivations for IPA has found that alternative motivations (e.g., retaliation, 

emotional dysregulation, communication difficulties) are endorsed more frequently than 

control (see Elmquist et al., 2014; Follingstad et al., 1991; Harned, 2001; Kelley et al., 2015; 

Ross, 2011). However, there is considerable inconsistency in study findings, which has been 

attributed to how studies have operationalized motivations (Langhinrichsen-Rohling et al., 

2012). Quantitative measures have been developed to assess a variety of motivations for the 

perpetration of IPA (e.g., Motivations and Effects Questionnaire: Follingstad et al.; Reasons 
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for Violence Scale: Stuart et al., 2006). However, these measures include risk factors and 

emotions, neither of which current psychological theory considers causal (see Heffernan et al., 

2019; Ward & Carter, 2018).  In addition, such measures have infrequently been subject to 

scale development and, therefore, lack validity.  

While the consideration of motivations for IPA is useful from a treatment perspective 

(Ireland, 2009), the operationalization of control as a motivation does not account for how 

successful an individual’s attempts at control might be. Thus, examining control from the 

victim’s perspective by operationalizing control as an outcome of IPA may present an arguably 

more accurate alternative to motivations.  

Control as an outcome. Control, and especially coercive control, is frequently 

conceptualized as a pattern of harm (see Smith, Tessaro, & Earp, 1995; Stark, 2007). However, 

controlling behavior scales, which are most frequently employed in studies investigating the 

relationship between (coercive) control and IPA, measure discrete events. This approach fails 

to account for the frequency with which these behaviors have been used and, thus, does not 

provide information regarding the chronicity of abuse considered characteristic of (coercive) 

control (see Stark, 2007). Researchers have, therefore, suggested that behavioral measures, 

particularly those that count the number of discrete acts of ‘controlling behaviors’ experienced 

by participants, are an inaccurate way of measuring (coercive) control (Hardesty et al., 2015). 

In addition, the acontextual nature of behavioral measures fails to capture the meaning and 

impact that IPA has on individuals' lives (Smith, Earp, & DeVillis, 1995) and to ascertain 

whether the acts themselves are experienced as controlling (Hamberger et al., 2017). The 

consideration of victim experiences and the operationalization of control as an outcome of IPA 

may, therefore, result in increased validity and accuracy in the measurement of control.  

However, there are comparatively few studies that have empirically investigated the 

outcomes of IPA. Much of the existing research that has operationalized control as an outcome 
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is qualitative, has focussed on women, and has been influenced by the gendered perspective 

(e.g., Crossman & Hardesty, 2018; Landenburger, 1989; Smith, Tessaro, & Earp, 1995). The 

assumption that the consequences of IPA are more deleterious for women than for men has 

therefore become accepted. There is, however, some empirical evidence to support this 

supposition, as research has found women are more fearful than men, as a result of IPA (see 

Hamberger & Larsen, 2015 for a review). Though, gender differences in fear have been 

attributed to socialization (Langhinrichsen-Rohling, 2010), trauma (Kernsmith, 2006), and 

survey methodology (Hamberger & Larsen). The influence of the gendered perspective on the 

development of measurement tools (e.g., Women’s Experiences with Battering Scale: Smith, 

Earp, & DeVellis, 1995) as previously mentioned, has led to a bias in the way in which control 

is measured (McHugh et al., 2013), such as the focus on fear. This raises questions regarding 

the validity of research findings and our depth of understanding of men’s and women’s 

experiences of control. 

Aims and Structure of the Thesis 

The subjective nature and complexity of control make the construct difficult to 

conceptualize, define, and measure (McHugh et al., 2013). Contributing to this problem has 

been a lack of consensus regarding the operationalization of control (Hamberger et al., 2017). 

This thesis aims to test the validity of the commonly accepted conceptualizations of control by 

examining control as a behavior, motivation, and an outcome to determine how this construct 

can best be conceptualized and measured. Approval from the Victoria University School of 

Psychology Human Ethics Committee was obtained for each of the studies included in this 

thesis to minimise the risk of potential harm to participants was minimised and ensure their 

confidentiality (Chapter 2: # 25918; Chapters 4 and 5: # 27163). The professional codes of 

New Zealand Psychological Society and New Zealand Psychologists Board were also adhered 

to.  
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Controlling behaviors are included in definitions and legislation and comprise 

measurement tools designed to assess the level of control in intimate relationships. These 

behaviors are typically non-physical, are considered a distinct sub-type of IPA, and are 

assumed to be motivated by control. However, the validity of these assumptions has not been 

tested. Chapter 2 presents the first study in the thesis (Study 1), which aims to clarify whether 

behaviors, previously labeled in the IPA literature as “controlling” are statistically distinct from 

other aggressive acts perpetrated against and experienced by individuals in intimate 

relationships. Exploratory and confirmatory factor analyses in online and student samples were 

used to investigate the divergent validity of “controlling behaviors”. 

The assumption that IPA perpetrated by men is motivated by control and IPA 

perpetrated by women is motivated by self-defence informs treatment. However, there is 

considerable inconsistency in the findings of research investigating motivations for IPA and 

gender. Chapter 3 systematically reviews the published literature on motivations for physical 

and psychological IPA perpetrated by men and women to objectively ascertain which 

motivations would make the most appropriate targets for intervention. This includes an 

appraisal of the quality of research and meta-analysis of the included studies.  

Chapter 4 (Study 2) aims to investigate the relationship between a range of motivations 

for IPA and the type and frequency of aggressive acts used by men and women in intimate 

relationships. The accepted association between control and IPA has been established using 

proxy behavioral measures as opposed to directly assessing motivations. In an online sample, 

Study 2 examines whether the association between control motivations and the type and 

frequency of IPA is stronger than for non-control motivations and whether these associations 

are stronger for men than for women. This study also tests the validity of Johnson’s typology 

(1995; 2006), which differentiates on the presence of control motivations, characterizes types 
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by the frequency of violence, and maintains men predominantly comprise the most controlling 

profile.  

Coercive control is fundamental to the gendered conceptualization of IPA and is 

considered the most deleterious form of IPA, resulting in the entrapment and subjugation of 

women (Stark, 2007). Coercive control has been used to differentiate between types of IPA 

(Johnson, 1995; 2006) and to inform policy and legislation (see Hester et al., 2017). Chapter 5 

(Study 3) tests the current conceptualization of coercive control, in an online sample, by 

investigating whether coercive control outcomes are associated with specific types of IPA, with 

an increased frequency of IPA, and are gendered.  

Chapter 6 provides a summary of the previous chapters and a general discussion of the 

main findings of the thesis, in addition to study limitations, the theoretical and practical 

implications of the research, and how the findings could direct future research. 

 

 

  



This chapter is published as “Investigating whether controlling and aggressive relationship behaviors are 

discriminant” in Aggressive Behavior (46), 437-448. https://doi.org/10.1002/ab.21905 

 

Chapter 2:  THE DISCRIMINANCE OF CONTROLLING BEHAVIORS 

  

 

Intimate partner aggression (IPA) is recognized as a worldwide public health issue with 

severe individual, community, and societal consequences (Krug et al., 2002). As such, attempts 

to explain why aggression in relationships occurs have dominated the literature. Control is 

widely considered central in explaining IPA, particularly in relation to why men engage in IPA 

toward women (Hamberger et al., 2017), and in predicting more severe types of IPA (Johnson, 

1995).  

Much of the emphasis that has been placed on control in the IPA literature is a result of 

the gendered perspective of IPA (Bates et al., 2014; Dobash & Dobash, 1979; Felson & Outlaw, 

2007); the main assumption of which is that IPA is a patriarchal paradigm in which men’s 

violence towards women takes place within the context of control (Bates et al., 2014). In 

contrast, the Family Violence perspective argues that rates of IPA are gender symmetric 

(Hamel, 2007).  Data obtained from the National Family Violence Survey of married and 

cohabiting couples in 1975 and 1985 showed the rate of physical assault was similar for both 

males and females, with the female to male assault rate slightly higher, though not at a 

statistically significant level (Straus, 1997). These findings are in accordance with those 

reported by Archer (2000) in a meta-analysis of studies on marital and dating violence in which 

he found women hit their partners significantly more frequently than men, but also had a higher 

rate of injury requiring medical attention, with a small effect size of .08 in the male direction 

(Archer, 2018) 

Johnson (1995) proposed a typology to reconcile the conflicting research findings from 

the gendered and family violence perspectives, suggesting the findings highlighted 
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qualitatively different forms of violence. Johnson categorized different types of IPA by 

distinguishing those which take place within the context of control from those within a context 

of conflict between couples. Johnson (2006) developed his typology by measuring the use of 

physical aggression and control reported by the female member of a couple (N = 274 women). 

By recruiting women from a shelter/court referred sample and a matched community sample 

he demonstrated that men and women used physical aggression in the absence of control at 

approximately equal rates and that the violence used was typically of low severity (termed 

‘situational couple violence’). Men were shown to primarily use severe physical aggression in 

the context of control (termed ‘intimate terrorism’).  

To inform his typology, Johnson (2006) used a range of non-physical “control tactics” 

(e.g., restricting access to money, isolating from friends/family, being overly critical, using 

threats of harm) thought to identify the latent construct of control, used to gain power over an 

intimate partner, and that correspond to the tactics of Pence and Paymar’s (1993) Power and 

Control Wheel. Johnson’s work has been influential in explaining IPA and prioritizing family 

violence resources to address violence against women and children (Dixon et al., 2020). 

Furthermore, Johnson’s (2006) and Pence and Paymar’s (1993) work has been extended to the 

development of laws that recognize controlling behavior in an intimate relationship to be a 

criminal offense (e.g., Domestic Violence Act 2018 (Ireland), s 39; Serious Crimes Act 2015 

(UK), s 76) and in the design of male perpetrator intervention programs, with many state-

funded programs necessitating the re-education of men regarding their need for control over 

women and their use of specific behaviors to achieve this (Dutton, 2006a).  

Thus, ‘controlling behaviors’ have become an accepted way to identify control in 

relationships. ‘Controlling behaviors’ are also an integral part of definitions of IPA proposed 

by governments and organizations responsible for family violence policy and practice (e.g., 

Family Violence Death Review Committee, 2016; Home Office, 2013). Such descriptions 
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endorse ‘controlling behaviors’ as a specific subset of actions distinct from other types of IPA 

and have been defined as  

“.. a range of acts designed to make a person subordinate and/or dependent by isolating 

them from sources of support, exploiting their resources and capacities for personal gain, 

depriving them of the means needed for independence, resistance and escape and regulating 

their everyday behavior” (Serious Crimes Act 2015 (UK), s 76).  

Although control is most frequently conceptualized in the literature as the use of non-

violent behaviors (Stark, 2007), researchers have also suggested that perpetrators use a range 

of behaviors including physical and sexual violence to control their partners, not just those 

behaviors that are traditionally seen as “controlling” (Family Violence Death Review 

Committee, 2016; Pence & Paymer, 1993; Stark). Adding to this lack of clarity, the definition 

of control and what constitutes controlling behavior is particularly confounded by the 

considerable overlap between behaviors that previous research has labeled as “controlling” and 

psychological aggression (Ehrensaft et al., 1999). Consequently, the subjective nature and 

complexity of control make the construct difficult to define and measure (McHugh et al., 2013). 

In spite of this, the centrality of ‘controlling behaviors’ in legal and political domains 

has resulted in the development of psychometric tools to measure them (e.g., Relationship 

Behavior Rating Scale-Revised: Beck et al, 2013; Controlling Behaviors Scale: Graham-Kevan 

& Archer, 2003; Controlling and Abusive Tactics Questionnaire: Hamel et al., 2015; Checklist 

of Controlling Behaviors: Lehmann et al., 2012). The tools have been developed based on the 

assumption that attempts to gain power and control over an intimate partner can be measured 

by a quantifiable set of non-physical behavioral acts.  Thus, ‘controlling behaviors’ are 

assumed to be distinct from other types of IPA. As the measurement of control is deemed 

important in identifying the likelihood of severe physical and psychological harm and 
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escalation of physical injury, development of laws, policy, and practice (Johnson, 2006) it is 

imperative such assumptions are validated.  

The current research investigates the extent to which acts identified as ‘controlling 

behaviors’ in the IPA literature are distinct from other aggressive relationship acts. In Study 1, 

we reviewed the IPA and relationship literatures to identify 1397 items involving “controlling”, 

physical, sexual, and psychologically aggressive acts perpetrated and/or experienced by an 

intimate partner. One hundred and one items were retained following the application of 

exclusion criteria, and these items formed our online questionnaire. We then surveyed the use 

and experiences of a range of aggressive acts in intimate relationships in an online community 

sample, employing exploratory factor analysis. We hypothesize that behaviors previously 

conceptualized as ‘controlling behaviors’ will be statistically distinct, forming a single factor. 

Study 2A recruited a student sample and employed a confirmatory factor analysis to replicate 

the factor structure found in Study 1. Finally, we conducted measurement invariance to 

investigate whether the structure and meaning of identified constructs were equivalent between 

the community and student samples (Study 2B).  

STUDY 1 

Method 

Participants. Participants were a sample of Amazon Mechanical Turk (MTurk) 

workers. MTurk workers sign up for the service voluntarily and select to complete surveys that 

are advertised on MTurk at their own discretion. Although the quality of the data obtained from 

MTurk samples has been questioned in the literature (Hauser & Schwarz, 2016), research has 

shown that the data collected from MTurk populations is of equal or better quality (Chandler 

et al., 2014; Hauser & Schwarz), and is more demographically diverse (Buhrmester et al., 2011) 

than student samples.  
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Eligible users were 18 years or older, in the United States of America or Canada, and 

were involved in a romantic relationship lasting at least one month in the last year (N = 561; 

56% male, 44% female, M age = 34.7, SD = 10.6). Sixty-seven percent (n = 376) of the sample 

identified as White, 10.9% (n = 61) identified as African American, 7% (n = 39) identified as 

Latinx, 5.5% identified as Asian (n = 31), 1.8% identified as Native American (n = 10), 7.8% 

were of another ethnicity (n = 44), and 8.2% identified with more than one ethnicity (n = 46). 

Participants were excluded if they did not consent to participate (0.3%, n = 2), did not meet the 

relationship criteria (4.2%, n = 27), or did not identify as either male or female (1.2%, n = 8). 

Those who completed the survey unreasonably quickly (under 281 seconds) were also removed 

(4.5%, n = 29), as were those who showed clear patterns of non-responding (3.4%, n = 22), 

leaving the sample described above.  

Procedure. The information and consent sheet provided participants with a link 

directing them to the online survey site (Qualtrics) to complete the survey. The study was 

described as “a survey about people's experiences of aggression in their intimate relationships”. 

Upon completion, participants were debriefed and given details of helplines and support 

organizations specific to their geographical region. Participants received $1.35 (USD) in 

appreciation of their time. The study received approval from the Victoria University School of 

Psychology Human Ethics Committee.  

Materials. 

Selection of candidate items. We identified behavioral acts relating to “controlling” or 

stalking behaviors, or psychological, physical, and sexual abuse from five reviews of measures 

of IPA (Graham-Kevan, 2007; Hamberger et al., 2017; O'Leary, 1999; Strauchler et al., 2004; 

Thompson et al., 2006). This resulted in 46 papers for review, and 1227 items for consideration. 

We also reviewed the non-aggression relationship literature to identify items involving 
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behaviors that people employ to influence or regulate their intimate partners. The sites searched 

were: Google Scholar, PsycINFO, Sage Journals, ScienceDirect. The search terms used were: 

“communication styles and intimate relationships”, “communication strategies and intimate 

relationships”, “conflict strategies and intimate relationships”, “interpersonal influence and 

intimate relationships”, “power strategies and intimate relationships”, and “partner regulation”. 

This search identified eight papers, with a total of 170 partner-regulation items. Only items that 

came from scales that had been published in peer-reviewed journals or books, had data on their 

psychometric properties, and were designed for research and survey purposes were included, 

resulting in a review of 54 scales, and a total of 1397 items for consideration. The searches of 

the aggression and non-aggression literature took place between mid-December 2017 to late 

January 2018. Our inclusion criteria for items were that the items (1) related to behavior rather 

than intention or outcome, and (2) had acceptable face validity. Of the 1397 items, 321 items 

were excluded because they described feelings, intention or motivation, or other outcomes 

associated with behavior (e.g., “Drove recklessly to frighten the other person”). We excluded 

295 items that contained subjective terms (e.g., “Showing up at places in threatening ways”) 

or complex language (e.g., “regulatory harassment”), or were double-barrelled items (e.g., 

“Punched, shoved or grabbed me”). The removal of such items reduces ambiguity and 

improves clarity (DeVellis, 2012). We then removed 680 items that contained similar wording 

and/or content to another item, leaving a total of 101 items. Finally, we formed response 

category pairs (e.g., “My partner slapped me”; “I slapped my partner”) to obtain 202 items 

assessing both perpetrated behaviors and experiences of these behaviors.  

Questionnaire format. The online questionnaire first asked for demographic 

information then presented the 202 items described above. Participants had to have been in a 

romantic relationship lasting at least one month in the past year. They were instructed to 

respond with regards to this relationship, or their most volatile relationship if they had been in 
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more than one in the past 12 months. They were also asked to disregard or ignore any 

experiences of behaviors that may have occurred within the context of consensual sexual 

activity, to differentiate BDSM behaviors from IPA. A five-point Likert scale was selected as 

the response range as this is considered satisfactory to provide sufficient variance (Hinkin, 

1998). A numerical response format (e.g., Never, 1-2 times, 3-5 times, 6-10 times, more than 

10 times) was chosen as the items related to discrete events, and to avoid the potential 

ambiguity of response options such as ‘occasionally’, and ‘sometimes’ (DeVellis, 2012). Items 

were presented in a randomized order to reduce response sets and increase participant 

engagement (see Straus et al., 1996). 

Treatment of data. 

Missingness. Little’s MCAR test for missingness was conducted (Little & Rubin, 2002) 

with 1% of any one item missing and a total of .009% of data found to be missing χ2(1201) = 

2191.86, p < .001. Although this test was significant, there is currently no test for establishing 

whether the data is MNAR or MAR and, due to the fact the amount of missing data was so 

small, the decision to proceed with further analyses was made. Exploratory factor analysis ran 

in SPSS provides listwise or pairwise deletion or replacement with the mean as options for 

imputing missing data. However, these methods are known to introduce bias into the data set 

and reduce statistical power (Field, 2009). Consequently, data were imputed using Expectation 

Maximisation (EM), a maximum likelihood technique that provides less biased estimates than 

other techniques including listwise deletion (Kline, 2005).  

Results 

We tested the extent to which measurement of aggressive acts considered ‘controlling 

behaviors’ would form a single factor, separate from other forms of IPA, using exploratory 

factor analysis (EFA). Analyses were conducted in IBM Statistics for Windows (Version 25.0; 
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IBM Corp., 2017). We specified the Maximum Likelihood extraction method as the data were 

continuous (Gaskin & Happell, 2014). A Promax rotation method with a Kaiser Normalisation 

was chosen because we assumed the factors would be correlated (Field, 2009; Gaskin & 

Happell).  

As recommended by Raîche et al. (2013), multiple methods of estimation for 

determining the number of factors to retain were employed to ameliorate the limitations 

associated with individual methods (e.g., overestimation of the number factors using Cattell’s 

(1966) scree plot). The procedures for determining the number of factors to be retained 

included Cattell’s  scree plot, and Horn’s (1965) parallel analysis using the 95th percentile rule 

(Courtney, 2013). A comparison of the scree plots produced by the EFA (actual data) and the 

parallel analysis (simulated data) was used to determine the number of factors to retain. The 

number of factors that precede the point where the two lines intersect indicate the number of 

factors in the solution (Preacher & MacCallum, 2003). Items with minimum loadings of .4 

(Stevens, 1986) and items that cross-loaded between two or more factors with a difference of 

greater than .2 between primary and secondary factor loadings were retained (see Howard, 

2016).  

“Experienced Behaviors” model structure. An EFA was used to identify the factor 

structure among items in the questionnaire from which a clear four-factor structure emerged 

(see Appendix Bfor the full list of items, factor loadings, Eigenvalues, and percentage of 

variance explained by the factors). The results from the comparative scree plot (see Figure 2.1) 

confirmed a four-factor solution, which was consistent with the non-graphical methods 

employed .
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Figure 2.1.  

Scree plots produced by exploratory factor and parallel analyses (experienced behavior).

 

Factor 1 in the experienced behavior model consisted of 46 items and accounted for 

55.6% of the variance with an Eigenvalue of 46.12. This factor included a wide range of items 

from measures that prior research has labeled physical violence, sexual violence and coercion, 

physical threats and threats to reputation, restricting access to transport, family and money, and 

‘controlling behaviors’. We labeled this factor “Eclectic Aggression” because it contained a 

wide range of direct and indirect aggressive acts. Severe physical and sexual violence items 

had the highest factor loadings, indicating that these items were more characteristic of the factor 

(Giles, 2002). Forty-six percent of items in the “Eclectic Aggression” factor were obtained 

from scales or subscales expressly designed to measure control (See Appendix B).  

Factor 2 comprised 23 items, accounting for 7.2% of the variance, with an Eigenvalue 

of 6.04. It included non-physical violent behaviors that were directly enacted toward the 

participant and would be described in the literature as direct psychological aggression (e.g., 

yelling and criticizing both the partner and their family) and items that prior research has 
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considered ‘controlling behaviors’ (52%; e.g., “My partner told me my feelings were irrational 

or crazy”). Accordingly, we labeled this factor “Direct Psychological Aggression”.  

Factor 3 had nine items and explained 2.6% of the total variance, with an Eigenvalue 

of 2.66. This factor included monitoring behaviors, which were mostly covert in nature, such 

as listening to telephone conversations and reading e/mail, with obvious undertones of jealousy 

(e.g., “My partner accused me of being unfaithful or flirting with others”). This factor was 

therefore labeled “Monitoring Acts”. One hundred percent of the items in the Monitoring Acts 

factor were taken from scales or subscales used to determine the presence or absence of control 

in intimate relationships.  

Factor 4 had four items and accounted for 1.5% of the total variance, with an Eigenvalue 

of 1.63. Factor 4 was labeled “Prosocial Relationship Behaviors” because it contained positive 

relationship behaviors (e.g., “My partner showed concern about my feelings”). None of the 

items in this factor originated from measures used to assess control.  

In sum, the Monitoring Acts factor was exclusively comprised of behaviors that have 

been previously conceptualized as “controlling”. These results would appear to support the 

original hypothesis that such behaviors are statistically distinct from other forms of IPA.  

“Perpetrated Behaviors” model structure. A three-factor structure was found for 

items in the perpetrated behavior model. (see Appendix C for the full list of items, factor 

loadings, Eigenvalues, and percentage of variance explained for the factors in this model). The 

scree plots produced by exploratory factor and parallel analyses confirmed the three-factor 

solution (see Figure 2.2). 



29 

 

Figure 2.2.  

Scree plots produced by exploratory factor and parallel analyses (perpetrated behavior).

 

Factor 1 consisted of 51 items and accounted for 65.9% of the variance, with an 

Eigenvalue of 45.24. Factor 1 was similar to that of the experienced behavior model in that it 

included both the majority of the items and the same range of behaviors, including traditionally 

considered ‘controlling behaviors’, and for this reason, was also labeled “Eclectic Aggression”. 

Forty-nine percent of the items in this factor are taken from scales or subscales specifically 

designed to assess control in intimate relationships (see Appendix C).  

Factor 2 contained eight items, accounting for 3.9% of the variance, with an Eigenvalue 

of 3.00. These items included non-physical violent behaviors that were directly enacted toward 

the participant, and thus it was appropriate to also label this factor “Direct Psychological 

Aggression”. Thirty-eight percent of the items in this factor were obtained from control 

(sub)scales (e.g., “I purposely withheld affection or sex”; “I deliberately ignored my partner”). 

Factor 3 contained nine items, explaining 1.6% of the variance, with an Eigenvalue of 

1.41. It contained some of the Monitoring Acts items identified in the reported experiences 
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EFA, however, it also contained four items that loaded on the experienced “Direct 

Psychological Aggression” factor. Based on the overriding similarities, pertaining to 

Monitoring Acts and psychologically aggressive behavior, this factor was also labeled 

“Monitoring Acts”. It too contained behaviors that prior research has deemed ‘controlling 

behaviors’ (67%).  

Unlike the items relating to experienced behaviors, no single factor was comprised 

solely of items that previous research has labeled as “controlling”. Rather, these types of 

behaviors were distributed across the three factors. These results did not support the original 

hypothesis.  

Descriptive statistics. Means, standard deviations, Cronbach’s alphas, and zero-order 

correlations between the factors are presented in Table 2.1 (experienced behavior and 

perpetrated behavior).  

Experienced behavior. Strong, positive, and statistically significant correlations were 

found between Eclectic Aggression and Direct Psychological Aggression (.72, p < .001), 

Eclectic Aggression and Monitoring Acts (.82, p < .001), and Direct Psychological Aggression 

and Monitoring Acts (.81, p < .001). The correlations between Prosocial Relationship Behavior 

and Eclectic Aggression (-.19, p < .001), Prosocial Relationship Behavior and Direct 

Psychological Aggression (-.20, p < .001), and Prosocial Relationship Behavior and 

Monitoring Acts (-.23, p < .001) were negative and weak, but statistically significant.  

Perpetrated behavior. The correlations between Eclectic Aggression and Direct 

Psychological Aggression (.68, p < .001), Eclectic Aggression and Monitoring Acts (.85, p < 

.001), and Direct Psychological Aggression and Monitoring Acts (.75, p < .001) were strong, 

positive and statistically significant.  
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In sum, the high correlations between factors in both the experienced behavior and 

perpetrated behavior models indicate the items may not be measuring distinct constructs as we 

hypothesized and would be expected based on prior research.  
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Table 2.1 

Descriptive statistics and intercorrelations for experienced and perpetrated behavior scales 

 

Variable 
Eclectic 

Aggression 

Direct 

Psychological 

Aggression 

Monitoring 

Acts 

Prosocial 

Relationship 

Behavior 

M SD α 

Experienced behavior scale        

Eclectic Aggression - - - - 1.60 .92 .99 

Direct Psychological 

Aggression 
.72** - - - 2.18 .99 .97 

Monitoring Acts .82** .81** - - 1.92 1.05 .94 

Prosocial Relationship 

Behavior 
-.19** -.20** -.23** - 3.61 1.07 .79 

        

Perpetrated behavior scale 
       

Eclectic Aggression - - - - 1.54 .91 .99 

Direct Psychological 

Aggression 
.68** - - - 2.10 .94 .90 

Monitoring Acts .85** .75** - - 1.88 .95 .93 

        
Note. ** p < 0.01 
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STUDY 2A 

Method 

Participants. Participants were a convenience sample of undergraduate psychology 

students at a New Zealand university (N = 424; 26% male, 74% female, M age = 19.5, SD = 3.4). 

The eligibility criteria for the study were the same as Study 1 aside from location. The ethnic 

breakdown of this sample was as follows: 54.2% (n = 230) identified as New Zealand European, 

9.4% (n = 40) identified as Māori, 4% (n = 17) identified as of Pacific Nations descent, 9% (n 

= 38) identified as Asian, 17% (n = 72) were of another ethnicity, and 6.6% (n = 28) did not 

report their ethnicity. Twenty-three percent of participants identified with more than one 

ethnicity (n = 96). Exclusion criteria were identical to Study 1: Participants were removed if 

they did not consent to participate (1%, n = 5), did not meet the relationship criteria (8.7%, n = 

43), or did not identify as either male or female (3.2%, n = 16). Those who completed the survey 

in less than 281 seconds were also removed (0.2%, n = 1), as were those who showed clear 

patterns of non-responding (1%, n = 5).  

Procedure and materials. Students were first-year psychology students recruited 

through Sona System software. The procedure and measures of relationship behaviors were 

identical to Study 1 except that students received credit towards a mandatory course research 

component as thanks for their participation.  

Treatment of data.  

Missingness. Little’s MCAR test for missingness was conducted (Little & Rubin, 2002) 

with 0.5% of any one item missing and a total of .004% of data found to be missing χ2(1382) 

= 691.06, p < .001. As with the community data, this amount was deemed to be inconsequential 

and EM was employed to impute the missing data.  
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Item selection. Results from Study 1 identified that Factor 1 (for both perpetrated 

behavior and experienced behavior items) and Factor 2 for perpetrated behavior contained a 

relatively large number of items (46 and 51, and 23 respectively). In Study 2, we reduced the 

numbers of items to remove redundancy without compromising the latent factor. Reducing the 

number of items in each factor also reduced the amount of measurement error, thereby 

improving model fit (Matsunaga, 2008). Accordingly, we selected the 20 highest-loading and 

most frequently endorsed items on each factor that appeared in both the experienced behavior 

and perpetrated behavior models (See Appendix D for a full list of items).  

Parceling. We parceled items for the factors due to the large and varied number of items 

across factors. Parceling is a technique by which groups of items are combined and averaged to 

form ‘parcels’, which are then used as indicators of the latent factors (Cattell & Burdsal, 1975). 

This reduces the number of items in the model and improves the model fit by enhancing 

communalities and reducing random error (Matsunaga, 2008). Three parcels were created per 

factor as recommended by Bandalos (2002) and Rogers and Schmitt (2004). Items were 

randomly assigned to parcels (See Appendix D for the list of items comprising each parcel). 

Data analysis. 

  Confirmatory Factor Analysis (CFA). CFA was used to verify the factor structure of 

the experienced and perpetrated models tentatively established in Study 1.  All analyses were 

conducted in IBM Amos (Version 25.0; Arbuckle, 2017). To assess the acceptability of the fit 

of the model produced by a CFA, three key areas should be examined: An evaluation of the 

strength and significance of the parameter estimates; an investigation into potential areas of 

localized strain or ill fit; and the model fit statistics (Brown, 2014).  

We followed recommendations for reporting model fit by Kline (2005) and Brown 

(2014): the chi-square statistic, associated degrees of freedom and p-value (CMIN/DF, p), and 
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three approximate fit indices: Root Mean Square Error of Approximation (RMSEA), 

Standardized Root Mean-square Residual (SRMR), and the Comparative Fit Index (CFI). The 

CMIN/ DF, which is the chi-square degrees of freedom ratio statistic should be close to five or 

below with a non-significant p-value for the model to be considered a good fit for the data. 

However, chi-square is known to be sensitive to both the size of the correlations between factors 

and large sample sizes, which results in the failure of the exact-fit test and a significant p-value 

(Kline). Values ≤ .08 are indicative of good model fit for the SRMR and ≤ .06 for the RMSEA 

(Brown; Kline). However, RMSEA values of ≤ .08 are still considered to be adequate, and 

should not result in rejection unless they are ≥ .1 (Browne & Cudeck, 1992; MacCallum et al., 

1996). For the CFI, values ≥ .95 are considered a good model fit (Kline). All analyses were 

performed using IBM Amos statistical software using a Maximum Likelihood estimation 

(Version 25.0; Arbuckle, 2017)  

Results 

Experienced Behavior model. 

Model fit. The fit indices were within the suggested parameters recommended by Kline 

(2005) and Brown (2014) described above. These as mentioned above (CMIN/DF = 3.42, p < 

.001; RMSEA = .08 [.06, .09]; SRMR = .05, CFI = .97; refer to Table 2.2). These results indicate 

the model is an acceptable fit for the data, with the exception of the p-value for the chi-square 

statistic: The model failed the exact-fit test, producing a significant result. This was expected 

and disregarded due to our sample size (N = 424; Kline). The model fit indices were supportive 

of the model, which we, therefore, accepted, allowing subsequent analyses to be conducted. 

The model is graphically represented in Figure 2.1. 

Parameter Estimates and Standard Errors (SEs). The standardized and unstandardized 

coefficients are reported in Appendix E. No standardized coefficients were larger than 1.96, 

indicating no evidence for localized strain or specific areas of ill-fit within the model (Brown, 
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2014). All coefficients were significant (p < .001), indicating their importance to their 

respective latent factors and the model generally (Brown). 

The factor loadings for Eclectic Aggression, Direct Psychological Aggression, and 

Monitoring Acts were very high, particularly for Direct Psychological Aggression (≥ .90; see 

Appendix I). Loadings of ≥ .60 are considered strong, and evidence of a common underlying 

factor, and good convergent validity (Cabrera-Nguyen, 2010). However, high loadings (e.g., > 

.90) are indications of poor discriminant validity (Brown, 2014). One of the factors for Prosocial 

Relationship Behavior had a loading of .31, which although relatively low, is still considered 

“salient” in the context of applied research (Brown, p. 115). 

We examined the factor correlations to assess the discriminant validity of the model 

(see Appendix G). High factor correlations above .80 in applied research, such as those found 

between Eclectic Aggression and Monitoring Acts (.80) and Direct Psychological Aggression 

and Monitoring Acts (.85), are likely indications of poor discriminant validity (Brown, 2014).  

The high factor loadings and correlations suggest that these constructs are not clearly 

distinct from one another as our hypothesis and prior research would predict.  

Perpetrated Behavior model. 

Model fit. The fit statistics indicated the model for the perpetrated behavior model was 

an acceptable fit for the data (CMIN/DF = 3.86, p < .001; RMSEA = .08 [.07, .10]; SRMR = 

.04, CFI = .97; refer to Table 2.2). The significant result for the chi-square was again 

disregarded due to the size of the correlations between factors and the sample size (Kline, 2005). 

The model was consequently accepted, validating the structure of the perpetrated behavior 

model tentatively established by the EFA in Study 1. The model is graphically represented in 

Figure 2.2. 

Parameter Estimates and Standard Errors (SEs). The standardized and unstandardized 

coefficients are reported in Appendix F. An examination of the standardized coefficients 
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showed no areas of localized strain in that none were greater than 1.96 (Brown, 2014). Similar 

to the experienced behavior model, all coefficients were significant (p < .001), demonstrating 

their importance to their respective latent constructs and the perpetrated behavior model 

(Brown).  

The factor loadings indicated good convergent validity for all factors with loadings 

between .73 and .89 (see Appendix J).  

The factor correlations in the perpetrated model were in the range of .47 and .79, thereby 

demonstrating acceptable discriminant validity (refer to Appendix H for factor correlation 

results). These results indicate the items may, therefore, be measuring distinct constructs and 

are supportive of our hypothesis.  
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Table 2.2 

Fit indices for null, configural, and metric models for experienced and perpetrated behavior 

Model  χ2 df p CMIN/DF RMSEA (90% CI) SRMR CFI Δχ2 

Experienced Behavior model        
 

Community sample 200.64 48 < .001 4.18 .08 (.07, .09) .03 .98 
 

Student sample 164.23 48 < .001 3.42 .08 (.06, .09) .05 .97  

Configural 364.87 96 < .001 3.80 .05 (.05, .06) .05 .98  

Metric  583.43 104 < .001 5.61 .07 (.06, .07) .07 .96 < .001 

         

Perpetrated Behavior model         

Community sample 95.09 24 < .001 3.96 .07 (.06, .09) .03 .99  

Student sample 92.64 24 < .001 3.86 .08 (.07, .10) .04 .97  

Configural 187.74 48 < .001 3.91 .05 (.05, .06) .04 .98  

Metric 287.68 54 < .001 5.33 .07 (.06, .07) .04 .97 < .001 

         
Note. χ2 = chi-square value; df = degrees of freedom; p = significance for chi-square value; CMIN/DF = chi-square degrees of freedom ratio; RMSEA = Root Mean Square of 
Approximation; 90% CI = 90% Confidence Interval for RMSEA; SRMR = Standardized Root Mean-square Residual; CFI = Comparative Fit Index; Δχ2 = significance for change 
in chi-square
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Figure 2.3.  

Four factor model (experienced behavior) showing the standardized estimates for the factor 

correlations and loadings 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Note. EA = Eclectic Aggression; DPA = Direct Psychological Aggression; MA = Monitoring Acts; E = Error. 

 The first indicator path for each latent factor has been constrained to 1. 
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Figure 2.4.  

Three factor model (perpetrated behavior) showing the standardized estimates for the factor 

correlations and loadings 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Note. EA = Eclectic Aggression; DPA = Direct Psychological Aggression; MA = Monitoring Acts; E = Error.  

The first indicator path for each latent factor has been constrained to 1.  
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STUDY 2B 

Measurement Invariance 

The results of the CFA performed in Study 2A replicated those of the EFA conducted 

in Study 1, establishing the individual factors as latent constructs. As separate samples are 

required for EFAs and CFAs (Cabrera-Nguyen, 2010), Study 2B aimed to investigate whether 

the structure and meaning of these constructs were equivalent between the community and 

student samples. This test of the psychometric equivalence of constructs between the samples 

is called measurement invariance (Putnick & Bornstein, 2016). 

Measurement invariance was tested using a structural equation modeling framework in 

IBM Amos (Version 25.0; Arbuckle, 2017). This involves a stepwise procedure using CFA, 

which produces model fit indices, the results of which can be seen in Table 2.2. These indices 

are assessed to evaluate how well the hypothesized model fits the observed data (Putnick & 

Bornstein, 2016). The first step in testing for measurement invariance is to establish whether 

the model fits well for both groups. CFAs were run separately for the student and the 

community sample using the parcelled items, with the results showing the data was an 

acceptable fit for both groups (refer Table 2.2). 

Configural invariance. Configural invariance tests whether the latent structure is 

equivalent across groups, by running the model for both samples simultaneously and 

constraining the factorial structure to equivalence across samples (Putnick & Bornstein, 2016). 

The model fit indices were indicative of a good fit and configural invariance was achieved for 

the experienced behavior model (CMIN/DF = 3.80, p < .001; RMSEA = .05 [.05, .06]; SRMR 

= .05, CFI = .98) and for the perpetrated behavior model (CMIN/DF = 3.91, p < .001; RMSEA 

= .05 [.05, .06]; SRMR =. 04, CFI = .98). This provides evidence that the same factor structure 

is present in both the community and student samples, and that they conceptualize the latent 



42 

 

 

constructs in the same way (Milfont & Fischer, 2010). This indicates the appropriateness of 

testing for metric invariance (Putnick & Bornstein).  

Metric invariance. This was assessed by constraining the factor loadings to 

equivalence across both groups. The chi-square value and the degrees of freedom produced for 

the configural model are then compared to that of the metric model. The difference between 

these statistics was tested in a chi-square difference test to ascertain whether constrained 

(metric) model was a significantly worse fit than the unconstrained (configural) model, the 

result of which was significant for the experienced behavior model (X2 difference = 218.56, df 

difference = 8, p < .001) and the perpetrated behavior model (X2 difference = 99.94, df 

difference = 6, p < .001; refer Table 2.2). These results indicated metric invariance had not been 

achieved and that there were significant group differences in the underlying latent constructs 

(Milfont & Fischer, 2010).  

Discussion 

Control has been placed at the center of theoretical explanations for intimate partner 

aggression (IPA) and at the center of laws that make IPA a criminal offense. Accordingly, 

current psychometric tools assume that ‘controlling behaviors’ are discrete non-physical 

behavioral acts that are distinct from other types of IPA. This study set out to investigate the 

divergent validity of ‘controlling behaviors’ against other forms of IPA using exploratory 

(EFA) and confirmatory (CFA) factor analyses. It was hypothesized that ‘controlling behaviors’ 

(as identified by past research) would comprise a single factor in both the experienced and 

perpetrated behavior models. However, EFA analysis of community sample data and CFA 

analysis of student data found that ‘controlling behaviors’ were not distinct from other 

aggressive acts. Instead, ‘controlling behavior’ items were dispersed across three factors in both 

the experienced and perpetrated behavior models in the exploratory and confirmatory factor 

analyses (Studies 1 and 2A respectively). 
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The EFA with the community sample identified clear factor structures for the 

experienced behavior and perpetrated behavior models, containing four and three factors 

respectively. Both models had factors that were labeled as “Eclectic Aggression”, “Direct 

Psychological Aggression”, and “Monitoring Acts”. The experienced behavior model also 

contained an additional factor that was labeled “Prosocial Relationship Behaviors”. Only the 

“Monitoring Acts” factor identified in the experienced behavior model contained only 

behaviors that had been previously identified as ‘controlling behaviors’ in the literature.  

However, the high correlations between these factors indicated that these factors may not be 

measuring distinct constructs. The results of the CFA replicated those of the EFA for both the 

experienced and perpetrated behavior models. Again, previously labeled ‘controlling 

behaviors’ were distributed across the factors of experienced and perpetrated behavior models 

to such an extent that none of the factors were characterized by ‘controlling behaviors’. 

Furthermore, an examination of the parameter estimates indicated poor discriminant validity 

for the experienced behavior model. Therefore, the results of this study show no statistical 

difference between behavioral acts that have previously been labeled in the literature as 

“controlling” and other types of IPA, such as psychological aggression, sexual coercion, and 

physical assault.  

The findings show that we cannot reliably identify control using a discrete set of non-

physical controlling behavioral acts. This is in line with theoretical perspectives that assert 

aggressors use a range of behaviors, including physical and sexual violence, to achieve power 

and control in relationships (Johnson, 1999; Stark, 2007), rather than a specific subset of 

behaviors specifically intended to obtain control. Furthermore, it is necessary to measure an 

aggressive behavioral act separately to its motivation because the same act can be driven by 

different goals for different people on different occasions (e.g., Archer & Browne, 1989; 

Campbell et al., 1985; Straus et al., 1996). Existing tools that measure controlling behaviors 
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have relied on previous literature that has associated control motivations with a subset of non-

physical tactics, rather than testing if a relationship between them and control motivations exist. 

For example, the behavioral acts in the Controlling Behaviors Scale-Revised (Graham-Kevan 

& Archer, 2003) were informed by the literature from Pence & Paymar’s Domestic Abuse 

Intervention Project, which was developed from a small sample (N = 9; Dutton, 2006a) with no 

empirical investigation of the relationship between these acts and motivations held by the 

perpetrators (also see Checklist of Controlling Behaviors: Lehmann et al., 2012; CTS2: Straus 

et al., 1996; Psychological Maltreatment of Women Inventory: Tolman, 1989). Together these 

findings suggest there is a need to determine better ways to measure control in intimate 

relationships than identifying self-reported non-physical behavioral acts that are assumed to 

indicate control.   

Strengths, Limitations, and Future Directions  

The factorial structure of the models in the current study diverge considerably from those 

found in much of the existing literature. Not only did this study fail to find evidence of a distinct 

sub-group of previously identified ‘controlling behaviors’, but it also did not find delineated 

groups of acts of physical and sexual aggression that have commonly formed tools used to 

identify rates of IPA (e.g., CTS2: Straus et al., 1996). One possible explanation for these 

different results could be attributable to the factor rotation method employed. Orthogonal 

rotation methods, such as Varimax, have commonly been used in the development of IPA 

measures (e.g., Checklist of Controlling Behaviors: Lehmann et al., 2012; Psychological 

Maltreatment of Women Inventory: Tolman, 1989). This type of factor rotation constrains the 

latent factors to be uncorrelated (Brown, 2014). However, there is considerable empirical 

evidence demonstrating subtypes of IPA, such as physical and psychological aggression, are 

correlated (Hou et al., 2011; O’Leary & Smith Slep, 2003; Sears et al., 2007). On the basis of 

this evidence, this study employed an oblique rotational method, which allows latent factors to 
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correlate (Brown). The high factor correlations in the current study, therefore, cast doubt upon 

the results of studies that have utilized orthogonal rotation methods. These methods have likely 

led to distorted factorial solutions (Brown) and thus the underlying validity of the measures 

designed to assess ‘controlling behaviors’ in intimate relationships is questionable.  

It was hypothesized that controlling behaviors would be statistically distinct from other 

forms of IPA, and thus form a single factor comprised of these items. One hundred percent of 

the items in the Monitoring Acts factor in the experienced behavior model were obtained from 

scales or subscales that were specifically designed to measure ‘controlling behavior’ 

(SeeAppendix B), suggesting these items would make likely candidates for what could be 

considered ‘controlling behavior’. However, Kline (2005) and Borsboom (2008) warn against 

reifying factors and assuming modeled latent constructs are truly representative of, and 

correspond to, observed phenomena. Latent constructs are artifacts of the results of a study, and 

therefore, require multi-method replication to establish their validity. Their advice should be 

considered when interpreting these results, particularly in relation to the Monitoring Acts factor 

in the experienced behavior model.   

These results have important theoretical implications as they suggest the current 

conceptualization of ‘controlling behavior’ is likely too heterogeneous, resulting in the labeling 

of behaviors that are seemingly normatively associated with control but are in fact related to a 

separate construct. Indeed, there is a discrepancy between the types of items in the Monitoring 

Acts factor in the experienced behavior model (e.g., My partner called me or text messaged me 

constantly; My partner accused me of being unfaithful or flirting with others) and the type of 

behavior used in definitions of control in the IPA literature. The items in this factor are more 

characteristic of relationship anxiety behaviors, rather than embodying the deprivation of 

autonomy, entrapment and exploitation of an intimate partner highlighted by current definitions 

of control in the literature (e.g., Ehrensaft et al., 1999; Stark, 2007) and in legislation (Domestic 
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Violence Act (Ireland), s 39; Scottish  Government, 2015; Serious Crimes Act 2015 (UK), s 

76). The lack of a clear theoretical conceptualization or definition of control (Hamberger et al., 

2017) has resulted in the poor validity of current measures that identify control, and in 

ambiguity regarding the types of behaviors that can be considered ‘controlling’ (Graham-

Kevan, 2007).  

Future research should, therefore, focus on refining the concept of ‘controlling 

behavior’ to make it more homogenous and more clearly defined. The importance of 

considering the relationship between the data patterns designed to measure control and the 

construct itself should not be overlooked (Borsboom, 2008), and thus, further research 

involving measurement models should be undertaken to assist in the clarification of control and 

‘controlling behavior’.    

Some features of this study limit the conclusions that can be drawn from the results. 

These include the use of a self-report design, which can result in social desirability bias. 

However, social desirability in participants’ reports of their aggressive behaviors toward others 

was ameliorated in the current research by participants’ anonymity (Durant et al., 2002), and 

the use of an internet-based measure (Joinson, 1999). We also identified similar patterns of 

results in the assessment of participants’ experienced aggressive behaviors, which further 

minimizes desirability biases (see Sugarman & Hotaling, 1997). Nonetheless, the use of a scale 

to assess participants' levels of social desirability bias (e.g., Balanced Inventory of Desirable 

Responding: Paulhus, 1991) could also be employed.   

Conclusion 

This study found no evidence that previously identified controlling behaviors are 

statistically distinct from other IPA acts. This finding challenges research to confirm whether 

a set of discrete non-physical behavioral acts can be used to accurately identify control in 

relationships and questions the necessity of tools that adopt this methodology. This is 
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important considering the real-world impact that the measurement of control in intimate 

relationships carries. A logical step forward is to turn to the study of general aggression which 

has successfully identified a variety of types of aggressive behaviors and robust measurement 

tools. Learning from this field it is evident that a key component is to identify the intentional 

behavioral act and the motivation accompanying that act separately (Archer & Browne, 1989; 

Campbell et al., 1985).  We, therefore, propose future research should consider the motivation 

of the perpetrator to identify the presence of control in intimate relationships. This could be 

achieved by investigating whether certain motivations, such as control, are distinctly related 

to specific types of IPA, and whether these relationships differ by gender (refer Chapter 4)
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Chapter 3:  MOTIVATIONS FOR PHYSICAL AND PSYCHOLOGICAL  

 INTIMATE PARTNER AGGRESSION: A SYSTEMATIC REVIEW 

 

The high rates of intimate partner aggression (IPA) are of great concern to politicians, 

researchers, practitioners, and policymakers. Indeed, the prevention of this public health issue 

has received much scientific inquiry and is a priority of the World Health Organization (see 

World Health Organization, 2019). It is necessary to specify the relationships between causal 

mechanisms of IPA (Ward & Hudson, 1998) to guide interventions that can reduce the social 

problem (Loseke et al., 2005). Motivations are part of causal processes that produce behavior 

(see Ward, 2017), and serve as important targets in the assessment and treatment of aggressive 

behavior, shedding light on the function of that behavior (Ireland, 2009). Thus, to thoroughly 

understand and address the perpetration of IPA, motivations, or goals are considered an 

important area of research (Langhinrichsen-Rohling et al., 2012).  

Treatment programs that aim to reduce IPA recidivism have been heavily influenced by 

gendered theory (Dutton, 2006a). This theory considers IPA a consequence of male privilege 

and patriarchy and therefore poses that the motivations of male power and control and women’s 

self-defense are central to understanding IPA and in progressing treatment (Bloomfield & 

Dixon, 2015; Pence & Paymar, 1993). In line with this, much research that has explored the 

motivations associated with IPA has been guided by the gendered perspective (Hamberger et 

al., 2017; Wagers, 2015). For example, of the 75 studies included in a systematic review of 

motivations for physical IPA, 57 (76%) focused on power/ control and 46 (61%) on self-

defense, making these the most and third most frequently measured motivations respectively in 

the review (Langhinrichsen-Rohling et al., 2012). However, existing research findings on 

“control” are inconsistent. Of eight studies that conducted statistical gender comparisons of 

self-reported power/ control as a motivation for IPA three found males were more motivated 

by power/ control than females (Barnett et al., 1997; Ehrensaft et al., 1999; Shorey et al., 2010), 
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one found females were more motivated by power/control than males (Follingstad et al., 1991), 

three found no significant gender differences in power/control (Harned, 2001; Kernsmith, 2005; 

Ross, 2011), and one study found mixed results (Makepeace, 1986). Furthermore, while some 

research has found significant gender differences in self-defense motives for IPA (Foshee, 

1996; Harned; Makepeace), others have not (Cascardi & Vivian, 1995; Perry & Fromuth, 2005; 

Shorey et al.). 

Other research has demonstrated a range of alternative gender-inclusive motivations are 

frequently endorsed by both men and women, such as the desire to express anger or emotional 

dysregulation (see Elmquist et al., 2014; Follingstad et al., 1991; Harned, 2001). Such 

motivations can be described by alternative theoretical perspectives to gendered theory (e.g., 

male sexual proprietariness: Buss, 2002; attachment style: Dutton, 1995a; Holtzworth-Munroe 

& Stuart, 1994). Despite such inconsistencies in findings and challenges to the gendered 

explanation of IPA, treatment programs have continued to be heavily guided by this approach. 

However, effect sizes for these programs are small (Babcock et al., 2004; Ford & Regoli, 1993; 

Gannon et al., 2019), suggesting alternative approaches are required.  

In addition to the above problems, prior reviews on IPA motivation have also questioned 

whether the inconsistency in study results is attributable to operationalization of motivations 

(Langhinrichsen-Rohling et al., 2012). For example, some studies have failed to define self-

defense (Makepeace, 1986), while others have failed to adequately differentiate between self-

defense and retaliatory actions (Harned, 2001; Saunders, 1986). A lack of conceptual clarity is 

also regarded as an issue, with research frequently conflating emotions with motivations (see 

Langhinrichsen-Rohling et al.; e.g., Belus et al., 2014; Hettrich & O'Leary, 2007). For example, 

anger and jealousy are emotions that have frequently been included in prior research on 

motivations (e.g., Follingstad et al., 1991; Shorey et al., 2010; Stuart et al., 2006). However, 

current theory operationalizes emotions as context-specific states that motivate an individual to 
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pursue a particular goal, including elevating or demoting goals, but are not motivations in-and-

of themselves (Cosmides & Tooby, 2000; Ward & Carter, 2018). Accordingly, theory states 

that motivation requires an intention that results in a behavior (Scheer, 2001; Ward, 2017). 

Despite difficulties in operationalizing emotions as motivations (see Langhinrichsen-Rohling 

et al.), emotions have been included in the current review given the frequency with which they 

are used in prior research. 

Reviews of the IPA motivation literature have also questioned whether inconsistencies 

are attributable to measurement of motivations (Langhinrichsen-Rohling et al., 2012). Many of 

the tools developed to measure motivations for the perpetration of IPA lack a theoretical basis 

and appropriate scale development techniques such as exploratory factor analysis (e.g., 

Babcock et al., 2003; Carrado et al., 1996; Follingstad et al., 1991; Makepeace, 1986; Stuart et 

al., 2006). Assessment and treatment of IPA are informed by measures of motivations, and thus 

the validity and reliability of these tools are important to ensure intervention efforts are effective 

(Langhinrichsen-Rohling et al.). 

In summary, previous reviews have examined the range and frequency of motivations 

associated with physical IPA (Bair-Merritt et al., 2010; Langhinrichsen-Rohling et al., 2012). 

However, they have not provided clear definitions of motivation, critically appraised the quality 

of research methodology, or examined the effect sizes associated with perpetration and 

gendered perpetration. These steps are necessary in order to objectively ascertain which 

motivations have the strongest associations with IPA and would, therefore, make the most 

appropriate treatment targets. As effect sizes are independent of sample size (Card, 2012), a 

comparison of effect size resolves the issue of differences in statistical significance between 

studies and will, therefore, be able to identify the key motivations for the use of IPA for males 

and females. This information will contribute to the understanding of IPA and guide treatment 

design and allocation. This is particularly salient for women in treatment for IPA as current 
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programs are often reliant on an understanding of male-perpetrated IPA (Kernsmith, 2005; 

Stewart et al., 2014).  

This review therefore aims to appraise the quality of research and effect sizes associated 

with the motivations of physical and psychological IPA perpetrated by men and women. A 

systematic review and meta-analysis of the published literature will be conducted to achieve 

this aim. Specifically, three pre-registered research questions will be examined. 

1. How has empirical research measured motivations for physical and psychological 

IPA? 

2. What are the largest effect sizes of motivations for the use of physical and 

psychological IPA by men and women?  

3. Does the quality of research impact the effect sizes of motivations for the perpetration 

of physical and psychological IPA?  

Method 

Protocol 

The method for this systematic review was pre-registered in a document that was 

uploaded to the Open Science Framework in December 2019 (https://osf.io/rsj2p/). 

Information Sources and Search Strategy 

Database search. PsycINFO, Sage Journals, and Web of Science databases were 

searched in July 2019. The keywords used in the search were: "intimate partner violence" OR 

"domestic violence" AND intent* OR motiv*. The search in PsycINFO was limited to the 

abstracts of quantitative, journal articles, published in English. No date restriction was imposed. 

This resulted in 242 articles.  

The search in Sage Journals was limited to the abstracts of journal articles date with no 

date restriction, resulting in 212 articles. The search in Web of Science was unrestricted by date 

https://osf.io/rsj2p/


52 

 

 

but limited to articles published in English. The search terms were searched for in the titles of 

the journals as the abstract was not available as a field code on this database. This search 

resulted in 35 articles. Overall, the database search identified 489 articles relating to motivations 

for the use of physical and/ or psychological IPA. These database searches were replicated in 

March 2020 to ensure no recently published papers were omitted from the review prior to its 

submission for publication. The dates searched were from January 2019 to March 2020. This 

search yielded an additional 11 articles from PsycINFO, seven from Web of Science, and two 

from Sage Journals.  

Additional resources. A request was made via blog post to the Association of Domestic 

Violence Intervention Providers for unpublished data. However, there was no response to this 

request. Langhinrichsen-Rohling et al. (2012) conducted a systematic review of motivations for 

the use of physical aggression in intimate relationships. The 74 studies included in their review 

were included in the current review due to their highly relevant nature. Two additional records 

were identified by the authors, resulting in a total of 76 additional resources.  

Study Inclusion and Exclusion Criteria 

Five hundred and eighty-five articles were imported into Covidence, an online software 

program specifically designed to facilitate the systematic review process. This software was 

used to remove duplicates (71 excluded) and for screening 514 title/ abstracts (446 excluded) 

and 68 full-text articles (44 excluded). Twenty-four articles were deemed by the first author 

and two post-graduate research assistants to fulfill the review criteria (κ = .46). Figure 3.1 shows 

the PRISMA flow diagram, which includes information regarding the identification, screening, 

and exclusion and inclusion of studies. 

The focus of this review was on studies investigating self-reported motivations for 

physical and psychological IPA. Physical and psychological IPA were defined as acts of 
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physical and non-physical aggression, occurring within the context of an intimate relationship. 

Sexual IPA was excluded from the review as research has suggested the motives for this form 

of IPA are different from physical and psychological IPA (Neal et al., 2015). 

These studies had to be quantitative, use self-reported measures of aggression and 

motivations for the use of this aggression, and a continuous/ ordinal measure of aggression. The 

studies sampled heterosexual, forensic/clinical, community, and student populations and 

included both adolescent and adult age groups.  

This study defined motivation or motives as a preceding act or psychological or 

physiological state which influences an individual’s behavior. This definition was deliberately 

broad to encompass a range of items that have been labeled in previous literature as 

‘motivations’. Motivations were not, however, considered to be personality characteristics (e.g., 

attachment style, impulsivity) or risk factors for IPA (e.g., substance use, attitudes towards 

violence). 

Studies were excluded due to a focus on risk factors or personality characteristics as 

opposed to motivations for aggression, the use of hypothetical scenarios (e.g., vignettes), and 

motivations that were inferred by the victim or by the researcher (i.e., were not self-report).  

One of the goals of the study was to investigate how motivations were measured in the IPA 

literature. As a result, only quantitative studies were included. 
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Figure 3.1  

PRISMA flow diagram outlining the number of studies identified, screened and deemed 

(in)eligible at each stage of the review process  
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Review Protocol and Quality Assessment 

The review was conducted in line with the PRISMA guidelines (Moher et al., 2009) and 

was informed by the AMSTAR systematic review quality guide (Shea et al., 2009).  

Data were extracted to facilitate the appraisal of the quality of 24 articles, which were 

assessed according to criteria based on the Mixed Methods Appraisal Tool (Version 2018: Hong 

et al.) and those recommended by Hawker et al. (2002; see Appendix K for the data extraction 

document and Appendix L for the quality appraisal document). The specific quality criteria 

were selected to assess the methodological rigor of the studies, and thus, determine the degree 

of confidence we can have in the results and conclusions drawn by the authors (Braverman & 

Arnold, 2008). These criteria included sample size and composition, conceptualization and 

measurement of constructs, and the appropriateness of the analysis to answer specific research 

questions. As part of the quality appraisal procedure, G*Power (Faul et al., 2009) was used to 

calculate whether each of the studies had ≥ 80% power to detect an effect size of r = .20. This 

was calculated as an a priori analysis to determine whether the studies had the requisite sample 

size to achieve this effect.  

 In the process of data extraction, one further study was excluded as it was found it did 

not meet the review’s inclusion criteria. Thus, the total number of studies included in the review 

was 23.  

The quality scores were converted to percentages as some of the criteria did not apply 

to all of the studies (e.g., the studies conducted descriptive analysis and so the criteria regarding 

the appropriateness of the analysis and the power to detect an effect were not relevant) allowing 

the studies to be directly compared with one another. The purpose of appraising the quality of 

each study was to facilitate a sensitivity analysis: An assessment of the effects of including or 

excluding low-quality studies on meta-analytic results (Harden & Gough, 2012).  
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Treatment of data 

 Coding. Items from the included studies were coded by the first author and two 

postgraduate research assistants to facilitate the entry of the data into the Comprehensive Meta-

Analysis (CMA) software program (κ = .60; see Appendix M). Some items from the measures 

used in some studies did not meet the definition of a motivation as mentioned previously (e.g., 

risk factors), and were thus excluded. Items, which have been labeled in the existing literature 

as ‘motivations’, were coded into 17 descriptive “motivational-categories”, given that the list 

includes emotions that are theoretically considered emotional states rather than motivations (see 

Cosmides & Tooby, 2000; Ward & Carter, 2018). Eight motivational-categories were assessed 

in either one or two studies, and as CMA requires a minimum of three studies to assess for 

publication bias, only those categories that were measured by three or more studies were entered 

into CMA and were subject to analysis (Version 2.2.064; Borenstein et al., 2011). Publication 

bias is the selective publication of studies with results that are significant and in the expected 

direction, resulting in a body of literature that may not be representative of the studies conducted 

in that field (Card, 2012).  

The final nine motivational-categories were: Asserting dominance (e.g., “to feel more 

powerful); communication difficulties (e.g., “show feelings that cannot be expressed in words”); 

control (e.g., “to get control over the other person”); emotional regulation difficulties (e.g., 

“because of stress”); jealousy (e.g., “because of jealousy”); retaliation for emotional hurt (e.g., 

“to get back at or to retaliate for being emotionally hurt by your partner); self-defense (e.g., “to 

protect self”); to express anger (e.g., “show anger”); to get attention (e.g., “trying to get 

partner’s attention). 
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Results 

Research Question 1: How has empirical research measured motivations for physical and 

psychological IPA?  

The quality of 23 articles that fulfilled the a priori criteria of the systematic review was 

appraised. The results from this process can be found in Appendix K (data extraction) and 

Appendix L (quality appraisal).  

Quality scores. There was a wide range in the quality of the studies, with scores 

ranging from 27-84%. Possible patterns in the data were explored in IBM SPSS Statistics for 

Windows (Version 26.0; IBM Corp., 2019a). Relationships between the quality score, the 

year the study was conducted, and the sample size were examined. Scatterplots suggested the 

relationship between these variables was non-linear, thus, indicating Spearman's correlations 

were the most appropriate analysis choice. Results showed a significant positive association 

between the year in which the study was conducted and quality score (rs(21) = .74, p < .001). 

The significant relationship between year and quality score could be attributable to improved 

reporting of research findings and greater adherence to APA guidelines. For example, the 

studies with the lowest scores were also those that omitted important details such as 

definitions, psychometric information, and study limitations (e.g., Fiebert & Gonzalez, 1997 

[28%]; Makepeace, 1986 [27%]). The relationship between quality score and sample size was 

not significant (p > .05). 

Samples. Eight studies sampled forensic populations, three sampled community 

populations, and 12 sampled student populations (see Table 3.1). Basic demographic details 

were generally well-reported with all studies reporting the sex of their participants and 20 

studies reporting the age and ethnic composition of their samples. However, only 14 studies 

provided an explicit rationale for researching their specific population. For example, studies 

with student samples frequently failed to discuss the increased rate of IPA in relation to the 
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general population (see Straus, 2004), the adverse effects specific to student populations (see 

Stith et al., 1992), or the risk of enduring patterns of IPA that persist into adulthood (see O'Leary 

et al., 2014).  

None of the studies conducted an a priori power analysis. [In our post-hoc power 

analysis] only five of the 23 studies had 80% or greater power to detect a medium-sized 

correlation (r = .20). Thus, the majority of the samples we identified (78%) had inadequate 

sample sizes to detect even moderate associations between motivations and IPA.   

Measurement. Only two out of 23 studies measured motivations for IPA using scales 

previously validated in studies using factor analysis (Belus et al., 2014; Kelley et al., 2015). 

Ten studies created their own measure of motivations. Of these, only two studies (Caldwell et 

al., 2009; Fernández-Fuertes & Fuertes, 2010) performed exploratory factor analyses which are 

considered essential for scale development (see DeVellis, 2012). 

Six studies used the Motives and Effects Questionnaire (Follingstad et al., 1991), two 

of which modified the scale either by adding and deleting items (Leisring, 2013) or by 

combining similar items (Neal et al., 2015). Three studies performed principal component 

analyses that resulted in different solutions (Harned, 2001; Kernsmith, 2005; Walley-Jean & 

Swan, 2009).  

In sum, measurement of IPA motivations displayed substantial heterogeneity across all 

of the studies. The most commonly used scales (Reasons for Violence Scale: Stuart et al, 2006; 

Motives and Effects Questionnaire: Follingstad et al., 1991) were used in different forms across 

studies and lacked consistent validation using confirmatory factor analysis.  

 Thirteen of the 23 studies failed to provide data or report results sufficient for calculation 

of effect sizes (see Table 3.1). Nine studies reported means or mean percentages without 

corresponding standard deviations. Two studies reported percentage bands (e.g., 5 – 40%), and 
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two studies reported the mean and standard deviation or standard error but as they only sampled 

a female population, an effect size could not be calculated using a difference between means. 

Thus, the following meta-analyses were only able to include 10 studies. 

Physical and psychological motivations. The purpose of the review was to investigate 

the motivations for physical and psychological IPA. However, 5 of the 10 studies in the meta-

analyses only focused on motivations for physical IPA. In addition, while one of the studies 

that investigated motivations for both for physical and psychological IPA clearly distinguished 

between the two in the reporting of their results (Fernández-Fuertes & Fuertes, 2010), the 

remaining four either summed the physical and psychological aggression scores (Barnett et al., 

1997) or were not explicitly clear as to whether their results related to psychological IPA 

(Caldwell et al., 2009; Ross, 2011; Walley-Jean & Swan, 2009). Therefore, our subsequent 

analyses focus on motivations for physical IPA.  

Statistical analyses. All analyses were conducted using Comprehensive Meta-Analysis (CMA) 

software program (Version 2.2.064, Borenstein et al., 2011).  

Model. Random effects models were used for all analyses to allow for the true effect 

sizes to differ. Random effects models were used as the systematic review includes studies from 

different populations, utilizing a range of sample sizes, and a variety of measures. Due to this 

variability, our expectation was there would be substantial variation across the true effects 

making the random effects model the most appropriate to use (Borenstein et al., 2010). Thus, 

while some fixed effects results are reported in Table 3.2, the results from the random-effects 

model are reported in Tables 3.2 and 3.3, appendices, and are discussed in text.  
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Table 3.1 

Descriptive information of studies included in the systematic review 

Study Year N Country Gender Sample 
Number of 

motivations measured 
Quality score 

(%) 
Included in meta 

Babcock et al. 2003 52 USA Female Forensic 11 48 No 

Barnett et al. 1997 64 USA Both Forensic/ shelter 8 52 Yes 

 Belus et al. 2014 431 USA Both Student 2 84 Yes 

Caldwell et al. 2008 412 USA Female Community 5 84 Yes 

Carrado et al. 1996 191 UK Both Community 8 37 No 

DeKeseredy et al. 1997 1061 Canada Female Community 2 50 No 

Elmquist et al. 2014 177 USA Both Forensic 29 56 Yes 

Fernandez-Fuertes & Fuertes 2010 567 Spain Both Student 1 65 Yes 

Fiebert & Gonzalez 1997 285 USA Female Student 10 28 No 

Follingstad et al. 1991 115 USA Both Student 13 44 No 

Harned 2001 134 USA Both Student 12 70 Yes 

Hettrich & O’Leary 2001 124 USA Female Student 12 39 No 

Kelley et al. 2015 221 USA Both Student 19 81 Yes 

Kernsmith 2005 125 USA Both Forensic 16 33 No 

Leisring 2013 125 USA Female Student 15 57 No 

Makepeace 1986 2338 USA Both Student 6 27 No 

Neal et al. 2015 484 USA Female Student 11 78 No 

Ross 2011 86 USA Both Forensic 29 52 Yes 

Saunders 1986 52 USA Female Forensic 2 44 No 

Shorey et al. 2011 60 USA Both Student 29 69 Yes 

Stuart et al. 2006 87 USA Female Forensic 29 58 No 

Swan & Snow 2003 95 USA Female Forensic 3 56 No 

Walley-Jean & Swan 2009 42 USA Female Student 13 52 Yes 
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Composite scores. Several studies used measures that contained similar items, which 

when coded, were coded as the same motivation (e.g., control), resulting in multiples of a 

motivation within a study. This data could not be entered into CMA separately as participant’s 

scores would not be independent of one another. This lack of independence would result in an 

overestimation of the precision of the summary effect and an underestimation of the variance 

(Borenstein et al., 2009). The multiple motivations within a study were therefore combined to 

make one for the respective study using the mean of the selected outcome. This method results 

in the software assuming the correlation between the motivations was 1, which results in an 

underestimation of the precision of the summary effect. This approach was selected as the 

motivations were at least normatively associated and are therefore likely to be moderately 

correlated with one another. Further, this composite approach is considered to be the more 

conservative of the computational options available and one that is recommended by Borenstein 

et al.  

Subgroups. Subgroups were combined using a random-effects model and a common 

among-study variance component was assumed.  

Meta-analyses. We statistically compared the effect sizes of the nine motivational-

categories. Effect sizes were calculated depending on the type of data reported in the respective 

studies. We then converted these to Hedge’s g to facilitate their comparison and the calculation 

of a summary effect: the association between motivations and physical IPA, averaged across 

studies. We evaluated the weighted effect sizes using Cohen’s (1969) classification of ± .10, 

.30, .50 as small, medium, and large effect sizes. We calculated Cochran’s Q-statistic, which is 

a statistical significance test of heterogeneity used to ascertain whether genuine differences, 

such as methodological characteristics, are responsible for variation in study results, or whether 

this can be attributed to random error (Card, 2012). We also calculated the I2 statistic, which 

indicates the proportion of heterogeneity and thus the consistency of findings across studies 
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(Borenstein et al., 2009). I2 values of 25%, 50%, and 75% are considered to have low, medium, 

and high heterogeneity (Higgins et al., 2003). Summary statistics and forest plots for the nine 

motivational-categories can be found in Appendices N -V.  

Effect sizes. The motivational-categories for physical IPA with the largest relative effect 

sizes were for self-defense (-.33), retaliation for emotional hurt (-0.28), and communication 

difficulties (-0.24). These would be classed as medium-sized effect sizes. The remaining six 

motivational-categories had small effect sizes ranging from -.01 to .19 (refer Table 3.2). There 

was a considerable range in the effect sizes for several of the motivational-categories, such as 

self-defense, asserting dominance, and to express anger (refer Table 3.2). Furthermore, the 

estimates showed differing directions of effect for all categories, with the exception of 

retaliation for emotional hurt, which were all in the female direction (refer Appendices M-V ). 

Heterogeneity. Five motivational-categories, self-defense, asserting dominance, 

jealousy, to express anger, and emotional regulation difficulties showed significant 

heterogeneity as evidenced by Cochran’s Q-statistic, which indicated the studies in their 

respective analyses did not share a common effect size (Borenstein et al., 2009). Retaliation for 

emotional hurt, communication difficulties, control and to get attention had non-significant p-

values. However, these results were most likely a consequence of low statistical power due to 

large within-study variance and the small number of studies in the analyses. Thus, the non-

significant Q-statistic should not be seen as evidence of consistency in these effect sizes 

(Borenstein et al.).  

Self-defense, asserting dominance, jealousy, emotional regulation difficulties had high 

heterogeneity (I2 > 75%), and to express anger had medium heterogeneity (I2 > 50%) indicating 

that the effect sizes are not consistent across the studies in their respective analyses. I2 values 

close to zero, such as that of control (I2 = 7.8 %), suggest that the observed variance is due to 

random error as opposed to study characteristics (Borenstein et al., 2009). Retaliation for 
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emotional hurt, communication difficulties, and to get attention had I2 values of zero, suggestive 

of consistency in effect size. However, evaluations of the forest plots reveal the precision of the 

estimates to be very poor, as these analyses were frequently comprised of studies that had small 

sample sizes, some of which had samples of less than 100 participants (e.g., Shorey et al., 2010; 

Wally-Jean & Swan, 2009). This lack of precision potentially obscured significant 

heterogeneity, resulting in the I2 statistic values of zero (Borenstein et al.). Thus, it is not 

possible to comment with any degree of certainty on the consistency of the effect sizes for 

retaliation for emotional hurt, communication difficulties, and to get attention.  

Due to the different sample types (i.e., three forensic/clinical samples, one community 

sample, and six student samples) as well as the range of measures used, we expected 

heterogeneity across the estimates (see Higgins et al., 2003). The amount of heterogeneity as 

evidenced by the imprecise estimates of the effect (wide confidence intervals), overlapping 

confidence intervals, and differing directions of the effect indicated large amounts of dispersion, 

and thus, inconsistency.  This has implications for the conclusions that can be drawn from the 

results of the meta-analyses, as the consistency of the findings of the studies in a meta-analysis 

determines whether the findings from the meta-analysis are generalizable (Higgins et al.). 

Although self-defense, retaliation for emotional hurt, and communication difficulties 

had the largest relative effect sizes of the motivational-categories in the review, due to high 

heterogeneity and large amounts of dispersion, these results should be considered spurious and 

not conclusive evidence for the importance of these motivational-categories for physical IPA. 

More specific analyses using sample type as a moderating variable were not viable due to the 

small number of samples.  

Publication bias. Publication bias analyses were conducted for each of the 

motivational-categories. Evaluations of the funnel plots of the random effects and observed 

studies (refer Appendices W-EE) were inconclusive for all motivational-categories, as due to 
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the small number of studies in each analysis, it was not possible to judge whether the funnels 

were asymmetric. Indeed, funnel plots are considered inaccurate methods of evaluating 

publication bias in analyses where the number of studies is less than ten (Sedgwick, 2013).  

The trim-and-fill method for detecting publication bias was not performed as the 

direction of the effect of the missing studies must be specified and eight of the nine 

motivational-categories had estimates of the effect in differing directions (Shi & Lin, 2019). 

Furthermore, empirical evidence has shown that high levels of heterogeneity adversely affect 

the power of the trim-and-fill method, thereby making this an inappropriate method for 

detecting publication bias in this review (Shi & Lin). 

Kendall’s rank correlation and Egger’s linear regression are bias indicators that estimate 

the asymmetry of data. These analyses were not conducted, however, as their power to detect 

bias with small numbers of studies is low (Egger et al., 1997).  

We calculated the Fail-safe N test, which computes the number of studies that would 

need to be added to the analysis to cause the overall effect size to become statistically 

insignificant (Borenstein et al., 2009). Larger Fail-safe N values indicate greater robustness of 

the significance of the overall effect size (Borenstein et al.). To get attention, to express anger, 

emotional regulation difficulties, and control had Fail-safe N values of zero. Retaliation for 

emotional hurt and communication difficulties had values of less than five, and jealousy and 

asserting dominance had Fail-safe N values of less than ten (refer Table 3.3). Self-defense was 

the only motivational-category that yielded a Fail-safe N value that could be considered 

adequately high at 40 (Card, 2012). However, Fail-safe N does not account for heterogeneity, 

which previous results have shown greatly affect the studies in these analyses (Card), 

particularly, those of self-defense. Thus, given the low number of studies and high heterogeneity 

in each analysis, it is not possible to say whether or how likely it is publication bias had some 

impact on the findings of this review.  
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Table 3.2. 

Effect sizes for motivational-categories for physical IPA for males and females.  

 
Fixed Effects Model 

 
Random Effects Model 

     

 g 95% CI  g Range 95% CI p Q I2 (%) k N % Female 

Self-defense -0.38 -0.51, -0.26  -0.33 .18, -1.16 -0.66, -0.03 .032 31.79** 81.13 7 1154 71.83 

Retaliation for emotional hurt -0.28 -0.49, -0.07  -0.28 -.10, -.41 -0.49, -0.07 .011 0.68 0.00 4 365 56.16 

Communication difficulties -0.24 -0.44, -0.04  -0.24 .00, -.33 -0.44, -0.04 .022 0.89 0.00 4 413 64.65 

Asserting dominance 0.27 0.14, 0.40  0.19 -.18, .66 -0.13, 0.52 .248 23.05** 78.31 6 977 75.95 

Control 0.17 0.19, 0.31  0.16 -.07, .34 0.03, 0.32 .046 3.25 7.58 4 783 81.35 

Jealousy 0.19 0.09, 0.29  0.13 -.20, .53 -0.20, 0.46 .448 38.06** 89.49 5 1647 55.00 

To get attention 0.10 -0.15, 0.34  0.10 -.01, .27 -0.15, 0.34 .435 0.90 0.00 4 300 70.00 

To express anger 0.09 -0.26, 0.08  0.03 -.12, .76 -0.35, 0.41 .880 9.99* 69.97 4 667 72.86 

Emotional regulation difficulties -0.05 -0.08, 0.18  -0.01 -.24, -.50 -0.42, 0.41 .969 41.89* 88.06 6 1020 72.25 

Note. ** p <.001; * p <.05; Effect sizes in the negative direction indicate the relationship between the motivational-category and physical IPA was stronger for women relative 

to men



66 

 

 

Research Question 2: What are the largest effect sizes of motivations for the use of 

physical IPA by men and women?  

This question could not be answered because eight of the ten studies in the review made 

gender comparisons, seven of these reported the results as means and standard deviations, the 

difference in which was used to calculate an effect size. This meant males and females could 

not be entered as subgroups and gender could not act as a moderator.  

However, the direction of the effect for each motivational-category is reported (refer 

Table 3.2). This indicated that self-defense, retaliation for emotional hurt, communication 

difficulties, emotional regulation difficulties were stronger for women relative to men, and 

asserting dominance, control, jealousy, to get attention, to express anger were stronger for men 

relative to women. With the exception of retaliation for emotional hurt, in which the studies 

were all in the female direction, estimates show differences in the direction of the effect within 

motivational-categories, making these results inconclusive. While the results for the studies for 

retaliation for emotional hurt were consistent, the analysis contained four studies, and thus the 

evidence that gender may be an important factor to consider in future research is only 

suggestive. Although the direction of the effect is reported, due to the large range in effect sizes 

within each category, and the inconsistency in the results we cannot say with any degree of 

certainty that a particular motivational-category is more important for either gender. 
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Table 3.3  

Summary of meta-analytic results for physical IPA for males and females  

Motivational-category Summary effect Heterogeneity Moderator analysis Publication bias 

Self-defense 
g = -.33; p = .037; 

-0.64, 0.02 (95% CI) 

Q(6) = 31.79, p <.001,  

I2  = 81.13 

Quality score: Q(6) = 7.26, 

p = .297 

 

Funnel plot: Inconclusive 

Fail-safe N: 40 

Retaliation for emotional hurt 
g = -.28; p = .011; 

-0.49, -0.07 (95% CI) 

Q(3) = .68, p = .878,  

I2 = .00 

Quality score: Q(3) = .68, 

p = .880 

 

Funnel plot: Inconclusive 

Fail-safe N: 2 

Communication difficulties 
g = -.24; p = .022; 

-0.44, -0.04 (95% CI) 

Q(3) = .89, p = .827 ,  

I2 = .00 

Quality score: Q(3) = .89,  

p = .827  

 

Funnel plot: Inconclusive 

Fail-safe N: 1 

Asserting dominance 
g = .19; p = .248; 

-0.13, 0.52 (95% CI) 

Q(5) = 23.05, p <.001,  

I2 = .78.31 

Quality score: Q(5) = 4.64,  

p = .461  

 

Funnel plot: Inconclusive 

Fail-safe N: 8 

Control 
g = .16; p = .046; 

0.03, 0.32 (95% CI) 

Q(3) = 3.25, p = .355,  

I2 = 7.58 

Quality score: Q(3) = 3.25,  

p = .355  

 

Funnel plot: Inconclusive 

Fail-safe N: 0 

Jealousy 
g = .13; p = .448; 

-0.20, 0.46 (95% CI) 

Q(4) = 38.06, p <.001,  

I2 = 89.49 

Quality score: Q(4) = 2.55,  

p = .635  

 

 

Funnel plot: Inconclusive 

Fail-safe N: 6 

To get attention 
g = .10; p = .435; 

-0.15, 0.34 (95% CI) 

Q(3) = .90, p = .825,  

I2 = .00 

Quality score: Q(3) = .90,  

p = .825  

 

Funnel plot: Inconclusive 

Fail-safe N: 0 

To express anger 
g = .03; p = .880; 

-0.35, 0.41 (95% CI) 

Q(3) = 9.99, p <.05,  

I2 = 69.97 

Quality score: Q(3) = 3.30, 

 p = .348  

 

Funnel plot: Inconclusive 

Fail-safe N: 0 

Emotional regulation difficulties 
g = -.01; p = .969; 

-0.42, 0.41 (95% CI) 

Q(5) = 41.89, p <.001,  

I2 = 88.06 

Quality score: Q(5) = 2.86,  

p = .722  

 

Funnel plot: Inconclusive 

Fail-safe N: 0 
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Research Question 3: Does the quality of research impact the effect sizes of motivations 

for the perpetration of physical IPA? 

A sensitivity analysis could not be conducted due to the low number of studies that were 

adequately reported in the review (n = 13). A moderation analysis was instead conducted using 

the quality score assigned to each study during the appraisal process. As the moderator was 

continuous it was performed within a regression framework (meta-regression), using a random-

effects model (method of moments), with the quality score entered as the predictor. Table 3.3 

shows there was no evidence that the quality of the studies in the review affected any of the 

results. This could be attributable to the fact that the lower quality studies, which had neglected 

to report their results in a way that enabled them to be included in the meta-analyses, were also 

subsequently excluded from this analysis. Indeed, an independent samples t-test revealed the 

quality scores of the studies included in the meta-analyses had a significantly higher mean (M 

= 66.50, SD = 13.27) than those studies excluded from the meta-analyses (M = 46.08, SD = 

14.14; t(22) = 3.52, p < .05). However, it should also be noted that Borenstein et al. (2009) 

suggest a ratio of 10 studies per covariate for a meta-regression. Thus, the small number of 

studies in each analysis may have affected the results of the meta-regression.  

Discussion 

Understanding motivations for IPA is considered important to inform treatment and 

prevention efforts (Langhinrichsen-Rohling et al., 2012). This systematic review set out to 

expand on the aims of previous systematic reviews that have focussed on the frequency of 

motivations (e.g., Bair-Merritt et al., 2010; Langhinrichsen-Rohling et al.), by comparing the 

effect sizes of a range of motivations using meta-analysis and critically appraising the quality 

of the studies conducted. This is necessary to identify motivations for the perpetration of IPA 

that are most strongly supported by robust research to ensure research and clinical practice can 
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be guided by a sound evidence base. Three questions were considered and the results of each 

are summarised below in turn.  

The first research question examined how motivations for men’s and women’s use of 

physical and psychological IPA has been measured. The quality of 23 studies was appraised, 

revealing a general failure to define key variables and inconsistency in measurement. Only ten 

of these studies contained data in a form that enabled them to be included in meta-analyses. 

Only five of these 10 studies focused on both physical and psychological IPA, and only one of 

these presented their results in a way that would have enabled psychological IPA to be included 

in subsequent analyses. Thus, motivations for physical IPA became the primary focus of the 

meta-analyses. 

The meta-analytic results indicated self-defense, retaliation for emotional hurt, and 

communication difficulties had the largest relative effect sizes. However, these results showed 

high levels of heterogeneity and dispersion and should, therefore, be regarded as inconclusive. 

The small number of studies in each analysis meant the results of the publication bias and meta-

regression analyses are similarly questionable.  

The second and third research questions were unable to be investigated due to 

insufficient information in the published research. The second question investigated which 

motivations had the largest relative effect sizes for men and women. However, the way in which 

data was reported in seven of the eight studies that made gender comparisons meant the effect 

size had to be calculated as a difference between means before being converted to Hedge’s g. 

This meant gender could not be entered into the analyses as a moderator and that this research 

question could not be answered. The third research question investigated whether the quality of 

the research had an impact on the effect sizes of motivations for the perpetration of IPA by 

conducting a meta-regression using the quality score as the predictor. The results demonstrated 
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that the quality of the studies did not significantly impact the effect sizes for any of the 

motivational-categories.  

Explanations and Implications of Findings 

  Review & Analyses (Research Question 1). Eighty-seven percent of the studies in this 

review did not define motivation. This lack of clarity resulted in the frequent interchange of 

motivations and reasons for IPA within papers and within scales (e.g., Reasons for Violence 

Scale: Stuart et al., 2006). This is problematic as reasons, such as substance use, while 

correlated with IPA perpetration and with offending generally, are not explanatory, and thus 

make inappropriate treatment targets (Heffernan et al., 2019).  

Furthermore, emotions (e.g., jealousy, anger) were commonly conflated with 

motivations. While current theory suggests emotions motivate goal-directed behavior by 

coordinating physiological, cognitive, and behavioral responses (Ward & Carter, 2018), they 

do not directly drive behavior (Prinz, 2004). The indirect relationship between emotions and 

behavior means emotions should be viewed as motives (Prinz). For example, an individual may 

become angry (emotion/ motive) at seeing their partner talking to an attractive stranger. This 

perceived threat triggers an attachment-related need (motivation) to preserve the relationship 

(goal). It is important for researchers to understand and make the distinction between motives 

and motivations to ensure treatment for IPA is effectively targeting the underlying cause of 

perpetration.  

In addition to the general failure to define variables, there was also a lack of consistency 

in operationalizing motivations despite the frequent use of the same measures (e.g., Reasons 

for Violence Scale: Stuart et al., 2006; Motives and Effects Questionnaire: Follingstad et al., 

1991). Contributing to this problem was the use of exploratory factor (EFA) and principal 

component analyses (PCA) that resulted in the inclusion of divergent items within the same 

factor/ component. In one such example, Kernsmith (2005) included self-defense items (e.g., 
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‘to protect yourself’) with retaliation items (e.g., ‘to get back at your partner for hurting you 

emotionally’; ‘to show anger’). In a further example, Harned’s (2001) study has a factor labeled 

anger/ jealousy. While the constructs in these examples may have some shared characteristics 

and may even co-occur, they are very different, and theoretical as well as statistical 

consideration should have been given to their inclusion in the same factor/ component.  

The studies included in this review were cross-sectional and retrospective. The use of 

this methodology has limitations as it necessitates participants' ability to critically reflect, 

accurately identify and recall their motivation(s) for a specific act; a relationship that is not 

always linear (Ireland, 2009). Furthermore, measuring motivations at one time-point can be 

seen as problematic due to the transient nature of motivations. Future research should, therefore, 

employ different designs to investigate this complex phenomenon.  

The nine motivational-categories included in this analysis were the same as those in 

both the Bair-Merritt et al. (2010) and Langhinrichsen-Rohling et al. (2012) reviews. While 

these reviews investigated the frequency with which motivations were studied, this review 

statistically compared the strength of the relationship between the motivational-categories for 

physical IPA for men and women. The motivational-categories with the largest relative effect 

sizes were self-defense, retaliation for emotional hurt, and communication difficulties. These 

effect sizes were significant and medium-sized. The remaining six motivational-categories had 

small effect sizes and were all non-significant, with the exception of control.  

Although the effect size for control was significant and stronger for males relative to 

females, it was small (.16). These findings have implications for both control theory and the 

treatment of IPA, suggesting that control is perhaps undeserving of the hegemonic position it 

currently occupies in treatment and legislative spheres, and other motivations may make more 

effective treatment targets  
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The small number of studies able to be included in the meta-analyses limits the degree 

of certainty we can have when interpreting the results. For example, the low statistical power 

directly impacted on Cochran’s Q statistic, while the small numbers in each analysis also 

affected the publication bias analyses (funnel plot, Fail-safe N test) and meta-regression 

analyses. This issue could be resolved by the reporting of data that would facilitate meta-

analyses. Specifically, researchers should be reporting effect sizes for their data as per 

American Psychological Association recommendations (American Psychological Association, 

2001).  

The Gender Question (Research Question 2). While we were unable to use gender as 

a moderating variable in our analyses, the motivational-categories for self-defense, retaliation 

for emotional hurt, communication difficulties, and emotional regulation difficulties were 

stronger for women relative to men, whereas asserting dominance, control, jealousy, to get 

attention, and to express anger were stronger for men relative to women,According to the 

gendered theory of IPA, control and self-defense are central motivations for the use of men’s 

and women’s IPA, respectively (Dutton, 2006a). The results of this review offer limited support 

for this theory as the effect size for control (.16) wasstronger for men. However, asserting 

dominance was also stronger for men and had a larger effect size than control. Given the small 

number of studies in the meta-analysis for control, one of which was assigned a weighting of 

over 50%, and the differing directions of the effect of the estimates, the evidence is far from 

conclusive.  

The largest effect size for women was for self-defense, however, this motivational 

category also showed differing directions of the effect of the estimates. Retaliation for 

emotional hurt was the only motivational-category that showed consistency in the estimates of 

the direction of the effect (female), and thus may be the only motivational-category for which 

we have suggestive evidence that gender is important to consider in future research.  
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The meta-analyses allowed us to objectively evaluate the evidence for gendered theory 

by comparing the standardized effect sizes of the motivations for IPA. Unfortunately, due to 

the small number of studies in each analysis and the differing directions of the effects, the 

results cannot provide definitive evidence to either support or counter this theory nor determine 

the most important motivations for males and females with any certainty. However, they do 

suggest that treatment for IPA should emphasize a range of motivations, rather than exclusively 

focusing on control.  

Quality of Research (Research Question 3). We were unable to conduct a sensitivity 

analysis due to the small number of studies in the review, however, a meta-regression showed 

that there was no evidence that the quality of research was related to the results of any of the 

analyses. Although the quality of the studies included in the meta-regression did not impact the 

effect sizes of motivations for the perpetration of IPA, poor reporting meant 57% of the studies 

in the systematic review had to be excluded from the meta-analyses, limiting the conclusions 

we can draw from the analyses. Thus, the quality of the studies could be said to have indirectly 

affected the results of this review. Similarly, in the Langhinrichsen-Rohling et al. (2012) 

review, not all the studies subjected their data to statistical analysis. For example, four of the 

12 studies that made gendered comparisons for the motivation of power/control did not 

statistically analyze the results. This highlights the importance of ensuring the research 

conducted is methodologically robust and data is reported in a format that is able to be used by 

future researchers.  

Limitations and Future Research 

This review did not include any studies that focused exclusively on men’s motivations 

for the use of IPA. This absence echoes the findings of the Langhinrichsen-Rohling et al. (2012) 

review, in which only eight percent of studies used exclusively male samples. Langhinrichsen-

Rohling et al. suggest the neglect of males as research subjects is perhaps attributable to the 
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gendered assumption that men’s use of IPA is motivated by control. A further similarity with 

the Langhinrichsen-Rohling et al. review was the small number of studies using community 

samples (16% compared to 13% in the current review). The continued exclusion of these 

populations from the research literature will result in knowledge gaps and the distortion of our 

understanding of IPA generally. Thus, future researchers should aim to address these deficits 

by actively engaging with these populations.  

To effectively investigate motivations for the use of IPA and determine which of these 

have the largest effect sizes, these motivations must be clearly defined, and these definitions 

consistently applied. For example, the definitions of self-defense in this review were varied and 

as previously mentioned, were frequently conflated with retaliation. This is an issue that has 

previously been raised by multiple researchers (e.g., Babcock et al., 2019; Langhinrichsen-

Rohling et al., 2012; Leisring, 2013). Therefore, we recommend future researchers use the legal 

definition for self-defense to bring consistency to this construct (see Garner & Black, 2014, p. 

1565).  

Future research should also address the lack of theoretically based and appropriately 

developed scales for assessing motivations for IPA. As part of the validation process, these 

scales should also be subject to invariance testing to ensure their use is germane for both males 

and females. 

Conclusion  

This is the first review that statistically compares the relative importance of motivations 

for the perpetration of physical IPA for men and women. It also provides a much-needed 

critique of the methodological quality of research that examines motivations associated with 

IPA. While the results of the meta-analyses are inconclusive and highlight the need for future 

research to improve and develop, they indicate there is limited statistical evidence to support 

the hegemonic position that control has occupied as a motivation for IPA for the last 40 years. 
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Rather, the importance of alternative motivations that demonstrate larger effect sizes than 

control is highlighted as necessitating closer consideration. Therefore, moving beyond theories 

and measurements centered on control is important if effective treatment of IPA is to be 

realized. 
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Chapter 4:  MOTIVATIONS FOR INTIMATE PARTNER  

 AGGRESSION 

 

Michael Johnson’s (1995) seminal paper Patriarchal Terrorism and Common Couple 

Violence and his subsequent work have guided a generation of researchers and practitioners 

working in the field of intimate partner aggression (IPA; Dutton, 2006a). His theoretical 

accounts aimed to reconcile the conflict between feminist and family violence researchers, 

suggesting their findings highlighted qualitatively different forms of violence. In summary, he 

proposed that ‘intimate terrorism’ (later termed ‘coercive controlling violence’) is characterized 

primarily by men’s severe and frequent physical aggression toward women, driven by 

patriarchy, power, and control motivations. In contrast, ‘common couple violence’ (later 

labeled ‘situational couple violence’) describes low level (infrequent and low severity), bi-

directional violence born out of conflict with an absence of control motivations. Johnson 

hypothesized that men who are highly controlling are unlikely to let their female partner 

participate in research, and therefore argued that ‘intimate terrorism’ would be best identified 

in studies that worked with clinical samples (e.g., women attending courts, or shelters), and 

‘common couple violence’ in studies with couples residing in the community.  

Johnson’s (2006) analysis of 274 existing interviews with women, who had been in 

contact with shelters or courts, and a matched sample of women residing in the same 

neighborhood, found support for his assertions. Gender asymmetry characterized the behavior 

of those classified as ‘intimate terrorists’, with 97% categorized as male, and gender symmetry 

characterized those classified by ‘situational couple violence’ (56% male; 44% female). 

However, matching groups based on neighborhood arguably increased the likelihood that the 

male partners knew each other, and as pro-criminal peers are a risk factor for general crime 

(Bonta & Andrews, 2017), this could have over selected for male criminality and 

aggressiveness. Importantly, men who had experienced victimization were not sampled, 
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making it impossible to infer conclusions about men’s experiences of victimization. Such 

limitations invalidate the conclusion that women can be rarely classified as ‘intimate terrorists’ 

(Dixon & Graham Kevan, 2020; Dutton, 2006b; Graham-Kevan, 2007; Hines & Douglas, 

2019). Indeed, research that has tested the typology using population-based samples has found 

high numbers of ‘intimate terrorists’ in the community (Bates & Graham-Kevan, 2016; 

Laroche, 2005) and higher numbers of women classified as ‘intimate terrorists’ than men (Bates 

et al., 2014; Hines & Douglas; Straus & Gozjolko, 2016). However, gender-inclusive 

investigations into ‘intimate terrorism’ are rare.  

Despite such criticisms, Johnson’s typology (1995; 2006) has continued to influence 

research and policy (e.g., Hardesty et al., 2015; Hines & Douglas, 2010). For example, the need 

to distinguish between different types of violence has been recognized in law, whereby control 

has been included in recent legislation in the United Kingdom (Serious Crimes Act 2015 [UK], 

s 76), Scotland (Scottish Government, 2015), and Ireland (Domestic Violence Act 2018 

[Ireland]). This inclusion is likely due to the positive relationship between increases in levels 

of control and frequency of physical aggression for men and women, for which there is some 

evidence (e.g., Bates et al., 2014). However, studies that have found this association have 

frequently identified control through the use of self/ victim report tools that measure controlling 

behaviors. Controlling behaviors can be understood as a specific set of non-physical aggressive 

acts widely assumed to be associated with an instrumental motivation of control (e.g., 

Controlling Behaviors Scale-Revised: Graham-Kevan & Archer, 2003; Checklist of Controlling 

Behaviors: Lehmann et al., 2012; Scottish Government, 2015; Serious Crimes Act 2015 [UK], 

s 76).  

Dempsey et al. (2020) empirically tested the statistical validity of ‘controlling 

behaviors’ by investigating whether these behaviors formed a distinct factor when their co-

occurrence with other forms of intimate partner aggression (IPA), such as physical and 
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psychological aggressive acts, was explored in community and student samples of men and 

women. Measures of controlling behaviors were taken from (sub)scales of tools that had been 

specifically designed to measure such acts (e.g., Controlling Behaviors Scale-Revised: Graham-

Kevan & Archer, 2003; Controlling and Abusive Tactics Questionnaire: Hamel et al., 2015; 

Checklist of Controlling Behaviors: Lehmann et al., 2012). Factor analyses showed that 

‘controlling behaviors’ did not form a distinct factor but rather were distributed across three 

factors of two models, each of which explored IPA from the perspective of either the victims 

or perpetrators of IPA. The largest factor for both models was labeled Eclectic Aggression, 

which incorporated a diverse range of behaviors including physical and sexual aggression, 

threats, and ‘controlling behaviors’. The second factor, labeled Direct Psychological 

Aggression, was typified by non-physical aggressive behaviors that have been described in the 

literature as psychological aggression (e.g., overt criticism, shouting) and also contained items 

previously defined as controlling behaviors (e.g., “My partner deliberately ignored me”; “My 

partner told me my feelings were irrational or crazy”). The third factor, labeled Monitoring 

Acts, was solely comprised of items such as the checking of partner’s social media pages and 

keeping track of their telephone/ cell phone usage. These items did not meet the study’s 

definition of control (attempts to compel or constrain an intimate partner’s behavior), and it was 

thus concluded they were more reflective of relationship anxiety, rather than a desire to 

influence or control an intimate partner. The lack of statistical distinction between controlling 

behaviors and other aggressive relationship acts suggested the validity of behavioral measures 

to assess for the presence of control in relationships is questionable. It was posed that other 

factors, such as the motivations driving those behavioral acts, would be more helpful in 

determining whether control is present in a relationship, as individuals who commit the same 

aggressive act can have disparate motivations for behaving in this way (Bushman & Anderson, 

2001).  
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This study aims to adopt a gender-inclusive approach to study the relationship between 

control motivations and the type and frequency of behavioral acts used by men and women in 

intimate relationships, as first noted by Johnson (1995). We are mindful that a review of the 

literature has identified there is no validated way to measure motivations for IPA acts (Bair-

Merritt et al., 2010; Langhinrichsen-Rohling et al., 2012). Existing measures are not 

theoretically derived and have methodological problems, including a lack of operational 

definitions for commonly measured motivations, such as self-defense, and poor construct 

validity (Langhinrichsen-Rohling et al.). Furthermore, previous research investigating the 

relationship between control and IPA have operationalized control as a series of non-violent 

‘controlling behaviors’ (e.g., Bates & Graham-Kevan, 2016; Straus & Gozjolko, 2014; 2016). 

Therefore, this study will use a measure of motivations developed from control theory and 

general aggression theories and a review of the qualitative IPA literature. Research conducted 

by Belus et al. (2014), Caldwell et al. (2009), Cousins and Gangestad (2007), Follingstad et al. 

(1991), and Hamberger and Guse (2002) has demonstrated that a wide range of motivations are 

associated with IPA. Indeed, motivations such as retaliation, communication difficulties, 

emotional dysregulation, and self-defense are endorsed with a greater frequency by both 

genders for the perpetration of physical IPA than control (Elmquist et al., 2014; Follingstad et 

al.; Harned, 2001; Kelley et al., 2015; Ross, 2011).  

Specifically, the following hypothesis will be tested:  

H1: If patterns of control motivations are distinct from those of general aggression 

motivations, then control motivations will be more strongly associated with the perpetration of 

Eclectic Aggression, Direct Psychological Aggression, and Monitoring Acts than general 

aggression motivations.  

H2: If patterns of control motivations are distinct from those of general aggression 

motivations, then control motivations will be more strongly associated with an increased 
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frequency of perpetrating Eclectic Aggression, Direct Psychological Aggression, and 

Monitoring Acts than general aggression motivations.  

H3: If patterns of control motivations are distinct from those of general aggression 

motivations, then the association between control motivations and the perpetration of Eclectic 

Aggression, Direct Psychological Aggression, and Monitoring Acts will be stronger for men 

than women. 

 A categorical principal component analysis will be conducted to test Hypotheses 1 and 

3, followed by a latent class analysis to test Hypotheses 1, 2, and 3. The use of both variable 

and person-centered analyses results in a more robust examination of these hypotheses.  

Method 

Participants and Procedure 

The project was advertised on Amazon's Mechanical Turk (MTurk) to users 

from North America (the United States and Canada) as a "research survey about aggression in 

your current or a recent relationship”. Participants were required to speak English, be at least 

18 years old, and have been in an intimate/dating relationship that has lasted at least one month 

in the last 12 months. Participants received $1.20 (USD).  Data were collected between 6th and 

9th December 2019 from 1915 individuals. Those who had completed less than 90% of the 

survey were removed (n = 653). The sample distribution of time was inspected to identify and 

remove those participants who had completed the survey unfeasibly quickly (n = 16; under 508 

seconds). As one of the hypotheses directly investigates binary gender differences, participants 

who identified as non-binary were also removed from the dataset (n = 6). This data was 

collected for two studies, which examine both individuals’ use and experiences of aggression. 

As the current study was only concerned with individuals’ motivations for the use of aggression, 

74 people, who reported exclusive experiences of aggression were also removed. The remaining 
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1166 individuals had consented to participate in the study and met both the relationship and 

perpetration criteria (45.5% male, 54.5% female, M age = 36.14, SD = 10.23).  

The ethnic composition of the sample was: 13.2% (n = 154) African American, 5.7% (n 

= 67) Asian American, 65.5% (n = 764) European American, 5.9% (n = 69) Latinx, 0.8% (n = 

9) Native American, and 2.9% (n = 34) Other, such as Middle Eastern or other European. Six 

percent of the sample did not provide any information regarding their ethnicity (n = 69), while 

10.4% identified with more than one ethnic group (n = 121). The vast majority of the sample 

identified as heterosexual (85.5%, n = 997), with 11.2% identifying as bisexual (n = 131). The 

remaining 3.2% identified as either gay (1.3%, n = 15), lesbian (.6%, n = 7), pansexual (.7%, n 

= 8), asexual (.3%, n = 4), or ‘other’ (.3%, n = 4). The method for this study was prespecified 

in a document that was uploaded to the Open Science Framework in December 2019 

(https://osf.io/jdnw9/). 

Materials 

Format of questionnaire. Two screening questions established the eligibility of people 

to participate in the study. These relate to (1) participant’s relationship status and (2) the 

presence and recency of aggression in their intimate relationship. A negative response to either 

one of these questions made an individual ineligible and directed them to the end of the survey.  

The survey included sections on demographics, participant’s use and motivations for 

their use of aggression towards their intimate partner, and social desirability. For each question 

that participants indicated they had perpetrated an aggressive behavioral act, a list of possible 

motivations for this act would appear. All behavioral items were randomized within their 

respective sections to increase participant engagement (see Straus et al., 1996).  

Participants were asked to answer each question in relation to their current or most 

recent relationship. They were also asked to ignore any of the behaviors that occurred within 

the context of consensual sexual activity.  

https://osf.io/jdnw9/
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Perpetrated IPA. The questions relating to perpetrated behavioral acts were items 

derived from a previous study conducted by the authors (Dempsey et al., 2020). These 45 items 

had been endorsed by more than 20% of the participants in this study and were drawn from 

each of the three factors identified using exploratory (EFA) and confirmatory factor analyses 

(CFA) with data collected from community and student samples. These factors were labeled: 

Eclectic Aggression (18 items; α = .98; e.g., “I choked, strangled, or suffocated my partner”), 

Direct Psychological Aggression (14 items; α = .94; e.g., “I deliberately acted in a hurtful way 

towards my partner”), and Monitoring Acts (13 items; α = .95; e.g., “I checked my partner's 

social network page[s]”).  

In the current study, the frequency of the items was assessed using a numerical format 

(e.g., Never, 1-2 times, 3-5 times, 6-10 times, more than 10 times), allowing participants to 

easily discriminate between response options and avoid the ambiguity of text options (e.g., 

“sometimes”, “seldom”; DeVellis, 2012).  

Motivations for IPA. The questions relating to the motivations for the use of the 

aggressive acts were informed by theories of general aggression, other theories such as control 

theory (Dobash & Dobash, 1979) and attachment theory (Dutton, 2006a), and a review of the 

qualitative literature on the motivations for the use of IPA. Examples of these items include: “I 

wanted to protect myself from them physically harming me in that moment”, “I wanted to 

express my anger” and “I wanted them to listen to me”. A free-text box was also provided to 

allow participants to state motivations that were not already listed.  

Participants could select up to three motivations for a specific act, which allowed for a 

degree of complexity of motivation. Although some studies have not placed restrictions on the 

number of motivations participants can select (e.g., Shorey et al., 2010; Stuart et al., 2006), we 

were interested in what individual’s considered to be the most salient motivations for their use 

of IPA. This section was binary scored (Endorsed = 1; Not endorsed = 0).  



83 

 

 

Social desirability bias. When conducting research in the field of IPA, it is considered 

important to account for social desirability response bias (Arias & Beach, 1987). The Balanced 

Inventory of Desirable Responding Short Form (BIDR-16: Paulhus, 1991) was used to assess 

social desirability in this study. The 7-point scale (1 = Not true, 7 = True) has 16 items, which 

assess self-deception enhancement and impression management. Higher scores on this scale are 

indicative of socially desirable responding. The short form has been found to have equivalent 

structure, validity, and reliability to the original 40 item BIDR scale (Hart et al., 2015; Paulhus). 

The Cronbach’s alpha in the current study was considered acceptable (α = .73).  

Treatment of data 

To allow us to differentiate between types of missing data, questions that had been 

skipped were coded as ‘9’ and questions that did not apply (i.e., participants had answered 

‘never’ to the behavioral questions, therefore the motivation question was not applicable) were 

coded as ‘8’.  

Missing value analysis conducted in IBM SPSS Statistics for Windows (Version 26.0; 

IBM Corp., 2019a) showed none of the behavioral data was missing, but .023% of the data on 

motivations was incomplete. Little’s MCAR test for missingness (Little & Rubin, 2002) was 

non-significant, demonstrating this data was missing completely at random (MCAR) χ2(1680) 

= 1347.51, p = 1.00). Due to this result and the small amount of missingness in the data set, an 

amount considered ignorable (Schafer, 1999), the decision was made not to impute.  

Results 

Power Analysis 

A Markov Chain Monte Carlo simulation with a Metropolis-Hastings algorithm was 

conducted a priori using the R package ‘bindata’ (Leisch et al., 2012) in RStudio (Version 

1.1.456; R Core Team, 2013) to determine the appropriate sample size to produce reliable 

factorial solutions. The Markov chain Monte Carlo (MCMC) is a class of methods for sampling 
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from a probability distribution that is useful in the analysis of complex models (Robert & 

Casella, 2004).  

The simulation was based on survey data from a pilot study investigating participants’ 

motivations for their use of physical IPA (A’Court, 2020). We used the estimated probability 

of selecting a given motivation and the correlations between motivations to run the simulation. 

The R package ‘BayesFM’ (Piatek, 2017) was used to conduct Bayesian exploratory factor 

analysis (BEFA). We considered sample sizes of 100, 200, 300, 400, 500, and 600. We used a 

burn-in of 2000 iterations and saved a further 10,000 iterations for posterior inference. Burn-in 

is the process by which the initial samples are discarded (van Ravenzwaaij et al., 2018). 

Latent factors are identified by calculating the correlations between items. However, as 

some of the motivations in the dataset were less frequently endorsed than others, the 

correlations were too low to identify latent factors and, therefore, to estimate a consistent factor 

structure. Therefore, based on the results of the simulation, we could not be confident regarding 

the estimate of the sample size.  

There is a lack of consensus in the literature as to how to determine a priori sample size, 

with various heuristics recommended (DeVellis, 2012; Kyriazos, 2018). This study used the 

sample size to parameter ratio of 20:1 as recommended by Kline (2005) as a rough guide. 

Employing this heuristic would, therefore, indicate a required sample of 340 participants for 

the BEFA.  

Although MCMC methods are not reliant on asymptotic normality and are therefore not 

dependent on large sample sizes (McNeish, 2016), ordinal data, such as that in the current study, 

requires relatively larger samples than continuous data (Kline, 2005). In addition, data that is 

not normally distributed requires an increased sample size (Kyriazos, 2018), and it is expected, 

based both on previous work and existing literature (e.g., Cascardi et al., 2019), that the data 



85 

 

 

collected will be (slightly) positively skewed. Furthermore, smaller correlations, as found 

during the MCMC simulation, mean larger sample sizes are required (Kyriazos).  

A sample of 500 participants for factor analysis is regarded as ‘very good’ according to 

the guidelines attributed to Comrey (1973) and cited by Tinsley and Tinsley (1987) and 

DeVellis (2012). Consequently, we planned to collect data from approximately 1200 

participants and then randomly divide the sample into two equal sub-samples, allowing ≈ 600 

participants for use in the BEFA and the remaining ≈ 600 participants for use in the Bayesian 

confirmatory factor analysis.  

Statistical Analysis 

 We conducted a Bayesian exploratory factor analysis (BEFA; Piatek, 2017) in RStudio 

(Version 1.1.456; R Core Team, 2013). Despite increasing the number of iterations to 

1,000,000, the chain was not mixing well and was extremely slow to converge. Therefore, due 

to time constraints, the decision was made to move away from Bayesian analysis and adopt a 

frequentist approach.  

We experienced considerable difficulties in performing the exploratory factor analysis 

(EFA). This was attributable to the large number of nominal variables (900) and the small 

correlations between them. Although the dataset had been randomly split to facilitate 

performing EFA and confirmatory factor analysis on independent samples, the combined 

dataset was used in an attempt to get the model to run. The Kaiser-Meyer-Olkin (KMO; Kaiser, 

1974) Measure of Sampling Adequacy indicates the appropriateness of conducting an EFA 

based on the proportion of common variance in the dataset, with values of above .60 considered 

desirable (Howard, 2016). The KMO value for the current analysis was .38, suggesting the 

correlation matrix was not factorable and thus EFA was not an appropriate method of analyzing 

the data (see Hair, 2010). Indeed, less than one percent of the correlations (.93%) were ≥ .30.  
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We simplified the model by reducing the number of items by looking at the frequency 

of the behaviors and removing one-third of the lowest frequency items (by %) for each of the 

three factors found in the previous study conducted by the authors (Dempsey et al., 2020). The 

total number of behavioural items included in the analysis was therefore 30 (‘Eclectic 

Aggression’: 12 items; ‘Direct Psychological Aggression’: Nine items; ‘Monitoring Acts’: Nine 

items: see Appendix FF for a full list of items included in this analysis). Principal components 

analysis is a data reduction technique (Linting et al., 2007). We, therefore, performed a 

categorical principal component analysis (CATPCA) to further reduce the number of variables 

to a smaller number of components (Linting et al., 2011). A standard principal component 

analysis assumes linear relationships between variables and numerical levels of measurement 

(e.g., interval or ratio). However, as the data relating to motivations was nominal, a CATPCA, 

which accounts for non-linearity and non-numeric measurement (Linting & van der Kooij, 

2012), was employed. In addition to reducing the number of items, the CATPCA explores the 

relationships between variables, thus, making it an appropriate choice of analysis to investigate 

possible associations between motivations and types of IPA. 

Descriptive statistics. All analyses were conducted in IBM SPSS Statistics for 

Windows (Version 26.0; IBM Corp., 2019a). Zero-order correlations between the components 

are presented in Appendix GG.   

Perpetrated IPA. Participants reported perpetrating approximately ten IPA acts, at least 

once, in the past year (M = 9.92, SD = 3.71). Descriptive statistics showed this variable was 

highly positively skewed and the Mann-Whitney U test, the non-parametric equivalent of the 

independent samples t-test was used to make gender comparisons. This test showed a 

statistically significant, though small, gender difference in perpetration, with men (Mdn = 9.00) 

reporting slightly more acts than women (Mdn = 9.00) U(Nwomen = 635, Nmen = 531) = 

150571.50, z = -3.21, p < .001, d = .18. Figure 4.1 shows the frequency of IPA (‘Eclectic 
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Aggression’; ‘Direct Psychological Aggression’; ‘Monitoring Acts’) by the percentage of the 

sample who reported perpetrating those acts.  

Figure 4.1 

Frequency of reported IPA perpetration by type 

 

 

 

 

 

 

 

 

Motivations for IPA. Table 4.1 shows the number of times each of the motivations was 

endorsed, by the entire sample, and by gender. “I wanted to express my anger” (782 times), “I 

wanted to express my frustration” (760 times), “I wanted to get their attention” (617 times), and 

“I wanted them to listen to me” (617 times) were the most frequently endorsed motivations in 

the study. Independent samples Mann-Whitney U tests were conducted to investigate gender 

differences in motivations, the results of which can be seen in Table 4.2. The largest effect sizes 

were for “I wanted to feel powerful” (d = .27), “I wanted to escape from them” (d = .25), “I 

wanted to make them do something for me” (d = .25), and “I wanted to protect myself from 

them physically harming me in that moment” (d = .22). The estimates of the effect were all in 

the male direction. Five of the six motivations that were derived from control theory showed 
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significant gender differences, and that men endorsed these motivations more frequently than 

women, with effect sizes ranging from .18 to .27. 
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Table 4.1 

Frequencies of motivations for IPA endorsed (total and by gender) 

 Motivation  Men   Women   Total   

   # %  # %  # %  

*1 I wanted to protect myself from them physically harming me in that moment  161 2.96  121 1.97  282 2.44  

*2 I wanted to make them do something for me  192 3.53  150 2.45  342 2.96  

*3 I wanted to stop them trying to control me in some way  236 4.34  228 3.72  464 4.01  

*4 I wanted to escape from them  266 4.89  249 4.06  515 4.45  

*5 I wanted to feel powerful  228 4.19  193 3.15  421 3.64  

6 I wanted to express my anger  354 6.51  428 6.98  782 6.76  

7 I wanted to get their attention  295 5.42  322 5.25  617 5.33  

8 I lost control  212 3.90  244 3.98  456 3.94  

9 I wanted to stop them from walking away from me  95 1.75  73 1.19  168 1.45  

10 I'm not sure why I did this  150 2.76  187 3.05  337 2.91  

11 I wanted to express my jealousy  89 1.64  120 1.96  209 1.81  

12 I wanted to retaliate to their verbal aggression  184 3.38  232 3.78  416 3.59  

13 I wanted to hurt them  165 3.03  211 3.44  376 3.25  

14 I wanted to retaliate to their physical aggression  141 2.59  90 1.47  231 2.00  

15 I wanted to express my frustration  326 5.99  434 7.08  760 6.57  

16 I wanted to get back at them for hurting my feelings  183 3.37  261 4.25  444 3.84  

17 I wanted to show them I wasn’t weak  164 3.02  177 2.89  341 2.95  

18 I wanted them to listen to me  265 4.87  352 5.74  617 5.33  

19 I wanted to feel pleasure from inflicting upset or pain on them  81 1.49  62 1.01  143 1.24  

*20 I wanted to end or win the argument  190 3.49  240 3.91  430 3.72  

            
            Note. Percentages do not add up to 100% because participants could endorse up to three motivations per act; *Motivations derived from control theory 
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Table 4.2. 

Gender comparison of endorsement of motivations for IPA 

 
Motivations 

 Men Women     

  M Rank M Rank z p d  

1 I wanted to protect myself from them physically harming me in that moment  623.37 550.16 -4.93 <.001 .22  

2 I wanted to make them do something for me  629.77 544.81 -5.35 <.001 .25  

3 I wanted to stop them trying to control me in some way  616.99 555.49 -3.53 <.001 .18  

4 I wanted to escape from them  628.45 545.91 -4.62 <.001 .25  

5 I wanted to feel powerful  633.32 541.84 -5.38 <.001 .27  

6 I wanted to express my anger  580.91 585.67 .25 .805 .01  

7 I wanted to get their attention  606.46 564.30 -2.27 <.05 .13  

8 I lost control  589.66 578.35 -.65 .513 .03  

9 I wanted to stop them from walking away from me  604.45 565.98 -3.18 <.001 .11  

10 I'm not sure why I did this  582.16 584.62 .16 .876 .01  

11 I wanted to express my jealousy  577.65 588.39 .81 .416 .03  

12 I wanted to retaliate to their verbal aggression  579.37 586.95 .45 .654 .02  

13 I wanted to hurt them  581.54 585.14 .22 .826 .01  

14 I wanted to retaliate to their physical aggression  623.63 549.94 -5.35 <.001 .22  

15 I wanted to express my frustration  561.65 601.77 2.09 <.05 .12  

16 I wanted to get back at them for hurting my feelings  569.50 595.21 1.49 .135 .08  

17 I wanted to show them I wasn’t weak  595.93 573.11 -1.44 .150 .07  

18 I wanted them to listen to me  563.16 600.51 2.02 <.05 .11  

19 I wanted to feel pleasure from inflicting upset or pain on them  601.74 568.25 -2.97 <.05 .10  

20 I wanted to end or win the argument  573.40 591.94 1.09 .274 .06  

Note. M Rank = mean rank; z = standardized test statistic; d = standardized effect size
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Categorical principal component analysis (CATPCA). We conducted a CATPCA to 

ascertain whether patterns of control motivations were distinct from those of general aggression 

motivations, and if so, whether control motivations were more strongly associated with the 

perpetration of Eclectic Aggression, Direct Psychological Aggression, and Monitoring Acts 

than general aggression motivations. This analysis was conducted in IBM SPSS Statistics for 

Windows (Version 26.0; IBM Corp., 2019a). We performed a spline nominal transformation 

using a first-degree polynomial function. The nominal analysis produces a step function, which 

can result in irregular quantification, affecting stability (Linting & van der Kooij, 2012). 

However, the addition of the spline smooths the transformation (Linting et al., 2007) and 

increases the amount of variance that can be extracted for each component by optimizing the 

relationships between variables (Cascardi et al., 2019).  

The number of knots and degrees of polynomials that make up the spline dictates the 

shape and smoothness of the transformation (see Linting & van der Kooij, 2012 for further 

information). We used a variable principal normalization, a method that also maximizes the 

associations between variables, with balanced bootstrapping, using 1000 samples, and a 

Procrustes rotation, as recommended by Linting et al (2007). Missing data points (0.023%) 

were excluded from the analysis using Passive, which is the default option for missing data in 

CATPCA.  

We examined the scree plots for solutions with up to 8 dimensions to determine the 

appropriate number of components to retain. These were suggestive of either a three or four 

component solution (see Figure 4.2). Due to the subjective nature of the scree plot (Raîche et 

al., 2013), we also used the ‘Parallel Analysis and Other Non-Graphical Solutions to the Cattell 

Scree Test’ package in R (Raiche, 2020) to inform our decision. 
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Figure 4.2.  

Scree plot from the categorical principal components analysis (CATPCA) 

 

We employed three methods of estimation, all of which use eigenvalues, the amount of 

variance explained by each component (Linting et al., 2011), to calculate the number of 

components in the solution. The Cattell-Nelson-Gorsuch CNG indices (nCng) suggested a 

three-component solution, however the multiple regression procedure to determine the number 

of components/ factors (nMreg) and the Bartlett, Anderson, and Lawley procedures to 

determine the number of components/ factors (nBartlett) suggested four-component solutions, 

and thus the four-component solution was selected. The significance of the item loadings 

determined by an examination of the bootstrapped confidence intervals was used as a variable 

selection criterion. Items that were non-significant and were therefore not contributing to the 

solution were excluded from subsequent analyses (54 items; see Appendix HH; Linting & van 

der Kooij, 2012). These items were exclusively related to motivations from general theories of 

aggression (motivations 10-20) for behaviors such as “I made my partner dependent on me for 

money” (seven items), “I threatened to withhold money from my partner” (10 items), “I 
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purposely withheld affection or sex” (eight items), “I kept my partner from leaving the house” 

(six items), and “I slapped my partner” (six items). 

The four-component solution was rotated using a Promax rotation and a Kaiser 

normalization, which is an oblique rotation method recommended for large data sets (IBM 

Corp., 2019b). Promax allows the components to be correlated with one another, thereby 

making it the most appropriate choice for social science research (Gaskin & Happell, 2014). To 

increase the distinction between the components, items that cross-loaded on two or more 

components with a difference of less than .20 (131 items; see Appendix HH; see Howard, 2016) 

were removed. All variables had communalities of greater than .50, which is considered 

excellent (Comrey, 1973), and minimum loadings of .40 (Stevens, 1986). See Appendix II for 

the full list of items, Eigenvalues, and percentage of variance explained by the components. 

Component 1: Eclectic Aggression. Component one consisted of 208 items, with an 

Eigenvalue of 153.91, which accounted for 37.09% of the variance. This component was 

characterized by behaviors relating to physical aggression, physical threats and threats to 

reputation, sexual coercion, destruction of property, and restricting finance and freedom of 

movement. These behaviors were derived exclusively from the ‘Eclectic Aggression’ factor 

found in the previous study and due to this similarity, we labeled this the ‘Eclectic Aggression 

Component’. There was a lack of distinction in the range of motivations endorsed for the 

majority of behaviors in this component with all 20 motivations endorsed for seven of the 12 

behavioral acts. The motivations that were not endorsed for specific behaviors were derived 

from a variety of theories. The least frequently endorsed motivations were derived from theories 

of attachment (motivation 11), hostile aggression and the status inconsistency hypothesis 

(motivations 12 and 14), control theory (motivations 17 and 20), and proactive aggression 

(motivation 19). Table 4.3 provides a full summary of the motivations selected for each 

behavioral act.  
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Component 2: Direct Psychological Aggression. This component was comprised of 

114 items, with an Eigenvalue of 81.63, explaining 19.67% of the variance. This component 

contained items relating to deliberately ignoring, criticizing, and being unpleasant towards your 

partner, one of which was derived from the ‘Monitoring Acts’ factor and five from the ‘Direct 

Psychological Aggression’ factor. This component was labeled the ‘Direct Psychological 

Aggression Component’. With few exceptions, all motivations were endorsed for these six 

behaviors (see Table 4.3).  

Component 3: Monitoring Acts. Component three consisted of 55 items, with an 

Eigenvalue of 87.33, explaining 21.04% of the variance. These items represented behaviors 

associated with relationship anxiety and the monitoring of an intimate partner. These behaviors 

were exclusively derived from the ‘Monitoring Acts’ factor and thus, this component was 

labeled the ‘Monitoring Acts Component’. As with components one and two, the majority of 

motivations were endorsed, with only five motivations either non-significant or cross-loading 

(see Table 4.3).  

Component 4. This component explained 15.35 % of the variance, with an Eigenvalue 

of 63.72 and contained 38 items that related to two psychologically aggressive behaviors (I 

changed the subject on purpose when my partner was trying to discuss a problem; I criticized 

my partner's friends, family, or co-workers). However, there was no apparent distinction 

between these behaviors and those comprising component two, nor was there obvious 

communality that would explain why these behaviors had formed the fourth component. As this 

component was not interpretable it was excluded from further analysis, and the solution was re-

run with three components.  

The exclusion of these items did not affect the loadings of the other three principal 

components but altered their respective rotated eigenvalues. This increased the percentage of 

variance explained by the ‘Eclectic Aggression Component’ (increase of 2.67%) and the ‘Direct 
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Psychological Aggression Component’ (increase of 2.71%) but decreased the percentage of 

variance accounted for by the ‘Monitoring Acts Component’ (decrease of.21%). 

Component solutions by gender. Gender was entered as a supplementary variable in 

the analysis to ascertain whether the component solution varied by gender. An evaluation of the 

category points bi-plot indicated clear separation between the centroid coordinates along 

dimensions one and two, but relatively less distinction along dimension three. Statistical 

comparisons for each of the component scores for men and women were therefore conducted 

to provide an objective interpretation.  

‘Eclectic Aggression Component’ scores of women (Mdn = .53) were higher than those 

of men (Mdn = .38). A Mann-Whitney test indicated this difference was statistically significant 

U(Nwomen = 635, Nmen = 531) = 200310.00, z = 5.54, p < .001. Similarly, ‘Direct Psychological 

Aggression Component’ scores of women (Mdn = -.18) were also significantly higher than 

those of men (Mdn = .16) U(Nwomen = 635, Nmen = 531) = 153636.00, z = -2.61, p < .009. 

However, an independent samples t-test demonstrated there was no significant difference 

between men (M = .01, SD = 1.02) and women (M = -.01, SD = .99) on ‘Monitoring Acts 

Component’ scores t(1164) = .33, p = .743.  

Summary. We hypothesized (Hypothesis 1) that if patterns of control motivations were 

distinct from those of general aggression motivations, then control motivations would be more 

strongly associated with the perpetration of Eclectic Aggression, Direct Psychological 

Aggression, and Monitoring Acts than general aggression motivations. However, the theory 

underlying the motivations (control or general aggression) did not contribute to the structure of 

the component solution. Rather, the vast majority of motivations were endorsed for a variety of 

behaviors, demonstrating that there was very little distinction between motivations for physical, 

psychological, and monitoring acts. In addition, the results do not support Hypothesis 3 

regarding gender, as there was no significant gender difference in component scores for 
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Monitoring Acts and the component scores of women were significantly higher than those of 

men for Eclectic Aggression and Direct Psychological Aggression.  
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Table 4.3. 

Motivations endorsed for perpetrated acts by type 

Behavioral Act 
Motivation 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 

Eclectic Aggression Component                     

I kicked my partner + + + + + + + + + + + + + + + + + + + + 

I hit or punched my partner + + + + + + + - + - + + + + + + + + + + 

I threatened my partner with a weapon + + + + + + + + + - + + + + + + + + + + 

I denied incidents of abuse + + + + + + + + + - + + + + + + + + + - 

I kept my partner from leaving the house + + + + + + + - - X X X + + + + X X X + 

I pressured my partner to have sex when they said ‘No' + + + + + + + + + - + + + + + + + + + + 

I slapped my partner + + + + + + + + + X X X + + + + X X X + 

I threatened to withhold money from my partner + + + + + + + + + + X X X X X X X X X X 

I deliberately broke or destroyed something that was 

important to my partner + + + + + + + - + - + + + + + + X + X X 

I threatened to disclose damaging or embarrassing 

information + + + + + + + + + + + + + + + + + + + + 

I choked, strangled, or suffocated my partner + + + + + + + - + - + + + + + + + + + + 

I made my partner dependent on me for money + + + + + + + + + + + X X X X X + + X X 

                     Note. + = positive item loading ≥ .7; - = negative item loading ≥ .7; + = positive item loading ≤ .6; - = negative item loading ≤ .6; X = non-loading items; 1 = I wanted to protect myself from them 

physically harming me in that moment; 2  = I wanted to make them do something for me; 3 = I wanted to stop them trying to control me in some way; 4 = I wanted to escape from them; 5 = I 

wanted to feel powerful; 6 = I wanted to express my anger; 7 = I wanted to get their attention; 8 = I lost control; 9 = I wanted to stop them from walking away from me; 10 = I'm not sure why I 

did this; 11 = I wanted to express my jealousy; 12 = I wanted to retaliate to their verbal aggression; 13 = I wanted to hurt them; 14 = I wanted to retaliate to their physical aggression; 15 = I 

wanted to express my frustration; 16 = I wanted to get back at them for hurting my feelings; 17 = I wanted to show them I wasn’t weak; 18 = I wanted them to listen to me; 19 = I wanted to 

feel pleasure from inflicting upset or pain on them; 20 = I wanted to end or win the argument.   
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Table 4.3 cont 

Behavioral Act 
Motivation 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 

Direct Psychological Aggression Component                     

I was critical or unpleasant toward my partner + + + + + + + + + + + + + + + + + + + + 

I screamed or yelled at my partner + + + + + + + + + + + + + + + + + + + + 

I pouted or acted upset when I didn't get my way + + + + + + + + + - - + + + + + + + + + 

I stomped out of the house or room during a disagreement 

with my partner 
+ + + + + + + + - - + + + + X + + + + X 

I deliberately acted in a hurtful way towards my partner + + + + + + + + + - + + + + + + + + + + 

I deliberately ignored my partner - + + + + + + + + X X + + X X + + + + + 

Monitoring Acts Component                     

I accused my partner of being unfaithful or flirting with 

others + + + + + + + + + - + + + + + + + + + + 

I checked my partner's social network page(s) + + + + + + + + + + + + + + + + + + + + 

I insisted on knowing where my partner went and who they 

spoke to when we were not together 
+ + + + + + + + + X X X + X + + + X + + 

                     Note. + = positive item loading ≥ .7; - = negative item loading ≥ .7; + = positive item loading ≤ .6; - = negative item loading ≤ .6; X = non-loading items; 1 = I wanted to protect myself from them 

physically harming me in that moment; 2  = I wanted to make them do something for me; 3 = I wanted to stop them trying to control me in some way; 4 = I wanted to escape from them; 5 = I 

wanted to feel powerful; 6 = I wanted to express my anger; 7 = I wanted to get their attention; 8 = I lost control; 9 = I wanted to stop them from walking away from me; 10 = I'm not sure why I 

did this; 11 = I wanted to express my jealousy; 12 = I wanted to retaliate to their verbal aggression; 13 = I wanted to hurt them; 14 = I wanted to retaliate to their physical aggression; 15 = I 

wanted to express my frustration; 16 = I wanted to get back at them for hurting my feelings; 17 = I wanted to show them I wasn’t weak; 18 = I wanted them to listen to me; 19 = I wanted to 

feel pleasure from inflicting upset or pain on them; 20 = I wanted to end or win the argument.   
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Latent class analysis (LCA) on motivations of IPA. Next, an LCA was conducted 

using Mplus (Version 8; Muthén & Muthén, 1998-2017a). The same 20 motivation and 30 

behavioral variables as were used in the CATPCA were used in the LCA (see Appendix FF). 

LCA is a type of mixture modeling whereby class membership explains the association between 

individuals' patterns of responding to observed variables (Muthén & Muthén, 1998-2017b). 

LCA was used in the current study to ascertain whether profiles, created by the categorical 

motivational variables, were associated with the frequency of IPA. Specifically, we aimed to 

investigate the existence of a controlling profile (Hypothesis 1), whether this profile perpetrated 

IPA with greater frequency than non-controlling profiles (Hypothesis 2), and whether this 

profile was predominantly comprised of men (Hypothesis 3). 

Model selection. Previous IPA typology research has found evidence of perpetrator 

subtypes characterized by control or emotional dysregulation (see Gottman et al., 1995; 

Holtzworth-Munroe & Stuart, 1994; Johnson, 2006). We, therefore, began by running a two-

class solution and continued to increase the number of classes, evaluating the relative fit 

statistics and interpretability of the classes to determine the most appropriate number to retain 

(see Table 4.4). We compared the Akaike Information Criterion (AIC), Bayesian Information 

Criterion (BIC), entropy, and the Bootstrap Likelihood Ratio (BLRT) and the Vuong–Lo–

Mendell–Rubin (VLMRLRT; Lo et al., 2001) test statistics from the competing models. AIC 

and BIC values represent the balance between model fit and parsimony with smaller values 

indicating a more optimal balance (Collins & Lanza, 2010), while entropy is a measure of 

classification accuracy with values close to one indicating high levels of accuracy (Geiser, 

2012). Non-significant values on the BLRT and VLMRLRT tests indicate the estimated model 

would be a better fit for the data with one less class (Geiser).  

We considered solutions for up to 12 classes. These results showed continued decreases 

in the AIC and BIC and very high entropy for all solutions (> .99), suggesting solutions with 
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increasingly higher numbers of classes were a better fit for the data. The VLMRLRT test 

indicated that a ten-class solution performed significantly better than an eleven-class solution. 

However, subsequent evaluation of the 10-class solution revealed a lack of both parsimony and 

interpretability, factors that are considered very important in deciding the number of classes to 

retain (Porcu & Giambona, 2017). 

Table 4.4. 

Model fit for the difference class solutions of the Latent Class Analysis 

Classes AIC BIC VLMRLRT BLRT Entropy 

Two classes 42577.06 42890.86 
 

0.000 0.000 1.000 

Three classes 38504.08 38959.60 0.000 0.000 1.000 

Four classes 34399.77 34997.01 0.000 0.000 .989 

Five classes 31445.13 32184.08 0.000 0.000 .989 

Six classes 30042.64 30923.31 0.000 0.000 .994 

Seven classes 28968.28 29990.67 0.001 0.000 .995 

Eight classes 27568.16 28732.26 0.000 0.000 .989 

Nine classes 26350.30 27656.13 0.000 0.000 .992 

Ten classes 25609.31 27056.85 0.004 0.000 .995 

Eleven classes 24683.27 26272.53 0.391 0.000 .995 

Twelve classes 23952.35 25683.32 0.000 0.666 .994 

Note: AIC = Akaike Information Criterion; BIC = Bayesian Information Criterion; VLMRLRT = Vuong–Lo–Mendell–
Rubin Likelihood Ratio Test; BLRT = Bootstrap Likelihood Ratio Test. 

 

Indeed, latent class models should be interpretable, theoretically meaningful, and 

informed by existing research, with fit statistics comprising just one of the criteria in model 

selection (Collins & Lanza, 2010; Geiser, 2012).  

We subsequently selected the four-class solution as the preferred model as this had the 

largest decrease in AIC and BIC values (difference of 4104.31 between the 3 and 4-class 

solutions), and had higher entropy, and was more parsimonious than solutions with more than 
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five classes. Furthermore, the four-class solution was theoretically interpretable and provided 

clearer distinctions of the classes than the two and three-class solutions.  

 Class solutions by gender. To assess the effect of gender on the model, we constrained 

the item-response probabilities to be equal across classes and compared the model fit statistics 

of the constrained model to those of the freely estimated model (discussed above; Lanza et al., 

2013). The imposed parameter restrictions should substantially worsen the fit (Collins & Lanza, 

2010), thereby indicating the importance of gender to the model. However, the constrained 

model demonstrated smaller AIC and BIC values than the unconstrained model and continued 

to improve up to 12 classes (see Appendix JJ), suggesting measurement invariance by class 

across gender. The G2 and chi-square difference tests are frequently employed to statistically 

compare two nested models, however, due to their sensitivity to sample size, neither of these 

tests is appropriate in this study (Lanza et al.).  

Description of classes. Figure 4.3 illustrates the differences in mean scores of 

motivations for the perpetration of IPA for the four-class solution. Each class has been labeled 

according to their patterns of reported motivations for perpetrating IPA. 

Class 1: Emotional/ Communication Problems. The aggression reported by the largest 

class (N = 501; 44% male; 56% female) was motivated by high levels of ‘wanting to express 

anger’ and ‘wanting to express frustration’ and poor communication as evidenced by moderate 

levels of ‘wanting to get their partners attention’ and ‘wanting their partner to listen to them’ 

and was thus labeled the ‘Emotional/ Communication Problems’ class. There was almost a 

complete absence of motivations derived from control theory for this class, with the exception 

of ‘wanting to escape from their partner’, which was reported at a low level.  

Class 2: Reactive Violence. The second class was comprised of 262 individuals (47% 

male; 53% female), who highly endorsed some control theory motivations for their use of 
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aggression (e.g., ‘wanting to stop their partner controlling them’; ‘wanting to escape from their 

partner’; ‘wanting to end or win an argument’; ‘wanting to feel powerful’) but also highly 

endorsed motivations derived from theories of general aggression (e.g., ‘wanting to express 

anger’; ‘wanting to get their partners attention’; ‘loss of control’; wanting to retaliate to verbal 

and emotional aggression’; ‘wanting to hurt their partner’; ‘wanting to express frustration’; 

‘wanting their partner to listen to them’). These motivations suggest a pattern of responding or 

reacting to relationship conflict and this class was consequently labeled as the ‘Reactive 

Violence’ class.  

Class 3: Heterogenous. Class three was the smallest class, comprised of 168 individuals 

(42% male; 58% female). This class endorsed all motivations at a very high level, displaying a 

variety of motivations for different behaviors, and was thus labeled the ‘Heterogenous’ class.  

Class 4: Homogenous. In contrast, class 4 (N = 235; 49% male; 51% female) appeared 

not to endorse any of the motivations and due to this uniformity were labeled the ‘Homogenous’ 

class. 

Class differences on demographic variables. One-way ANOVAs with Games-Howell 

post hoc analyses were conducted in IBM SPSS Statistics for Windows (Version 26.0; IBM 

Corp., 2019a) to explore demographic differences in the four classes. These revealed 

significant differences in relationship status (F(3) = 4.44, p < .05) between the ‘Reactive 

Violence’ and the  ‘Emotional/ Communication Problem’ and ‘Homogenous’ classes, and the 

‘Emotional/ Communication Problem’ and ‘Homogenous’ classes. These results could be 

attributable to the relatively high numbers of individuals who respectively identified as 

married, cohabiting, or de-facto in the ‘Emotional/ Communication Problem’ class. 
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Figure 4.3. 

 

Four-class solution of motivations for IPA.  

 

 

Note. 1 = I wanted to protect myself from them physically harming me in that moment; 2  = I wanted to make 

them do something for me; 3 = I wanted to stop them trying to control me in some way; 4 = I wanted to escape 

from them; 5 = I wanted to feel powerful; 6 = I wanted to express my anger; 7 = I wanted to get their attention; 

8 = I lost control; 9 = I wanted to stop them from walking away from me; 10 = I'm not sure why I did this; 11 = I 

wanted to express my jealousy; 12 = I wanted to retaliate to their verbal aggression; 13 = I wanted to hurt 

them; 14 = I wanted to retaliate to their physical aggression; 15 = I wanted to express my frustration; 16 = I 

wanted to get back at them for hurting my feelings; 17 = I wanted to show them I wasn’t weak; 18 = I wanted 

them to listen to me; 19 = I wanted to feel pleasure from inflicting upset or pain on them; 20 = I wanted to end 

or win the argument.  

 

Differences in education level were also significant (F(3) = 4.58, p = .003) between the 

‘Homogenous’ class and other classes, and the ‘Emotional/ Communication Problem’ and 

‘Heterogenous’ classes. Differences in employment level were not significant (F(3) = .53, p = 

.664). Welch’s robust of equality of means tests were conducted for those variables that violated 

the assumption of homogeneity of variance.  
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The results showed there was no significant difference in age (F(3, 510.11) = 2.41, p = 

.066) or gender (F(3, 496.84) = .97, p = .408) across the four classes. There was a significant 

difference between classes in sexual orientation (F(3, 448.39) = 10.11, p < .001) with a Games-

Howell post hoc analyses showing these differences were between the ‘Emotional/ 

Communication Problem’ and ‘Reactive Violence’ and ‘Homogenous’ classes. This is likely 

attributable to the lower proportion of individuals, who identified as bi-sexual in the 

‘Emotional/ Communication Problem’ class (5.8% versus 16.4% and 18.7% respectively). 

Differences in ethnicity could not be statistically investigated as one of the classes (‘Emotional/ 

Communication Problems’) had zero variance.  

Class differences on outcome variables. One-way ANOVAs using Welch’s robust test 

of equality of means were used to investigate mean differences in ‘Eclectic Aggression’, ‘Direct 

Psychological Aggression’, Monitoring Acts’, the total number of aggressive acts, and social 

desirability in the four classes (see Table 4.5). Games-Howell post hoc analyses revealed the 

classes were significantly different from one another on each type of IPA and the total number 

of perpetrated acts.  

The ‘Heterogenous’ class reported the most ‘Eclectic Aggression’, ‘Direct 

Psychological Aggression’, and total number of aggressive acts, while the ‘Homogenous’ class 

reported perpetrating the most Monitoring Acts’, in addition to high levels of other forms of 

IPA. There were no significant differences between the ‘Emotional/ Communication Problem’ 

and ‘Heterogenous’ classes or between the ‘Reactive Violence’ and ‘Homogenous’ classes on 

either the Self-Deceptive Enhancement or Impression Management sub-scales measuring social 

desirability. Furthermore, there was no significant difference between the ‘Heterogenous’ and 

‘Reactive Violence’ classes on the Self-Deceptive Enhancement sub-scale. 
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Table 4.5. 

Four-class solution one-way ANOVAs predicting mean level differences in outcome variables 

 Emotional/ 

Communication 

Problems 

Reactive Violence Heterogenous Homogenous  

 
(N = 501; 43%) (N = 262; 22.5%) (N = 168; 14.4%) (N = 235; 20.1%) Welch’s 

F 
 M SD M SD M SD M SD 

Eclectic Aggression .01abc .02 .02ade .06 .99bdf .50 .85cef .52 423.03* 

Direct Psychological 

Aggression 
.56abc .14 .90ade .22 1.84bdf .34 1.30cef .33 1126.48* 

Monitoring Acts .37abc .28 .41ade .21 1.30bdf .33 1.51cef .42 805.97* 

Total number of behaviors 7.16abc 2.04 8.21ade 1.38 14.87bdf .53 14.20cef 1.35 3166.57* 

Social Desirability  

(Impression Management) 
4.13a .84 4.43b .89 4.03bc .93 4.48ac 1.07 13.82* 

Social Desirability (Self-

Deceptive Enhancement) 
4.15ab .78 4.45ac .88 4.31cd .76 4.66bd 1.00 18.96* 

Note. M = mean; SD = standard deviation; * p < .001; Means with the same superscript differed significantly (p < .05) 
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To assess whether social desirability bias was high in the sample as a whole, the mean 

scores of self-deceptive enhancement and impression management were compared to those 

from a study designed to validate the BIDR-16, conducted by Hart et al. (2015; see Study 2, N 

= 670). The sample was recruited from research websites and data was collected from multiple 

countries around the world.  

A Welch two samples t-test demonstrated there was no significant difference in mean 

scores between the current sample (M = 4.34, SD = .87) and the Hart et al. sample (M = 4.30, 

SD = 1.14) on self-deceptive enhancement t(1119.69) = .79, p = .432, d = .04. However, the 

Hart et al. sample (M = 4.50, SD = 1.24) was significantly higher than the current sample (M = 

4.25, SD = .93) on impression management scores t(1105.06) = 5.54, p < .001, d = .24. All 

analyses were conducted in IBM SPSS Statistics for Windows (Version 26.0; IBM Corp., 

2019a). 

Summary. An LCA was conducted to ascertain whether there was a class of individuals 

who were uniquely motivated by control (Hypothesis 1) and whether these motivations were 

associated with perpetrating more frequent IPA (Hypothesis 2). Model fit statistics for up to 12 

classes were evaluated and showed continued decreases in the AIC and BIC, as per the results 

of the CATPCA, demonstrating that motivations for aggression are heterogeneous. This 

necessitated a greater emphasis on theory and prior knowledge of the IPA literature in the 

selection of the number of classes to retain. Despite increasing the number of classes, there was 

still no evidence of a class that primarily endorsed motivations of control that could be 

characterized as ‘controlling’. Classes, who endorsed motivations derived from control theory, 

also endorsed motivations derived from theories of general aggression. Thus, the results of the 

LCA did not support Hypothesis 1. Support for Hypothesis 2 is contingent on the existence of 

a controlling profile, and, thus, there was also a lack of evidence to support an increased 

frequency of IPA in individuals that primarily endorsed motivations of control. 
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Similarly, there was no evidence to support Hypothesis 3, as gender was found to have 

no effect on the four-class solution when item-response probabilities were constrained, and the 

constrained and unconstrained models were compared. Furthermore, Welch’s robust of equality 

of means test showed there was no significant difference in gender across the four classes and 

the percentage of men and women in each class was fairly symmetric, with a higher percentage 

of women in each. 

Discussion 

This study aimed to adopt a gender-inclusive approach to explore the relationship 

between control motivations and the types and frequencies of behavioral acts used by men and 

women in intimate relationships. In doing so it examines the validity of Johnson’s (1995, 2006) 

typology which has postulated that ‘intimate terrorism’ is characterized by control motivations, 

frequent and severe levels of physical harm potential, and is primarily gendered. Three 

hypotheses were tested to achieve this aim. Specifically, whether patterns of control motivations 

are distinct from those of general aggression motivations by testing if (Hypothesis 1) control 

motivations are more strongly associated with the perpetration of Eclectic Aggression, Direct 

Psychological Aggression, and Monitoring Acts than general aggression motivations; 

(Hypothesis 2) if control motivations are more strongly associated with an increased frequency 

of perpetrating Eclectic Aggression, Direct Psychological Aggression, and Monitoring Acts 

than general aggression motivations; and (Hypothesis 3) if the association between control 

motivations and the perpetration of Eclectic Aggression, Direct Psychological Aggression, and 

Monitoring Acts are stronger for men than women. Results found that control motivations were 

not more strongly associated with the perpetration of types of IPA, gendered perpetration, or 

level of frequency of perpetration. A detailed exploration of the results of each hypothesis is 

provided below.
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Hypothesis 1 & 2: Control and Type and Frequency of IPA 

We conducted a CATPCA to test Hypothesis 1, the results of which did not reveal a 

distinct pattern of control. Motivations relating to a particular behavior loaded almost 

exclusively on the same component, highlighting the heterogeneous nature of motivations for 

different types of IPA. The three-component solution was instead defined by Eclectic 

Aggression, Direct Psychological Aggression, and Monitoring Acts, replicating the factor 

structure of that which was found in a previous study (see Dempsey et al., 2020). Therefore, we 

did not find evidence of specific behaviors that were uniquely associated with controlling 

motivations as hypothesized.  

 Similarly, in the latent class analysis, which we conducted to test Hypotheses 1 and 2, 

there was no evidence of a profile characterized by controlling motivations.  The ‘Emotional/ 

Communication Problems’ class constituted 43% of the sample and reported the lowest levels 

of aggression across all types, which was predominantly motivated by high levels of frustration 

and anger. This class was also characterized by an absence of both control and retaliatory 

violence motivations.  

 The ‘Reactive Violence’ class also displayed low levels of aggression across all types, 

although these were higher than in the ‘Emotional/ Communication Problems’ class. The low 

level of aggression and retaliatory nature of motivations (e.g., ‘I wanted to retaliate to their 

verbal aggression’; ‘I wanted to get back at them for hurting my feelings’) that characterize this 

class are suggestive of Johnson’s ‘situational couple violence’ (1995, 2006). However, the 

‘Reactive Violence’ class also endorsed control motivations, which is inconsistent with 

Johnson’s theory that classifies ‘situational couple violence’ as non-controlling. In addition, 

Johnson theorizes that ‘situational couple violence’ should be the most prevalent type of IPA 

in a community sample, however, the ‘Reactive Violence’ class comprised less than one quarter 

(22.5%) of the sample. 
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 The ‘Heterogenous’ class (14.4%) reported the highest frequencies of Eclectic 

Aggression, Direct Psychological Aggression, and total number of aggressive behaviors, and 

the second-highest frequency of Monitoring Acts. This class could be considered to engage in 

Johnson’s ‘mutual violent control’ (2006) as they reported high levels of aggression and were 

the only class to endorse control theory motivations relating to both controlling their partners 

(e.g., ‘I wanted to make them do something for me’) and experiencing control (e.g., ‘I wanted 

to stop them trying to control me in some way’). However, this class equally endorsed 

motivations from theories of general aggression, such as ‘wanting to express their anger’ and 

‘wanting to retaliate to their verbal aggression’ and the reactive nature of these motivations are 

inconsistent with ‘mutual violent control’.  

 The ‘Homogenous’ class (20.1%) reported the highest frequency of Monitoring Acts 

and the second-highest frequencies of Eclectic Aggression, Direct Psychological Aggression, 

and total number of aggressive behaviors. Despite their high levels of aggression, they endorsed 

motivations at such low levels that the mean scores for each of the motivations were zero.  

In sum, the results do not provide evidence in support of Hypotheses 1 and 2 regarding 

patterns of control motivations and their association with the frequency at which aggression is 

perpetrated. Rather, higher frequencies of aggression were associated with a diverse range of 

motivations in the current study. Furthermore, the absence of a pattern of controlling 

motivations and the configuration of the profiles created by the motivational variables are 

inconsistent with Johnson’s typology. Not only did this study fail to find evidence of a 

controlling profile similar to Johnson’s (2006) ‘intimate terrorist’ or ‘mutual violent control’, 

but also failed to find evidence of a profile with an absence of control motivations similar to 

his ‘situational couple violence’. Instead, while the ‘Reactive Violence’ class reported low-

level IPA, which was motivated by retaliation, contrary to Johnson’s ‘situational couple 

violence’, they also featured control motivations. Furthermore, although ostensibly similar to 
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Johnson’s ‘mutual violent control’ due to the high levels of aggression and endorsement of 

control theory motivations, the ‘Heterogenous’ class was not gendered and was also high on 

retaliatory motivations.   

Hypothesis 3: Control and Gender  

The results do not support our hypothesis regarding a stronger association between 

control motivations and IPA for men, than for women, as not only were patterns of control 

motivations were not evident in the CATPCA, but women had higher scores on both the 

‘Eclectic Aggression’ and ‘Direct Psychological Aggression Components’. There was no 

significant gender difference for the ‘Monitoring Acts Component’. Similarly, gender did not 

have an effect on the latent class analysis solution, nor was there a significant difference 

between the four classes on gender. Thus, neither the CATPCA nor the latent class analysis 

provided evidence that would support our hypothesis or Johnson’s typology (1995; 2006).  

Strengths, Limitations, and Future Directions 

The patterns of motivations endorsed by the ‘Heterogenous’ and ‘Homogenous’ classes 

could be attributed to method bias, although efforts to ameliorate this during survey design were 

undertaken. These included: differential response formats for the behavior, motivation, and 

social desirability questions; the use of a number format to reduce ambiguity (e.g., 3-5 times); 

the piloting of the survey; the randomization of behavioral items so that more severe aggression 

items were balanced with more socially acceptable ones (see Podsakoff et al., 2012). The 

‘Homogenous’ classs’ patterns of responding could alternatively be explained by social 

desirability response bias. This class had the highest mean scores on both the impression 

management and self-deceptive enhancement subscales, although their mean scores were not 

significantly different from those of the ‘Reactive Violence’ class. 

Although method bias is a possible explanation for the lack of discrimination in 

motivation for the ‘Heterogenous’ and ‘Homogenous’ classes, their patterns of responding 
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could alternatively be seen as a lack of awareness and/or the ability to differentiate between 

motivations owing to the high levels of critical reflection and recall required by this task. If this 

is indeed the case, it suggests the way in which motivations are currently measured in empirical 

research may need to be revised to account for individuals’ cognitive biases.   

 Some features of this study limit the conclusions that can be drawn from the results, the 

first of which is the use of a cross-sectional, survey design. Motivations are complex 

phenomena, which do not necessarily have a linear relationship with the subsequent aggressive 

act and can change over time (Ireland, 2009). Future research could build on this study by using 

latent transitional analysis to investigate how and why motivations develop over time, both of 

which are important to understand for assessment and treatment. 

A second limitation of the study was the need to reduce the number of behavioral items. 

One-third of the lowest frequency items (by %) were removed from the Eclectic Aggression, 

Direct Psychological Aggression, and Monitoring Acts factors to simplify the model and ensure 

that it would run. This, therefore, reduced the variability of behavior and removed some of the 

more severe items, which were less frequently endorsed, from the analyses. However, the 

analyses did include items that would be considered as severely aggressive such as ‘I choked, 

strangled, or suffocated my partner’ and ‘I threatened my partner with a weapon’. 

 A third limitation is the use of an MTurk sample. These samples are not considered to 

be representative of the United States population, in that they consist of disproportionately 

larger numbers of White Americans and lower numbers of Latinx and Black Americans. 

However, MTurk samples are considered to be more representative than student samples 

(Stewart et al., 2017). MTurk also facilitates the gathering of large samples (Stewart et al.), 

something that is a strength of this study. Indeed, a recent systematic review of physical and 

psychological motivations for IPA found 78% of studies in the review were underpowered (had 

80% or greater power to detect a medium-sized effect of r = .20; Chapter 3). A further strength 
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of this study was the examination of motivations for specific aggressive acts, as opposed to 

asking about motivations for physical or psychological aggression generally. This design 

enabled us to see the considerable overlap of motivations for a diverse range of aggressive 

relationship behaviors.  

Conclusion 

This research builds on the work of Dempsey et al. (2020) to further show that a specific 

set of behavioral acts characterized by control motivations do not exist. Rather, results show 

that individuals endorse a wide range of motivations for the perpetration of different types of 

IPA (Eclectic Aggression; Direct Psychological Aggression; Monitoring Acts). This study 

therefore further questions the validity of tools that claim to measure ‘controlling behaviors’ 

from the perpetration of behavioral acts alone. Research should therefore consider alternative 

ways to measure control than the typically used controlling behavior scales.  

In addition, no evidence was found to show that control motivations were associated 

with gender or the frequency of IPA behaviors used. These findings have implications for 

Johnson’s typology (1995; 2006), which differentiates between types of IPA on the basis that 

control motivated IPA will be gendered and result in a greater frequency and severity of 

aggression (‘intimate terrorism’) and that gender-inclusive ‘situational couple violence’ occurs 

in the absence of control. This study adds to the growing number of publications that have failed 

to find evidence of the ‘situational couple violence’ and ‘intimate terrorism’ categories 

described by Johnson (e.g., Bates et al., 2014; Hines & Douglas, 2019; Straus & Gozjolko, 

2016). In particular, results found that the majority of high frequency controlling IPA is not 

gendered and that low-level violence featured control motivations. Research should further 

explore the nature of reciprocal IPA from a gender-inclusive perspective and motivations 

outside of control.  
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Finally, the finding that controlling motivations were not more strongly associated with 

IPA than general aggression has implications for the design of treatment programs. The 

treatment for IPA has been heavily influenced by the gendered perspective in western countries 

for over 40 years (Hamel, 2007). The results of this study, therefore, undermine the validity of 

programs that primarily address control. The heterogeneity and idiosyncrasy of motivations in 

this study demonstrate how important the inclusion of alternative motivations in treatment 

design and implementation is if we are to effectively address IPA (Dixon & Wride, 2020). 

Furthermore, without an emphasis on control as a primary motivation for IPA, the rationale for 

regarding IPA as a distinct subtype of aggression, warranting specialized treatment, is also 

debatable.  
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Chapter 5:  EXAMINING COERCIVE CONTROL AS AN OUTCOME  
 OF INTIMATE PARTNER AGGRESSION 

 

The intimate partner aggression (IPA) literature has long proposed that aggression 

characterized by coercive control is the most pervasive, serious, and gendered form of partner 

aggression (e.g., Pence & Paymar, 1993), and is “conceptually distinct from episodic physical 

assault” (Smith, Tessaro, & Earp, 1995, p. 275). Coercive control has therefore become a key 

feature in explaining men’s aggression toward female intimate partners and has been defined 

as a pattern of aggression, intimidation, isolation, and entrapment, which both results from and 

perpetuates gender inequality (Stark, 2010).  

In an attempt to reconcile data that suggested the existence of different forms of IPA, 

Johnson (1995) described two types of IPA characterized by the presence or absence of coercive 

control. ‘Patriarchal terrorism’ (‘intimate terrorism’; 2006) is proposed to be “a product of 

patriarchal traditions of men’s right to control their women” (1995, p. 284), characterized by 

coercive control and unidirectional, male to female aggression that is both frequent and severe. 

‘Situational couple violence’ is defined by the absence of control and the presence of infrequent, 

bi-directional aggression of low severity. The presence of coercive control in relationships has 

been empirically shown to increase the frequency with which IPA is experienced (see Bates & 

Graham-Kevan, 2016), the negative impact of IPA on victims (see Anderson, 2008), and the 

risk of intimate partner homicide (see Campbell et al., 2000). Such evidence has impacted the 

development of IPA legislation in numerous jurisdictions across the world (see Hester et al., 

2017; e.g., Domestic Violence Act [Ireland] s 39; Scottish Government, 2015; Serious Crimes 

Act 2015 [UK], s 76). Although Johnson’s test of his typology (2006) found 97% of ‘intimate 

terrorists’ were men and that ‘situational couple violence’ was characterized by gender 

symmetry (56% men; 44% women), his methodology has been heavily criticized. Specifically, 

criticism has focused on its reliance on non-random female self-reports and for not including 
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men who had experienced victimization from women, thus overemphasizing the female victim 

experience (see Dixon & Graham Kevan, 2020). Indeed, other research has since demonstrated 

higher rates of ‘intimate terrorism’ in women, suggesting it is not a predominantly gendered 

phenomenon (Bates et al., 2014). Johnson revised his typology to account for the role of female 

perpetration by re-labeling ‘patriarchal terrorism’ as ‘intimate terrorism’ and later as ‘coercive 

controlling violence’, in recognition “that not all coercive control was rooted in patriarchal 

structures and attitudes, nor perpetrated exclusively by men” (Kelly & Johnson, 2008, p. 479). 

However, Johnson still maintains rates of ‘coercive controlling violence’ are predominantly 

gender asymmetric (Kelly & Johnson). Other researchers, such as Stark (2007), consider gender 

a defining feature of coercive control, experienced exclusively by women. Stark views coercive 

control as men’s response to women’s increasing social equality and its use as the need to 

subvert this process on a personal level, within the context of their intimate relationships.  

The lack of consistent empirical evidence supporting a gendered conceptualization of 

coercive control has resulted in theoretical divergence and a lack of consensus about how it 

should be conceptualized (Hamberger et al., 2017). Despite this, the proposed serious nature of 

coercive and controlling IPA has resulted in attempts to measure this phenomenon to identify 

it and prevent harm (Kelly & Johnson, 2008). The most frequent method of measurement is 

through the use of ‘controlling behaviors’ (Hamberger et al.; e.g., Checklist of Controlling 

Behaviors: Lehmann et al., 2012; Psychological Maltreatment of Women Inventory: Tolman, 

1989). Such measures are comprised of non-physical acts (e.g., restricting access to family/ 

friends, money) that are considered to be a distinct subtype of IPA uniquely motivated by the 

desire to control an intimate partner. However, Dempsey et al. (2020) questioned the validity 

of ‘controlling behaviors’ as a unique subtype of IPA and whether they could be used to proxy 

the use of control and/ or coercive control in relationships. Exploratory and confirmatory factor 

analyses found that items derived from (sub)scales developed to measure control were not 
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statistically distinct from items measuring other forms of IPA (e.g., physical, sexual, 

psychological aggression; Dempsey et al.) and were therefore not a good proxy for identifying 

coercive controlling IPA. In addition, the lack of context inherent in discrete acts of aggression 

has led researchers investigating coercive control to consider the outcomes or consequences of 

IPA as an alternative to behavioral measures (Hamberger et al.). Qualitative research with 

female victims has suggested the distinctiveness of coercive control is attributable to the 

adverse outcomes experienced, such as disempowerment, entrapment, and fear (Smith, Tessaro, 

& Earp, 1995). Therefore, the operationalization of coercive control as an outcome and the 

examination of the meaning individuals attribute to their experiences of IPA, is perhaps a more 

theoretically sound method to investigate this construct, than behavioral measures.  

This study explores whether coercive control can be best identified by measuring the 

outcomes reported by people who have experienced IPA victimization. Popular definitions of 

coercive control that have lent support to the gendered theory of IPA have described it as 

feelings of entrapment, isolation, and a loss of autonomy, caused by patterns of abuse (see Stark, 

2007). This study, therefore, operationalized coercive control by measuring the presence of 

such outcomes and testing if the gendered assumptions of the commonly accepted 

conceptualization were supported using this measurement. By adopting an open investigation 

into the effects of gender we are adopting a gender-inclusive approach and considering diversity 

issues. Three hypotheses were tested:  

 H1: If patterns of coercive control outcomes are distinct from other outcomes associated 

with IPA, then these outcomes will be more strongly associated with experiencing IPA (Eclectic 

Aggression, Direct Psychological Aggression, or Monitoring Acts) than other outcomes 

associated with IPA. 

 H2: If profiles characterized by coercive control outcomes are distinct from profiles 

characterized by other outcomes associated with IPA, then these profiles will be associated with 
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experiencing more frequent IPA (Eclectic Aggression, Direct Psychological Aggression, and 

Monitoring) than the other profiles. 

 H3: If patterns of coercive control outcomes are distinct from other outcomes associated 

with IPA, then these outcomes will be more strongly associated with experiencing IPA (Eclectic 

Aggression, Direct Psychological Aggression, and Monitoring Acts) for women than men. 

Method 

Participants and Procedure 

 Participants were recruited from Amazon's Mechanical Turk (MTurk), a crowdsourcing 

website, advertised to users from the United States and Canada as a “research survey about 

aggression in your current or a recent relationship” between 6th and 9th December 2019. 

Participants received $1.20 (USD). Eligible individuals were English speaking, at least 18 years 

old, and had been in an intimate/dating relationship for at least one month in the last 12 months. 

The current data were collected for two studies to examine individuals’ use and experiences of 

aggression. The method for this study was pre-registered on the Open Science Framework in 

December 2019 (https://osf.io/jdnw9/). The study received approval from the Victoria 

University School of Psychology Human Ethics Committee. The survey was started by 1915 

people. The final dataset excluded people who completed less than 90% of the survey (n = 105), 

completed the survey unreasonably quickly (n = 16; under 508 seconds), or had not experienced 

any form of aggression (n = 548). The current study focused on testing individuals’ experiences 

of aggression (66 people who exclusively reported perpetrating IPA were removed) and testing 

claims from the gendered perspective (six people who identified as non-binary were removed).  

The final sample comprised 1174 individuals (55% women, 45% men; M age = 36.12, 

SD = 10.13). The ethnic composition of the sample was: 65.9% (n = 774) European American, 

12.6% (n = 148) African American, 5.5% (n = 64) Asian American, 6.3% (n = 74) Latinx, 0.9% 

https://osf.io/jdnw9/
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(n = 10) Native American, and 2.8% (n = 33) Other. Six percent (n = 71) of the sample omitted 

this question, while 10.2% identified with more than one ethnicity (n = 120). The sample 

predominantly identified as heterosexual (85.3%, n = 1001), with 11.3% identifying as bisexual 

(n = 133). The remaining participants identified as either gay (1.4%, n = 16)), lesbian (0.6%, n 

= 7), pansexual (0.9%, n = 10), asexual (0.3%, n = 4), or ‘other’ (0.3%, n = 3). 

Materials 

Experienced IPA. Participants completed thirty questions investigating their 

experiences of IPA, which comprised three factors identified by Dempsey et al. (2020): Eclectic 

Aggression (12 items; α = .93; e.g., “My partner hit or punched me”), Direct Psychological 

Aggression (9 items; α = .88; e.g., “My partner treated me like I was inferior to them”) and 

Monitoring Acts (9 items; α = .88; e.g., “My partner called or text messaged me constantly”). 

The frequency of experiences was assessed using a numerical response format (e.g., Never, 1-

2 times, 3-5 times, 6-10 times, more than 10 times), avoiding the ambiguity of text options (see 

DeVellis, 2012). Participants were instructed to answer each question concerning their current 

or most recent relationship and disregard any acts that occurred within the context of consensual 

sexual activity.   

Outcomes of IPA. For each aggressive behavioral act participants indicated they had 

experienced, a randomized list of possible outcomes for this aggressive behavior appeared (also 

see Straus et al., 1996). We generated a list of possible experienced outcomes from research 

from the gendered perspective (e.g., Stark, 2006, 2007; Women’s Experience with Battering 

Scale: Smith, Earp, & DeVillis, 1995) and the general IPA literature (e.g., Motivations and 

Effects Questionnaire: Follingstad et al., 1991; the Intimate Violence and Traumatic Affects 

Scale: Troisi, 2018; Hamberger & Guse, 2005).  

Eleven items indexed experienced “coercive control”, including “I felt isolated from 

friends and family”, “I felt afraid for my physical safety”, and “I felt intimidated”. Nine other 
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items were derived from the general IPA literature, including “I felt angry” and “I felt 

emotionally hurt”. For each act of violence that participants experienced, they were given the 

option to select up to three outcomes to describe how that act affected them (Binary scored: 1 

= Experienced; 0 = Not Experienced = 0).  

Social desirability bias. To assess potential social desirability in participants’ responses 

to IPA questions (see Arias & Beach, 1987), participants completed 16 items of the Balanced 

Inventory of Desirable Responding Short Form (1 = Not true, 7 = True; Paulhus, 1991). The 

short-form scale has equivalent structure, validity, and reliability to the original 40-item BIDR 

scale (Hart et al., 2015; Paulhus, 1991). Items were averaged such that higher scores indicated 

more socially desirable responding (Cronbach’s α = .71).  

Results 

Power Analysis 

 A Markov Chain Monte Carlo simulation with a Metropolis-Hastings algorithm was 

conducted a priori. The results of this analysis proved to be inconclusive, and a heuristic 

recommended by Kline (2005), suggesting a minimum of 600 participants was required. In the 

current sample, 1174 participants reported experiencing at least one act of IPA (number of IPA 

acts experienced in the past year M = 12.24, SD = 8.20), indicating sufficient power for the 

following analyses. 

Descriptive statistics 

Figure 5.1 shows the percentage of the sample by the frequency with which they 

experienced Eclectic Aggression, Direct Psychological Aggression, and Monitoring Acts. The 

total number of experienced aggressive acts was moderately positively skewed, so we tested 

for gender differences with a Mann-Whitney U test. Results did not identify significant 
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differences between men’s (Mdn = 11.00) and women’s experienced aggression (Mdn = 10.00) 

U(Nwomen = 646, Nmen = 528) = 165615.00, z = -0.85, p = .393. 

Figure 5.1  
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Table 5.1  

Frequencies of outcomes for IPA endorsed (total and by gender) 

  
Outcome 

 Men   Women   Total   

   # %  # %  # %  

* 1 I felt intimidated   230 3.44  347 4.52  577 4.02  

 2 I felt ashamed  280 4.18  343 4.47  623 4.34  

* 3 I felt afraid for my physical safety   169 2.53  190 2.47  359 2.50  

* 4 I felt isolated from friends and family  199 2.97  226 2.94  425 2.96  

 5 I felt frustrated  422 6.31  569 7.41  991 6.90  

* 6 I felt controlled   355 5.31  428 5.57  783 5.45  

 7 It didn’t affect me in any way  206 3.08  181 2.36  387 2.69  

 8 I found it funny  229 3.42  168 2.19  397 2.76  

* 9 I felt trapped  249 3.72  325 4.23  574 3.99  

 10 I felt angry  359 5.37  492 6.41  851 5.92  

* 11 I felt like I wasn’t able to make decisions for myself   109 1.63  157 2.04  266 1.85  

 12 I felt guilty  289 4.32  284 3.70  573 3.99  

* 13 I felt like I wasn’t able to do what I wanted to do   247 3.69  314 4.09  561 3.90  

* 14 I felt afraid I was going to make them angry  227 3.39  280 3.65  507 3.53  

 15 I felt sad        340 5.08  457 5.95  797 5.55  

* 16 I felt afraid I was going to set them off shouting or criticizing me  213 3.18  224 2.92  437 3.04  

 17 I felt sexually aroused       139 2.08  72 .94  211 1.47  

* 18 I felt helpless  283 4.23  366 4.77  649 4.52  

* 19 I felt dependent on my partner  155 2.32  190 2.47  345 2.40  

 20 I felt emotionally hurt  305 4.56  472 6.15  777 5.41  

Note. Percentages do not add up to 100% because participants could endorse up to three outcomes per act; *Outcomes derived from the gendered perspective literature 
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Table 5.2  

Gender comparison of endorsement of outcomes for IPA 

  
Outcomes 

 Men Women     

   M Rank M Rank z p d  

* 1 I felt intimidated   553.72 615.11 3.33 <.001 .18  

 2 I felt ashamed  593.97 582.21 -.63 .530 .03  

* 3 I felt afraid for my physical safety   600.95 576.50 -1.51 .132 .07  

* 4 I felt isolated from friends and family  604.64 573.49 -1.82 .068 .09  

 5 I felt frustrated  570.95 601.03 1.52 .128 .09  

* 6 I felt controlled   584.49 589.96 .28 .779 .02  

 7 It didn’t affect me in any way  628.73 553.80 -4.52 <.001 .22  

 8 I found it funny  651.54 535.16 -6.96 <.001 .35  

* 9 I felt trapped  572.52 599.75 1.48 .140 .08  

 10 I felt angry  545.59 621.76 3.89 <.001 .23  

* 11 I felt like I wasn’t able to make decisions for myself   574.88 597.82 1.58 .115 .07  

 12 I felt guilty  624.31 557.41 -3.64 <.001 .20  

* 13 I felt like I wasn’t able to do what I wanted to do   586.05 588.68 .14 .886 .01  

* 14 I felt afraid I was going to make them angry  593.51 582.59 -.61 .542 .03  

 15 I felt sad        561.79 608.52 2.41 .016 .14  

* 16 I felt afraid I was going to set them off shouting or criticizing me  610.48 568.72 -2.43 .015 .12  

 17 I felt sexually aroused       637.01 547.04 -6.76 <.001 .27  

* 18 I felt helpless  570.11 601.72 1.67 .094 .09  

* 19 I felt dependent on my partner  588.63 586.58 -.13 .898 .01  

 20 I felt emotionally hurt  515.64 646.23 6.73 <.001 .39  

Note. M Rank = mean rank; z = standardized test statistic; d = standardized effect size; *Outcomes derived from the gendered perspective literature 
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Experienced outcomes of IPA. Table 5.1 shows the number of times each of the 

outcomes was endorsed, by the entire sample, and by gender. “I felt frustrated” (991 times), “I 

felt angry” (851 times), and “I felt sad” (797 times) were the most frequently endorsed outcomes 

for IPA in the study. Due to the asymmetric distribution of the data, Mann-Whitney U tests 

were conducted to investigate gender differences in outcomes (see Table 5.2). The largest effect 

sizes occurred in which females reported moderately higher levels than males for the outcome 

“I felt emotionally hurt”, and males reported moderately higher levels than females for the 

outcomes “I found it funny”, and “I felt sexually aroused”. Nine of the 20 outcomes showed 

statistically significant gender differences, with effect sizes ranging from .39 to .12. Five 

estimates of the effect were in the male direction (“I found it funny”; “I felt sexually aroused”; 

“It didn’t affect me in any way”; “I felt guilty”; “I felt afraid I was going to set them off shouting 

or criticizing me”) and four in the female direction (“I felt emotionally hurt”; “I felt angry”; “I 

felt intimidated”; “I felt sad”).  

Categorical Principal Component Analysis (CATPCA) 

The data for this study was a sub-sample of that used in Chapter 4 of this thesis. As 

such, the same issues regarding the large number of nominal variables, low correlations 

between items, and low KMO score also affected this study, thereby making the exploratory 

factor analysis, which was initially planned, an inappropriate choice of analysis (refer to the 

results section of Chapter 4, p. 84 for more detail). ACATPCA in IBM SPSS Statistics for 

Windows (Version 26.0; IBM Corp., 2019a) was, therefore, performed to investigate whether 

patterns of coercive control outcomes were distinct from other outcomes associated with IPA, 

and if so, whether these outcomes have a stronger association with experiencing Eclectic 

Aggression, Direct Psychological Aggression, and Monitoring Acts than other outcomes 

associated with IPA. Thirty behavioral items comprising ‘Eclectic Aggression’ (12 items), 
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‘Direct Psychological Aggression’ (Nine items), and ‘Monitoring Acts’ (Nine items) and 20 

outcome items were included in this analysis (see Appendix KK for the full list of items). 

We performed a spline nominal transformation using a first-degree polynomial function 

using a variable principal normalization, with balanced bootstrapping, using 1000 samples, and 

a Procrustes rotation, as recommended by Linting et al. (2007). The spline and number of 

degrees dictate the shape and smoothness of the transformation, increasing the amount of 

variance that can be extracted for each component by optimizing the relationships between 

variables (see Linting & van der Kooij, 2012 for further information). The variable principal 

normalization similarly maximizes the associations between variables (Linting et al., 2007).  

Scree plots for up to eight dimensions were examined and suggested the appropriate 

number of components to retain was three (see Figure 5.2).  

Figure 5.2.  

Scree plot from the categorical principal components analysis (CATPCA) 
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 To avoid the subjectivity inherent with scree plots (Raîche et al., 2013), the ‘Parallel 

Analysis and Other Non-Graphical Solutions to the Cattell Scree Test’ package in R (Raîche, 

2020) was used to objectively determine the number of retained components. We used three 

methods of estimation, which use eigenvalues, the amount of variance explained by each 

component (Linting et al., 2011), to calculate the number of components in the solution. The 

multiple regression procedure to determine the number of components/ factors (nMreg) and the 

Bartlett, Anderson, and Lawley procedures to determine the number of components/ factors 

(nBartlett) suggested four-component solutions, while the Cattell-Nelson-Gorsuch CNG 

indices (nCng) suggested a three-component solution. We selected the consensus result of the 

four-component solution.  

We selected variables according to the significance of the bootstrapped item loadings 

by examining the lower and upper confidence intervals, and, thus excluded 157 non-significant 

items (see Appendix LL; Linting & van der Kooij, 2012). The excluded items were related to 

outcomes from the gendered and general IPA literature (outcomes 11-20) for a variety of 

behaviors from the Eclectic Aggression (six items), Monitoring Acts (eight items), and Direct 

Psychological Aggression (six items) components.  

 The four-component solution was rotated using a Promax rotation and a Kaiser 

normalization. Items that cross-loaded on two or more components with a difference of less 

than .20 were removed (128 items; Appendix LL; see Howard, 2016). All variables had 

communalities of >.50 (see Comrey, 1973), and minimum loadings of .40 (see Stevens, 1986). 

See Appendix MMfor the full list of items, Eigenvalues, and percentage of variance explained 

by the components.  

Component 1: Eclectic Aggression. Component one contained 186 items, with an 

Eigenvalue of 127.97, accounting for 43.23% of the variance in the solution. This component 

contained items relating to physical aggression (e.g., slapping; punching), threats: to physically 
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harm, to withhold money, and to reputation, and some psychologically aggressive items (e.g., 

denying incidents of abuse). These items were exclusively derived from the ‘Eclectic 

Aggression’ factor found in Dempsey et al. (2020), and this component was consequently 

labeled as the ‘Eclectic Aggression component’. Table 5.3 shows a simplified representation of 

the strength and direction of the item loadings for each outcome (see Appendix MM for the 

pattern matrix).  

Component 2: Monitoring Acts. This component comprised 53 items, with an 

Eigenvalue of 79.64, explaining 26.9% of the variance. The items in this component were 

consistent with the items from the ‘Monitoring Acts’ factor (e.g., “My partner accused me of 

being unfaithful or flirting with others”; “My partner called or text messaged me constantly”; 

see Dempsey et al., 2020) and this component was subsequently labeled the ‘Monitoring Acts 

component’.  

Component 3: Direct Psychological Aggression. This component was labeled the 

“Direct Psychological Aggression component’ due to the similarities between this and the 

“Direct Psychological Aggression” factor found in the previous and aforementioned research 

(Dempsey et al., 2020). This component contained 57 items, with an Eigenvalue of 59.94, which 

explained 20.25% of the variance. Behaviors in this component included “My partner 

deliberately ignored me”, “My partner treated me like I was inferior to them” and “My partner 

changed the subject on purpose when I was trying to discuss a problem”.  

Component 4.  The fourth component was comprised of items relating to only one 

behavior (“My partner screamed or yelled at me”). This is considered to be a psychologically 

aggressive behavior and should theoretically have been included in Component 3, however, this 

item was the most frequently endorsed behavior in the study (71%) and it is possible it formed 

its own component based on the high response rate rather than the item content. As the 

interpretability of the solution is considered an important criterion in determining the number 
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of components to retain (Linting et al., 2011), the items relating to this behavior were excluded 

and the analysis run as a three-component solution. The items in each of the three original 

components were identical in the resulting solution.  

Component solutions by gender. To ascertain whether the component solutions varied 

by gender, this was entered as a supplementary variable in the analysis. The category points bi-

plot suggested some distinction between the centroid coordinates along all three dimensions. 

Welch two sample t-tests were conducted to test gender differences in mean component scores. 

These indicated men (M = .12, SD = 1.05) had significantly higher ‘Monitoring Acts 

component’ scores than women (M = -.10, SD = .95) t(1079.30) = 14.08, p < .001, d = .22, 

although the difference would be described as small (Cohen, 1969). A medium effect size was 

found for the difference between genders on ‘Eclectic Aggression component’ scores t(947.99) 

= 30.88, p < .001, d = .33 with women (M = .15, SD = .83) experiencing significantly more 

Eclectic Aggression than men (M = -.18, SD = 1.15). However, there was no significant 

difference between men’s (M = .03, SD = 1.02) and women’s (M = -.03, SD = .98) ‘Direct 

Psychological Aggression component’ scores t(1113.78) = 1.12, p < .05, d = .06. 

We hypothesized that if distinct patterns of coercive control were evident, they would 

be more strongly associated with female’s experiences of types of IPA. However, we did not 

find evidence of a pattern of control experiences, for which support for Hypothesis 3 is 

contingent. Rather, the patterns of outcomes formed in relation to the type of aggression 

experienced, for which significant gender differences were found for Eclectic Aggression and 

Monitoring Acts. 

Summary. It was hypothesized that if patterns of coercive control outcomes are distinct 

from other outcomes associated with IPA, then these outcomes will be more strongly associated 

with experiencing Eclectic Aggression, Direct Psychological Aggression, or Monitoring Acts 

than other outcomes associated with IPA (Hypothesis 1). However, no such patterns were 
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evident, and the results instead demonstrated, not only heterogeneity for a variety of IPA acts, 

but strong and positive associations between these outcomes and a diverse range of aggressive 

relationship behaviors (see Table 5.3). Furthermore, the outcomes that most frequently failed 

to load onto the components were derived from the gendered perspective literature (Outcomes 

11-20 for the Eclectic Aggression and 12-20 for the Monitoring Acts components). 
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Table 5.3  

Outcomes endorsed for perpetrated acts by type 

Behavioral Act 
Outcome 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 

Eclectic Aggression Component                     

My partner slapped me + + + + + + + + + + X X X X X X X X X - 

My partner hit or punched me + + + + + + + + + + - + + + + + + + + + 
My partner tried to turn my family, friends, and children 

against me + + + + + + + + + + - + + + + + + + + - 

My partner kept me from leaving the house + + + + + + + + + - + + + + + + + + + + 

My partner slammed or held me against a wall + + + + + + + + + - + + + + + + + + + + 

My partner threatened me with a weapon + + + + + + + + - - X X X X X X X X X X 

My partner denied incidents of abuse + + + + + + + + - + X + + + + 
X + + + - 

My partner pressured me to have sex when I said 'No' + + + + + + + + - + - - + + X X + + + X 

My partner threatened to withhold money from me + + + + + + + + - - X X X X X X X X X X 

My partner deliberately broke or destroyed something that 

was important to me 
+ + + + + + + + + + - + + + + + + + + + 

My partner threatened to disclose damaging or 
embarrassing information 

+ + + + + + + + - - + + + + + + X + X + 

                     
Note. + = positive item loading ≥ .7; - = negative item loading ≥ .7; + = positive item loading ≤ .6; - = negative item loading ≤ .6; X = non-loading items 

1 = I felt intimidated; 2 = I felt ashamed; 3 = I felt afraid for my physical safety; 4 = I felt isolated from friends and family; 5 = I felt frustrated; 6 = I felt controlled; 7 = It didn’t 

affect me in any way; 8 = I found it funny; 9 = I felt trapped; 10 = I felt angry; 11 = I felt like I wasn’t able to make decisions for myself; 12 = I felt guilty; 13 = I felt like I wasn’t 

able to do what I wanted to do; 14 = I felt afraid I was going to make them angry; 15 = I felt sad; 16 = I felt afraid I was going to set them off shouting or criticizing me; 17 = I 

felt sexually aroused; 18 = I felt helpless; 19 = I felt dependent on my partner; 20 = I felt emotionally hurt 
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Table 5.3 cont.  

Behavioral Act 
Outcome 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 

Monitoring Acts Component                     

My partner insisted on knowing where I went and who I 

spoke to when we were not together 
+ + + + + + - + + + + + + + + + + + + + 

My partner accused me of being unfaithful or flirting with 

others 
+ + + + + + - + + + - X X X + X X X X + 

My partner checked my social network page(s) + + + + + + - + + + - X X X X X X X X X 

My partner called or text messaged me constantly + + X + + + - + + + X X X X X X X X X X 

Direct Psychological Aggression Component                     

My partner deliberately ignored me + + + + + + + - + + + + + + + + - + + + 

My partner treated me like I was inferior to them + + + + + + + + + + + + + + + + + + + + 

My partner changed the subject on purpose when I was 

trying to discuss a problem 
+ + + + + + - - + + + X + + + + X + X + 

                     
Note. + = positive item loading ≥ .7; - = negative item loading ≥ .7; + = positive item loading ≤ .6; - = negative item loading ≤ .6; X = non-loading items 

1 = I felt intimidated; 2 = I felt ashamed; 3 = I felt afraid for my physical safety; 4 = I felt isolated from friends and family; 5 = I felt frustrated; 6 = I felt controlled; 7 = It didn’t 

affect me in any way; 8 = I found it funny; 9 = I felt trapped; 10 = I felt angry; 11 = I felt like I wasn’t able to make decisions for myself; 12 = I felt guilty; 13 = I felt like I wasn’t 

able to do what I wanted to do; 14 = I felt afraid I was going to make them angry; 15 = I felt sad; 16 = I felt afraid I was going to set them off shouting or criticizing me; 17 = I 

felt sexually aroused; 18 = I felt helpless; 19 = I felt dependent on my partner; 20 = I felt emotionally hurt
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Latent Class Analysis on Outcomes of IPA 

Given that the item level analyses found no evidence for a unique pattern of coercive 

control or a unique link to IPA, we tested Hypothesis 1 in an alternative manner by considering 

whether the construct of coercive control existed as a typology at the person level. Specifically, 

we conducted a latent class analysis (LCA) on the experienced outcomes of IPA using Mplus 

(Version 8; Muthén & Muthén, 1998-2017a). This analysis also allowed us to investigate what 

proportion of individuals who fit a controlled typology (if one existed) were women 

(Hypothesis 3). Following this, we tested Hypothesis 2 using ANOVAs to compare the 

typologies on the frequency of their experiences of Eclectic Aggression, Direct Psychological 

Aggression, and Monitoring Acts. The same 20 outcome and 30 behavioral variables as were 

used in the CATPCA were used in the LCA (see Appendix KK). 

Model selection. Some researchers from the gendered perspective, such as Stark 

(2007), would suggest the appropriate number of classes to retain would be two, as dictated by 

men’s and women’s differential experiences of coercive control. We began with evaluating the 

fit statistics and interpretability of a two-class solution and then subsequently increased the 

number of classes until the results plateaued. Better model fit is indicated by lower Akaike 

Information Criterion (AIC) and Bayesian Information Criterion (BIC) values, higher entropy, 

and significant Bootstrap Likelihood Ratio (BLRT) and the Vuong–Lo–Mendell–Rubin 

(VLMRLRT; Lo et al., 2001) test values. We selected the four-class solution as the best fit for 

the data due to high entropy, superior AIC/ BIC values than the three-class solution, and 

significant BLRT and VLMR values (see Table 5.4). The five-class solution showed non-

significant values on the BLRT and VLMR tests, indicating the estimated model would be a 

better fit for the data with one less class (Geiser, 2012).
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Table 5.4  

Model fit for the difference class solutions of the Latent Class Analysis 

Classes AIC BIC Entropy VLMRLRT BLRT 

Two classes 60801.39 61115.62 .93 0.000 0.000 

Three classes 582.70.85 58726.99 .93 0.000 0.000 

Four classes 57249.90 57847.95 .91 0.000 0.000 

Five classes 56723.64 57463.59 .93 0.060 0.000 

Six classes 56214.35 57096.22 .92 0.547 0.000 

Note. AIC = Akaike Information Criterion; BIC = Bayesian Information Criterion; VLMR = Vuong–Lo–Mendell–
Rubin Likelihood Ratio Test; BLRT = Bootstrap Likelihood Ratio Test 

 

Class solutions by gender. The item-response probabilities were constrained to be 

equal across classes to enable us to assess the possible effect of gender on the model. The model 

fit statistics from the freely estimated model (discussed above) were compared to those of the 

constrained model (see Appendix NN). An expected worsening in the fit statistics due to the 

parameter restrictions would indicate an effect of gender on the model. However, the 

constrained model had lower AIC and BIC values than those of the freely estimated model, 

indicating a superior fit for the data, and comparable entropy values (G2 and chi-square 

difference tests were not suitable due to the large sample size; see Lanza et al., 2013). Thus, we 

concluded that gender did not explain substantial variance in the class solutions, providing no 

support for Hypothesis 3. 

Description of classes. Figure 5.3 illustrates the differences in mean scores of outcomes 

for the perpetration of IPA for the four-class solution. Each class has been labeled according to 

their patterns of reported outcomes of experiencing IPA.
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Figure 5.3  

 

Four-class solution of outcomes for IPA  

 

 

Note. 1 = I felt intimidated; 2 = I felt ashamed; 3 = I felt afraid for my physical safety; 4 = I felt isolated from 

friends and family; 5 = I felt frustrated; 6 = I felt controlled; 7 = It didn’t affect me in any way; 8 = I found it 

funny; 9 = I felt trapped; 10 = I felt angry; 11 = I felt like I wasn’t able to make decisions for myself; 12 = I felt 

guilty; 13 = I felt like I wasn’t able to do what I wanted to do; 14 = I felt afraid I was going to make them angry; 

15 = I felt sad; 16 = I felt afraid I was going to set them off shouting or criticizing me; 17 = I felt sexually aroused; 

18 = I felt helpless; 19 = I felt dependent on my partner; 20 = I felt emotionally hurt 

 

Class 1: Low. This class contained 363 individuals, of which 45.5% were men (n = 165) 

and 54.5% were women (n = 198). They reported the lowest mean scores of the four classes for 

all outcomes, and due to this pattern of low mean scores, this class was labeled ‘Low’. They 

reported their highest scores on outcomes relating to frustration, anger, sadness, and emotional 

hurt. However, a sense of autonomy and an absence of fear is what distinguishes this class from 

the other three. This is evidenced by very low scores on “I felt afraid for my physical safety”, 

“I felt afraid I was going to set them off shouting or criticizing me” and “I felt afraid I was 
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going to make them angry”, in addition to “I felt isolated from friends and family”, “I felt like 

I wasn’t able to make decisions by myself”, and “I felt dependent on my partner”.  

Class 2: Medium. This was the largest class (N = 436), comprised of 192 men (44%) 

and 244 women (56%). Although this class had higher mean scores than the ‘Low class for all 

outcomes, their patterns of responding were similar in that they were relatively high and low 

on those same outcomes. This class was consequently labeled the ‘Medium’ class. Like the 

‘Low’ class, the ‘Medium’ class also reported their highest mean scores on frustration, anger, 

sadness, and emotional hurt, however, they additionally reported high feelings of helplessness 

and feeling controlled.  

Class 3: High. This class of 93 men (39.4%) and 143 women (60.6%) was labeled the 

‘High’ class as they exhibited the same response pattern as seen in the ‘Low’ and ‘Medium’ 

classes but had relatively higher mean scores for all outcomes. This class had the highest mean 

scores of all classes on outcomes relating to feeling frustrated, trapped, controlled, angry, sad, 

and emotionally hurt.  

Class 4: Heterogenous. The smallest class (N = 139) of 78 men (57.4%) and 61 

women (42.6%) was labeled the ‘Heterogenous’ class as their responses were characterized 

by a mixture of both high and low mean scores for a variety of outcomes. This class had the 

highest mean scores for “I felt intimidated”; “I felt ashamed” “I felt afraid for my physical 

safety” “I felt isolated from friends and family”; “It didn’t affect me in any way”; “I found it 

funny”; “I felt guilty” “I felt like I wasn’t able to do what I wanted to do”; “I felt afraid I was 

going to make them angry”; “I felt sad”;  “I felt afraid I was going to set them off shouting or 

criticizing me”; “I felt sexually aroused”; “I felt helpless”; “I felt dependent on my partner”. 

Conversely, they had the lowest or second-lowest mean score for “I felt angry”; “I felt like I 

wasn’t able to make decisions for myself”; “I felt emotionally hurt”. 
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 Class differences on demographic variables. One-way ANOVAs with Games-Howell post 

hoc analyses were conducted in IBM SPSS Statistics for Windows (Version 26.0; IBM Corp., 

2019a) to explore demographic differences in the four classes. Significant Levene’s test 

values indicated the assumption of homogeneity of variance had been violated for all 

variables and Welch’s robust of equality of means tests were conducted to assess group 

differences. The results showed there were no significant differences in employment status or 

ethnicity across the four classes. However, there were significant differences between the  

classes for gender F(3, 473.20) = 3.39, p < .05, η2 = .01), age F(3, 483.39) = 4.51, p < .05, η2 

= .01),  relationship status F(3, 468.22) = 2.81, p < .05, η2 = .09) sexual orientation F(3, 

445.30) = 13.38, p < .001, η2 = .06), and for education level F(3, 484.76) = 24.00, p < .001, η2 

= .05). Post hoc analyses revealed the ‘Heterogenous’ class had significantly higher mean 

scores than the ‘High’ class for gender, age, and relationship status. The ‘Heterogenous’ class 

also had significantly higher mean scores than the ‘Low’, Medium’, and ‘High’ classes for 

sexual orientation and education level. In addition, the ‘Low’ class had significantly higher 

mean scores on education level than the ‘Medium’ and the ‘High’ classes.  

Class differences on aggression variables. One-way ANOVAs using Welch’s robust 

test of equality of means were used to investigate mean differences in ‘Eclectic Aggression’, 

‘Direct Psychological Aggression’, Monitoring Acts’, and the total number of experienced acts 

in the four classes (see Table 5.5). Games-Howell post hoc analyses revealed the classes were 

significantly different from one another on the total number of experienced acts and each type 

of IPA, with the exception of Direct Psychological Aggression as the difference between the 

mean scores for the ‘High’ and ‘Heterogenous’ classes was non-significant. The 

‘Heterogenous’ class reported experiencing the largest total number of aggressive acts and the 

most ‘Eclectic Aggression’, and ‘Monitoring Acts’. The ‘High’ class experienced the greatest 

amount of ‘Direct Psychological Aggression’. The amount of aggression experienced by the 
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‘Low’, ‘Medium’, and ‘High’ classes directly related to the labels given to each class, 

suggesting a positive relationship between the frequency of experiencing IPA and the frequency 

of associated outcomes.   

Class differences in social desirability. One-way ANOVAs using Welch’s robust test 

of equality of means and Games-Howell post hoc analyses were conducted to assess group 

differences in the mean scores of self-deceptive enhancement and impression management 

(sub-scales of the BIDR-16; see Table 5.5). The results showed significant differences between 

classes on self-deceptive enhancement: the ‘Heterogenous’ and ‘Low, ‘Medium’ and ‘High 

classes, and between the ‘Low’ and ‘Medium’ and ‘Low’ and ‘High’ classes. There were also 

significant differences between the ‘Heterogenous’ and ‘Low, ‘Medium’ and ‘High classes on 

impression management.  

The sub-scale means were statistically compared to those from Hart et al. (2015) to 

gauge the level of social desirability response bias in the sample. The sample in the Hart et al. 

study (Study 2; N = 670) was recruited online and participated in the research to validate the 

BIDR-16. A Welch two samples t-test demonstrated there was no significant difference in mean 

scores between the current sample (M = 4.24, SD = .91) and the Hart et al. sample (M = 4.30, 

SD = 1.14) on self-deceptive enhancement t(1156) = 1.17, p = .243, d = .06. However, there 

was a significant difference in mean scores between the current sample (M = 4.34, SD = .85) 

and the Hart et al. sample (M = 4.50, SD = 1.24) on impression management t(1033) = 2.97, p 

< .05, d = .16.  
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Table 5.5.  

Four-class solution one-way ANOVAs predicting mean level differences in outcome variables 

 Low Medium High Heterogenous  

 (N = 363) (N = 436) (N = 236) (N = 139) Welch’s 

F  M SD M SD M SD M SD 

Eclectic Aggression .04abc .10 .17ade .23 .61bdf .42 2.12cef .64 1518.80* 

Monitoring Acts .23abc .26 .71ade .43 1.91bdf .768 2.28cef .74 816.07* 

Direct Psychological 

Aggression  
.43abc .37 1.10ade .60 2.33bd .74 2.27ce .72 645.60* 

Total number of behaviors 4.41abc 2.44 10.26ade 2.97 18.52bdf 3.61 28.24cef 2.69 2675.44* 

Social Desirability  

(Self-Deceptive Enhancement) 
4.06abc .89 4.19ad .84 4.17be .81 5.02cde 1.01 54.96* 

Social Desirability (Impression 

Management) 
4.09a .80 4.34b .75 4.29c .74 5.11abc 1.03 43.63* 

Note. M = mean; SD = standard deviation; * p <.001; Means with similar superscripts were significant p < .05 
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Latent Variable Path Model 

Our prior analyses indicated no evidence for a unique construct of coercive control at 

the item-level or a unique typology at the person-level. However, although none of the classes 

were uniquely characterized by “coercive control” outcomes, the typology that included higher 

levels of controlling experiences also reported more frequent IPA. Our final model tested 

Hypothesis 2 and Hypothesis 3 under the assumption that a construct of “coercive control” 

existed (i.e., assuming Hypothesis 1 to be true). Specifically, we conducted a final model with 

maximum likelihood estimation in Mplus (Version 8; Muthén & Muthén, 1998-2017a) to 

identify the links between people’s experiences of IPA and coercive control using the same 

variables as were used in the previous two analyses (see Appendix KK). An exploratory 

measurement model for a latent factor of coercive control indicated very poor fit (χ2 = 2182.44; 

df = 44; p < .001; RMSEA = .20 [.19, .21]; SRMR = .11; CFI = .66), so we modelled coercive 

control as the average of 11-items from the extant literature on coercive control described in 

Table 5.2 (Cronbach’s α = .85).  

We conducted a structural equation model that regressed feeling controlled on 

experiences of Eclectic Aggression, Direct Psychological Aggression, and Monitoring Acts 

(testing Hypothesis 2). Each of these constructs was the sum of 15 items identified by Dempsey 

et al. (2020). To assess the discriminant links between feeling controlled and experienced IPA, 

we simultaneously included three other outcomes based on negative emotions in the PANAS-

X framework (Watson & Clark, 1994): Hostility (“I felt angry”; “I felt frustrated”), guilt (“I felt 

guilty”; “I felt ashamed”), and sadness (“I felt sad”; “I felt emotionally hurt”). We included 

interaction terms between all predictors and gender to test whether any of the associations 

differed between men and women, testing Hypothesis 3.   
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Results from the model are displayed in Appendix OO. Parameter estimates showed 

Eclectic Aggression significantly and positively predicted ‘coercive control’ B = 0.083, SE = 

0.008, β = .60, 95% CI [.07, .10], z = 10.81, p < .001, and ‘guilt’ B = 0.091, SE = 0.015, β = 

.54, 95% CI [.06, .12], z = 5.97, p < .001. Eclectic Aggression also significantly, but negatively 

predicted ‘hostility’ B = -0.108, SE = 0.016, β = -.40, 95% CI [-.14, -.08], z = -6.60, p < .001 

(see Figure 5.4 [p. 140], and Appendix OO for the parameter estimates for the model).  

Direct Psychological Aggression significantly and positively predicted ‘coercive 

control’ B = 0.034, SE = 0.008, β = .26, 95% CI [.02, .05], z = 4.34, p < .001, ‘hostility’ B = 

0.167, SE = 0.020, β = .64, 95% CI [.13, .20], z = 8.45, p < .001 and ‘sadness’ B = 0.009, SE = 

0.018, β = .52, 95% CI [.07, .13], z = 5.47, p < .001. However, Monitoring Acts did not 

significantly predict any of the outcome variables.  

The results demonstrating that coercive control outcomes are positively predicted by 

Eclectic Aggression and Direct Psychological Aggression provide support for our first 

hypothesis. Constraining the model to produce a parameter estimate of the difference in the 

two predictors further revealed Eclectic Aggression to be more strongly predictive of ‘coercive 

control’ than Direct Psychological Aggression (B = 0.049, SE = 0.011, z = 4.36, p < .001). 

Gender significantly predicted ‘coercive control’ B = -0.138, SE = 0.006, β = -.04, 95% 

CI [-.24, -.04], z = -2.23, p < .001 and ‘guilt’ B = -0.213, SE = 0.102, β = -.08, 95% CI [-.48, -

.14], z = -3.06, p < .05, with men reporting higher levels of both outcomes. However, there was 

no significant gender interactions for Eclectic Aggression, Direct Psychological Aggression, 

or Monitoring Acts. Although gender was found to predict both coercive control and guilt, men 

had higher scores on both variables, and, thus, our hypothesis that this association would be 

stronger for women was not supported (Hypothesis 3). 
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Figure 5.4  

Manifest variable model showing the standardized parameter estimates 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Note. Solid lines indicate significant coefficients, dashed lines indicate non-significant coefficients; ** = p 

<.001; Gender interactions are not displayed but gender was included as a covariate and controlled for in the 

model. All gender interactions were non-significant.  
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The R squared values (see Appendix OO) show that between 22 – 61% of the variance 

is explained by this model. ‘Coercive control’ accounted for the largest proportion of this (.61), 

demonstrating the importance of this outcome to IPA relative to the other outcomes included 

in the model (‘hostility’ = .39; ‘guilt’ = .26; ‘sadness’ = .22).  

Discussion 

Coercive control has proved to be an important concept in informing research, practice, 

and legislation. However, a lack of consensus about how this phenomenon should be 

conceptualized (e.g., as gendered or gender-inclusive) has resulted in ambiguity about what it 

is and how it can be identified (Hamberger et al., 2017).  This study aimed to test if coercive 

control could be best identified through measuring the outcomes reported by people who have 

experienced IPA and if the gendered assumptions of the commonly accepted conceptualization 

could be upheld using outcomes. Three hypotheses explored the relationships between coercive 

control and the type and frequency of IPA experienced by men and women using categorical 

principal analysis (CATPCA), latent class analysis (LCA), and manifest variable path analysis. 

Results found an association between types of IPA and coercive control, supporting Hypothesis 

1. However, no associations were found between coercive control and the frequency of 

experienced IPA (Hypothesis 2), or gender (Hypothesis 3).  

Summary of Results 

Hypothesis 1. The results from the CATPCA and LCA did not support our hypothesis 

that patterns of coercive control outcomes would be more strongly associated with Eclectic 

Aggression, Direct Psychological Aggression, or Monitoring Acts than other outcomes 

associated with IPA, as no evidence of a pattern of coercive control was found in either 

analysis. However, the manifest variable path analysis provided some support for this 

hypothesis, as when a pattern of coercive control was manipulated for the purposes of this 

analysis, Eclectic Aggression and Direct Psychological Aggression were both found to 
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positively predict ‘coercive control’. As Eclectic Aggression is comprised of items relating to 

physical aggression and threats of harm to an individual’s body and reputation, and Direct 

Psychological Aggression is comprised of psychologically aggressive tactics, it suggests that 

either a combination of physical and psychological aggression or psychological aggression 

alone can result in feelings of ‘coercive control’.  However, as Eclectic Aggression had a larger 

beta coefficient, the relationship between physical aggression and experiencing ‘coercive 

control’ appears to be stronger. The association found between Eclectic Aggression and 

‘coercive control’ is therefore consistent with Stark’s definition of coercion, which he describes 

as “the use of force or threats to compel or dispel a particular response” (2007, p. 228). Violence 

is considered a tactic of ‘coercive controlling violence’, and, thus, the significant relationship 

found between ‘coercive control’ and Eclectic Aggression is also consistent with Johnson’s 

typology (1995, 2006). The significant relationship found between ‘coercive control’ and 

Direct Psychological Aggression is also consistent with Johnson’s proposed ‘incipient coercive 

controlling violence’ in which no physical aggression is present in the relationship (2008). 

Experiencing Monitoring Acts did not significantly predict ‘coercive control’, despite the fact 

the items in this component were all derived from ‘controlling behavior’ (sub)scales (see 

Dempsey et al., 2020). The lack of evidence of an association between items previously labeled 

as ‘controlling’ and ‘coercive control ‘adds weight to the argument questioning their validity 

and continued use in assessing coercive control in intimate relationships.  

Hypothesis 2. The absence of a coercively controlled profile in the LCA resulted in a 

lack of support for Hypothesis 2. Although the ‘Medium’, ‘High’, and ‘Heterogenous’ classes 

reported similarly high levels of outcomes associated with coercive control, the outcomes that 

were most frequently and highly endorsed were derived from general IPA literature (e.g., high 

levels of anger and frustration, sadness, and emotional hurt). Despite a lack of evidence of a 

coercively controlled profile, the results from the LCA demonstrate that classes with relatively 
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higher mean scores on outcomes, including the coercive control outcomes, experienced IPA at 

a significantly higher frequency. In the absence of such a profile, the results are, therefore, 

inconsistent with Johnson’s typology that suggests coercive control is associated with more 

frequent IPA.  

Hypothesis 3. Despite conducting both variable (CATPCA) and person-centred (LCA) 

analyses, we did not find evidence to support our hypothesis that an association between 

patterns of coercive control outcomes and experiencing IPA would be stronger for women than 

for men. In addition, a comparison of the model fit of the freely estimated and constrained LCA 

models revealed gender did not contribute a meaningful amount of variance to the model. In 

the manifest variable path analysis, gender positively predicted ‘coercive control’ and ‘guilt’, 

however, these associations were found to be stronger for men, than for women. There were 

no significant gender interactions for any type of IPA. Coercive control, as conceptualized by 

Stark (2007) is gender-specific and is experienced exclusively by women, and, thus, the lack 

of evidence for a pattern of coercive control in the CATPCA and LCA and the stronger 

association for ‘coercive control’ and ‘guilt’ for men, rather than women in the manifest 

variable path analysis, is inconsistent with this. Similarly, the fairly-even proportion of men 

and women in the four classes in the LCA is inconsistent with Johnson’s conceptualization of 

coercive control, in which a greater proportion of women would be expected to report 

experiences of ‘coercive controlling violence’ (2006). 

Theoretical and Practical Implications  

The findings from the PCA and the LCA did not support the premise that coercive 

control can be identified by measuring the outcomes for people who have experienced IPA. 

Nor did they find evidence to support the assumptions outlined by Johnson and Stark that 

coercive control is gendered and associated with more frequent levels of IPA. Similarly, 

although the items comprising the purported ‘coercive control’ factor were taken directly from 
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definitions of coercive control (e.g., Stark, 2007), the Women’s Experience with Battering 

Scale (Smith, Earp, & DeVillis, 1995) and the qualitative literature, they did not form a 

coherent factor, as evidenced by the global fit statistics in the latent variable path analysis. 

While the items in the ‘coercive control’ factor were normatively associated and would be 

considered statistically reliable as part of a hypothetical scale, the lack of construct validity 

suggests the indicators were not theoretically sound and were not measuring coercive control, 

thus implying an inadequate understanding of what is widely considered to be, and currently 

conceptualized as, coercive control. The results of this study highlight the need for a 

theoretically informed, coherent, and clear conceptualization of coercive control from which 

valid measurement tools can be developed. 

 In addition, the findings have practical implications. Despite research showing that 

coercive control cannot be accurately identified using behavioral or outcome measures, Stark’s 

work has been used as a framework to create new legislation that criminalizes coercive or 

controlling behaviors (e.g., Scottish Government, 2015). It is imperative that legislation that 

outlines and criminalizes any behavior is informed by clear conceptualizations of coherent 

constructs, which can be measured and supported by empirical evidence. Furthermore, 

Johnson’s work has proposed that coercive control is gendered and associated with more 

frequent and serious harm (2006). This has led to the assumption that coercive controlling IPA 

against women is the type of IPA that resources need to be dedicated to reducing (see Stark, 

2010), and that whilst ‘situational couple violence’ is “regrettable” it is not where the 

prevention focus should be placed (Dobash & Dobash, 2004, p. 344).  

  Thus, resources and legislation have most commonly been dedicated to reducing 

violence against women and to the development of gender-based treatment programs, such as 

those informed by the Duluth Model (Pence & Paymar, 1993), which are based upon a 

gendered conceptualization of coercive control. However, the effect sizes of treatment 
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programs developed from this perspective are small (see Babcock, Green, & Robie, 2004) and 

therefore it is imperative that evidence informs the development of future treatment and 

prevention programs. 

Strengths, Limitations, and Future Directions 

Limitations of this research include a cross-sectional design. Behavioral acts were 

assumed to precede an outcome, however, responses were measured simultaneously. Thus, if 

an individual was feeling controlled, they may report more IPA as a result. The design of future 

studies could be altered to account for this, by measuring the frequency of aggression and 

outcomes at different time points.  

A further limitation of this study is the focus on events that occurred in the past year. 

As coercive control is said to be about patterns of abuse (Stark, 2007), asking about individual’s 

experiences over their life-course to examine the development of the behavior of the perpetrator 

and victim’s responses to that, over time (Dutton, 1999), maybe more beneficial to our 

understanding of coercive control.  

This study chose to focus on the frequency, rather than severity, of aggression in 

relation to coercive control, as this is consistent with Stark’s conceptualization (see Stark & 

Hester, 2019). However, the investigation into the relationship between severe violence and 

coercive control would further our understanding of this construct and is an area for future 

research to consider.  

The measurement approach we employed could be considered a strength of the study 

as the use of outcomes tie directly to current legislation that has criminalized coercive 

controlling behavior (e.g., feeling dependent, isolated, controlled, restricted: Domestic Abuse 

Act 2018 [Scotland]; fear: Serious Crimes Act 2015 [UK], s 76). Individuals reported the 

frequency with which they experienced an aggressive act and the impact that had on them. This 
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aspect of the methodology may help to differentiate between assault and abuse, the latter of 

which includes tactics of coercive control (Stark, 2007). However, the measure we used was 

comprised of items taken from the literature and existing measures and was not validated. 

Future researchers could, therefore, look to develop and validate a scale that focuses on the 

outcomes of IPA.  

Conclusion 

This study found no evidence that the current gendered conceptualization of coercive 

control, that informs legislation, practice, and policy, is a coherent construct. These findings 

challenge research to revise the conceptualization of coercive control to produce a valid 

construct that can contribute to the measurement of this phenomenon. We, therefore, propose 

research reconsider the current hypothetico-deductive approach in favor of one, which focuses 

on abductive methods of theory generation. The abductive theory of method framework seeks 

to explain phenomena, rather than viewing them as predictors of a given theory (see Haig, 

2005). This would facilitate the development of causal explanations for coercive control and 

ultimately contribute to a more comprehensive, gender-inclusive understanding of IPA. 
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Chapter 6:  DISCUSSION 
 

 

The concept of control features heavily in how scholars, practitioners, policymakers, 

and legislators understand, assess, and respond to intimate partner aggression (IPA).  However, 

commonly accepted conceptualizations and measurements of control remain largely untested. 

Control is most frequently measured using behavioral scales or victim outcomes and is widely 

considered a gendered phenomenon. A victim-focused gendered conceptualization has 

prevailed despite much empirical research suggesting IPA is a gender-inclusive phenomenon 

(Dutton, 2006a). The wider aggression literature suggests that control might best be measured 

by examining people’s motivations (e.g., Ireland, 2009), whereas gendered theory proposes 

control motivations are driven by patriarchal societal norms (e.g., Dobash & Dobash, 1979; 

Stark, 2007). This thesis presented three studies and a review investigating the best way to 

conceptualize and measure control. Specifically, we tested the validity of some of the core 

underlying assumptions of the common conceptualizations of control. This chapter reviews the 

key findings of each of the studies (see Table 6.1) and their contributions to the field, the 

limitations and implications of the thesis, and areas for future research.  

Summary of Key Findings and Contributions to the Literature 

Chapter 2: The discriminance of controlling behaviors. Controlling behavior scales 

have been developed and used to assess the presence of control in intimate relationships (e.g., 

Relationship Behavior Rating Scale-Revised: Beck et al., 2013; Checklist of Controlling 

Behaviors: Lehmann et al., 2012). Current research (e.g., Bates & Graham-Kevan, 2016, 

Hamel et al., 2015) assumes that the distinct behavioral acts assessed in these scales are 

perpetrated with the intention to control an intimate partner and they are, thus, considered a 

distinct subtype of IPA. 
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Table 6.1 

Summary of main findings by chapter 

Chapter Assumption References Main finding(s) from chapter 

    
2 Control is associated with a type of behaviour Bates & Graham-Kevan (2016); Hamel et al. 

(2015); Johnson (2006); Tolman (1989) 

Behaviors labeled in the literature as controlling 

are not statistically distinct from other types of 

IPA 

 

    
3 Control is gendered Johnson (2006); DeKeseredy et al. (1997) Control was not the largest effect size for men. 

Self-defense was the largest effect size for 

women, and overall.  

 

    
4 Control is associated with a type of behaviour Bates & Graham-Kevan (2016); Hamel et al. 

(2015); Johnson (2006); Tolman (1989) 

Control motivations are not uniquely associated 

with a type of behavior 

 

 Control is associated with an increased frequency 

of IPA 

 

Johnson (2006); Kelly & Johnson (2008) Control motivations are not uniquely associated 

with an increased frequency of IPA  

 

 Control is gendered Johnson (2006); Myhill (2015) Control motivations are not gender specific 

 

 

 

   
5 Coercive control is associated with a type of 

behaviour 

 

Hardesty et al, (2015); Johnson (2006) Coercive control outcomes are not uniquely 

associated with a type of behavior 

 

 Coercive control is associated with an increased 

frequency of IPA 

 

Dichter et al. (2018); Kelly & Johnson (2008) Coercive control outcomes are not uniquely 

associated with an increased frequency of IPA  

 

 Coercive control is gendered Johnson (2006); Kelly & Johnson (2008); Stark 

(2007) 

Some evidence for men experiencing coercive 

control more strongly than women   
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Chapter 2 investigated the divergent validity of acts previously labeled in the literature 

as “controlling behaviors” against other aggressive acts and partner regulation strategies used 

in relationships. Exploratory factor analysis identified a three-factor solution in both the 

perpetrated and experienced behavior models: Eclectic Aggression; Direct Psychological 

Aggression; Monitoring Acts. The behaviors derived from (sub)scales developed to measure 

control did not form a distinct factor and were instead dispersed across the three factors. 

Confirmatory factor analysis replicated the factor structure of both models produced by the 

exploratory factor analysis. The high correlations between factors in the experienced model 

indicated these factors may not be measuring distinct constructs. The findings of Chapter 2 

challenge the assertion that controlling behaviors are a unique subtype of IPA as there was no 

evidence of a statistical distinction between items from ‘controlling behavior’ (sub)scales and 

other aggressive acts. The findings, therefore, suggest current behavioral measures of control 

lack construct validity and are, thus, unable to assess the presence of control dynamics in 

intimate relationships. 

Chapter 3: Motivations for physical and psychological intimate partner 

aggression: A systematic review. The gendered explanation of IPA has been highly influential 

in informing both public policy and perceptions (Bates et al., 2014; Hamel, 2007), resulting in 

an emphasis on research into controlling motivations (Dutton, 2006a). While previous reviews 

have investigated the frequency with which motivations have been studied, this was the first 

meta-analysis of motivations for physical IPA to be conducted, providing objective evidence 

of the relative importance of control as a motivation for IPA. The review identified that the 

majority of studies were of low quality, which reduced the number of studies suitable for 

inclusion in the analyses. The results of the meta-analysis were inconclusive due to a small 

number of studies and large amounts of dispersion and heterogeneity. However, the results 

suggest self-defense, retaliation for emotional hurt, and communication difficulties had the 
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largest effect sizes overall, while dominance and self-defense had the largest effect sizes for 

men and women, respectively. We found no evidence for control and weak evidence for self-

defense as motivations for IPA. We should, therefore, consider other motivations for IPA, such 

as those underlying retaliation, as treatment targets. The results suggest control motivations, as 

they are currently measured, are not gendered and gender-inclusive conceptualizations of 

control should, therefore, be considered. 

Chapter 4: Motivations for intimate partner aggression. Chapter 4 built on Chapter 

2 by testing the assumption that behaviors previously labeled in the literature as ‘controlling’ 

are associated with control motivations. In addition, assumptions regarding the relationships 

between control motivations and the frequency of IPA, and gender, which underscore Johnson’s 

typology (1995; 2006), were examined. We conducted categorical principal component and 

latent class analyses to test these assumptions. Control was operationalized as a motivation for 

IPA perpetration. Four distinct profiles were identified, which showed that a higher frequency 

of IPA was associated with a diverse range of motivations, and considerable heterogeneity in 

the motivations for different types of IPA, for men and women. There was no evidence of a 

unique pattern of control motivations linked to a specific subset of behavioral acts, that control 

motivations were gendered or were more strongly associated with increased perpetration of 

IPA. These results lend weight to the argument for a gender-inclusive conceptualization of 

control and further question the validity of ‘controlling behavior’ measures.  

Chapter 5: Examining coercive control as an outcome of intimate partner 

aggression. Coercive control is considered the most serious form of IPA and as the social 

isolation, domination, and subjugation of women by their male partners (Stark, 2007). Coercive 

control has been associated with specific types and an increased frequency of IPA (see Johnson, 

2006).  Chapter 5 tested the conceptualization of coercive control by operationalizing it as an 

outcome experienced by male and female victims of IPA. Categorical principal components 
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and latent class analyses were conducted to test the assumptions of gender specificity, an 

association between coercive control outcomes and an increased frequency of IPA, and an 

association between coercive control outcomes and types of behaviors. There was no evidence 

of unique associations between coercive controlling outcomes and an increased frequency of 

IPA or types of behaviors, or evidence to support the gendered conceptualization of coercive 

control. Structural equation modeling further tested the conceptualization. Coercive control 

items, which were derived from research informed by the gendered perspective, failed to form 

a coherent construct in a latent variable path analysis. The average of these items was, therefore, 

regressed on experiences of IPA in a manifest variable path analysis. Experiences of Eclectic 

Aggression and Direct Psychological Aggression significantly predicted feelings of ‘coercive 

control’, with Eclectic Aggression more strongly predictive. Gender also predicted ‘coercive 

control’ though, this association was stronger for men than for women. These results lend 

further weight to the argument for a gender-inclusive conceptualization of control and suggest 

coercive control, as it is currently conceptualized, cannot be identified using victim experiences.  

Implications for Theory, Practice, Policy, and Legislation   

Assumptions about control have guided common assessment practices, prevention 

practices, intervention practices, legislation, and research (see Dutton, 2006a; Hamel, 2007). 

Evidence was not found to support key assumptions about control that typically guide the family 

violence field. Specifically, we found no evidence that control can be measured using specific 

non-physical acts labeled ‘controlling behaviors’, that control is gendered, or that control is 

uniquely and distinctly associated with an increased frequency of physical IPA (e.g., Johnson, 

2006). In this section, I describe how the results of this thesis have important implications for 

theory, research, policy, practice, and legislation. 

Theory. Gendered theory maintains IPA is a contraction of patriarchal values and 

should be viewed as a representation of the wider social structures that maintain men’s control 
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over women (Bell & Naugle, 2008; Hamberger et al., 2017). The findings from this research 

are inconsistent with this conceptualization as neither control motivations (Chapters 3 and 4) 

nor experiences of coercive control (Chapter 5) were found to be gender-specific. Indeed, 

although gender significantly predicted ‘coercive control’ in Chapter 5, this association was 

found to be stronger for men, than for women, and, therefore, does not support gendered theory. 

As a single factor, macro-level theory, gendered theory is unable to account for female’s use of 

control motivated IPA or men’s experiences of coercive control. These findings highlight the 

empirical inadequacy of gendered theory, its lack of depth as a theoretical explanation of IPA, 

and the need for the development of multi-level theories of IPA, which are currently lacking in 

the field (Dixon & Wride, 2020). The results from this thesis also have implications for the 

conceptualization of coercive control and the typology work of Johnson (1995; 2006), which 

are predicated on gendered theory. The results from this thesis indicate research should consider 

both men’s and women’s experiences of IPA in constructing theories of control. Such theories 

would then align with current gender-inclusive definitions of IPA (see Dixon & Graham-Kevan, 

2011; National Center for Injury Prevention and Control, 2020).  

‘Controlling behaviors’ are considered a distinct subset of non-violent behaviors by the 

family violence perspective and some gendered researchers, unique from other types of IPA 

because of their assumed underlying motivation to control. However, factor analytic results 

from Chapter 2 showed these ‘controlling behaviors’ did not form a unique factor and were, 

instead, dispersed across the factors of the experienced and perpetrated behavior models. In 

addition, no pattern of behaviors was found to be associated with motivations of control 

(Chapter 4) or with outcomes of coercive control (Chapter 5). It is suggested the 

operationalization of control has been conflated with its conceptualization, as with few 

exceptions (e.g., Dutton et al., 2005), ‘controlling behavior’ scales are descriptive, rather than 

theoretically or conceptually based. Consequently, control is not adequately defined, resulting 
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in poor construct clarity and considerable overlap with other forms of IPA, particularly 

psychological aggression. This lack of clarity is most evident from the results in Chapter 2, but 

the results of Chapters 4 and 5 further suggest the construct of control has been poorly 

conceptualized and lacks validity. For example, the items that comprised the ‘Monitoring Acts’ 

factor (experienced model) in Chapter 2 were exclusively derived from (sub)scales designed to 

measure control in intimate relationships. It was concluded that this factor was not consistent 

with common definitions of control, including the thesis definition, and was more reflective of 

relationship anxiety. This conclusion was supported by evidence that the ‘Monitoring Acts’ 

component was not uniquely or strongly associated with control, either as a motivation (Chapter 

4) or as an outcome (Chapter 5).  Similarly, the poor global fit statistics produced in the latent 

variable path analysis (Chapter 5) are evidence of incoherence. In sum, the results from 

Chapters 2, 4, and 5 indicate poor construct validity and a lack of understanding as to the nature 

of (coercive) control and how it should be defined. The development of a clear theoretical 

conceptualization and definition of control should therefore be a priority for IPA researchers. 

However, conceptual agreement and research co-ordination are necessary to achieve 

meaningful progress in this area (Sullivan, 2019). 

 Practice and policy. The considerable influence of the gendered perspective has 

resulted in the centrality of control to our understanding of IPA (Hamberger et al., 2017). 

Current treatment for IPA is informed by a gendered understanding of partner violence (Dutton, 

2006a; Hamel, 2007). The findings from this research, therefore, have implications for 

treatment design. The Power and Control Wheel, which is the graphic representation of the 

Duluth Model, is comprised of non-physical tactics (e.g., using isolation; intimidation) used by 

men to control and subordinate their female partners (Pence & Paymar, 1993). However, 

Chapter 4 found that controlling motivations were not more strongly associated with types of 

IPA than those derived from theories of general aggression, or with gendered perpetration. The 
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lack of evidence for a subset of behaviors that are uniquely motivated by control and for the 

gender specificity of control motivations undermine the validity of the Power and Control 

Wheel and the central premise of the Duluth Model. Similarly, the results from the meta-

analysis provide suggestive evidence that control is not the primary motivation for men’s use 

of IPA. The cumulative results from this research indicate the preeminent role control maintains 

in treatment programs is seemingly underserved. Given the small treatment effect sizes (see 

Babcock et al., 2004), interventions should, therefore, focus on alternative motivations for IPA 

to improve the applicability of program content and lower recidivism rates.  

The gendered perspective considers IPA a distinct form of aggression due to the 

patriarchal context in which it occurs (see Dobash & Dobash, 1992; Koss et al., 1994). The lack 

of evidence for control as the key motivation for men’s use of IPA not only questions the content 

of current treatment programs but whether specific treatment programs are, indeed, necessary. 

This finding has implications for women’s treatment programs, as much as men’s, as current 

programs for women are often reliant on an understanding of male-perpetrated IPA (Kernsmith, 

2005; Stewart et al., 2014). Furthermore, the small effect sizes of the gender comparisons of 

motivations for IPA (refer Table 2; Chapter 4) suggest men and women have similar 

motivations for perpetrating IPA (see also Langhinrichsen-Rohling et al., 2012) and gender-

inclusive, functional approaches to treatment should be considered.  

Johnson (1995; 2006) proposed control motivations could differentiate between types 

of IPA, which were further distinguished by the frequency of IPA and by gender. Johnson’s 

typological approach to explaining IPA has been influential in tailoring treatment design (Kelly 

& Johnson, 2008) and informing social policy (Carlson & Jones, 2010). However, the latent 

class analysis conducted in Chapter 4 did not find evidence of a profile, predominantly male or 

otherwise, that was uniquely characterized by control motivations, thereby equating to what has 

been described as ‘coercive controlling violence/ intimate terrorism’ (see Johnson 2006; Stark, 



155 

 

 

2010). In addition, motivations of control were not associated with an increase in the frequency 

of IPA or with gender. These findings challenge the assumption that “male partner abuse is 

different than female partner abuse and therefore merits different forms of policy and 

intervention” (Stark, p. 209). Furthermore, the lack of evidence for control as a primary 

motivation for IPA perpetrated by men negates the rationale for the current focus on ‘coercive 

controlling violence/ intimate terrorism’. The heterogeneity in motivations for IPA reported by 

men and women (Chapter 4) would suggest a public health approach to partner violence would 

be a more effective strategy to reduce IPA. Public health approaches are primary prevention 

focussed and are most successful when interventions are multifaceted and community-based, 

thus, ensuring greater involvement and accountability (Rosenberg et al., 1992). Such 

approaches reach individuals who would not normally come to the attention of the criminal 

justice system (Rosenberg et al.) and would, therefore, encompass aggression classed as 

‘situational couple violence’, which has previously been overlooked due to the influence of the 

gendered perspective. 

Legislation. The gendered conceptualization of IPA, with its inherent emphasis on 

control, has informed legislation targeting domestic violence and the recent criminalization of 

controlling behaviors in western countries (e.g., England; Scotland; Ireland). Such legislation 

relies on victims’ experiences of IPA as the standard of proof on which the crimes are 

contingent (e.g., feeling dependent, isolated, controlled, restricted: Domestic Abuse Act 2018 

[Scotland]). While the Scottish Domestic Abuse Act 2018 explicitly takes a gendered approach, 

the Serious Crimes Act 2015 (UK: s 76) does not specifically mention gender but uses “fear” 

as the standard of proof for conviction, which research has shown is reported significantly more 

by women who experience IPA than men who experience IPA (Barnett et al. 1997; Hamberger 

2005; Langhinrichsen-Rohling et al. 1995). The results from this research, however, 

demonstrate that control, as it is currently conceptualized, is not a gendered phenomenon. 
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Rather, both men and women perpetrated IPA that was motivated by control and experienced 

feelings of coercive control resulting from their partner’s use of IPA. These findings, therefore, 

highlight the danger in basing legislation on untested assumptions, which discriminate on the 

basis of gender. The findings from this thesis indicate a need for gender-inclusive legislation 

that is based on empirical evidence.  

Limitations and Future Research 

The following limitations have been considered in the previous chapters but are 

addressed here as limitations that characterize the thesis as a whole. The first such limitation is 

the use of self-report surveys, which have been shown to affect measurement validity by 

introducing self-report and method biases (Follingstad & Rogers, 2013). Despite the inherent 

challenges with this methodology, the investigation into individuals’ motivations and 

experiences of IPA in the current research necessitated the use of self-report measures. Research 

has demonstrated individuals are more likely to over-report IPA perpetrated by their partner 

and under-report their own aggression (see Follingstad & Rogers). However, under-reporting 

of IPA has been found to relate to severity rather than the frequency of occurrence of IPA (see 

Heckert and Gondolf, 2000), so may not have impacted the results of this thesis. The severity 

of IPA in relation to control was not measured in the current study but is another area of inquiry 

for future research to explore. There are, however, multiple issues relating to the self-reported 

severity of violence, particularly with regards to what is considered severe. This is highly 

subjective due to individual personality characteristics that affect perception and the type of act 

itself. More objective measures, such as emergency department admissions, are also 

problematic as there are multiple reasons why people choose not to seek help (e.g., people 

simply may not live within a feasible distance of a hospital). Nevertheless, the severity of 

violence in relation to control is something for future research to investigate further, in spite of 

the methodological challenges. In the current research several steps were taken to ameliorate 
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the impact of method bias, as outlined in Chapter 4 (refer p. 106; see also Podsakoff et al., 2012) 

and Chapters 4 and 5 included a measure of social desirability response bias. The mean sub-

scale scores for the sample were the same or significantly lower than those in a study in which 

participants were not asked about socially undesirable behaviors (Hart et al., 2015).  

A second limitation of this research is the use of cross-sectional data. Behavioral acts 

were assumed to precede both motivations and outcomes and were measured simultaneously. 

While the assumption that motivation precedes behavior aligns with current motivational theory 

(e.g., see Ward, 2017), this process is less certain for outcomes. Therefore, reporting feelings 

of helplessness may make experiences of IPA more salient, resulting in a potential increase in 

the types and frequency of IPA reported. A related limitation concerns the time-period surveyed 

in the research. Coercive control is currently conceptualized as the cumulative outcome of a 

pattern of abusive behaviors (Stark, 2010). Chapter 4 did not find evidence of a profile equating 

to Johnson’s (1995; 2006) ‘coercive controlling violence’ type. Similarly, Chapter 5 did not 

find evidence to support the existence of coercive control as it is currently conceptualized, 

however, both studies concentrated on participants’ experiences of IPA in the past 12 months. 

This, therefore, raises the question as to whether this time-period is too narrow to account for a 

‘sufficient’ amount of IPA to have occurred to equate to coercive control? The narrow time 

interval must, therefore, be considered a limitation of this research, despite the increased 

accuracy (Jaccard et al., 2004) and predictive validity (Nunnally & Bernstein, 1994) attributed 

to shorter timeframes. Future research could employ a longitudinal design, in which the 

outcome is measured at a different time-point to the behavior and include measures of trauma 

to assess the effects of IPA on participants. This may result in more accurate reporting of IPA 

and facilitate the investigation into the development of coercive control.  

A third limitation of this research is the use of MTurk samples. These samples are not 

nationally representative (Stewart et al., 2017), which limits the generalizability of the findings. 
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Although the number of individuals identifying as Latinx (6.4%) in the current research is 

considerably smaller than what is reported in recent population statistics (18.5 %; United States 

Census Bureau, 2019), the proportions of African Americans (12.2%), Asian Americans 

(5.6%), and Native Americans (1.2%) in the MTurk samples were comparable to that of the 

United States population (13.4 %, 5.9%, 1.3% respectively; United States Census Bureau). A 

higher number of individuals identified as European American (66.1%) and with more than one 

ethnic group (9.6%) in this research than is reported in recent census data (2019; 60.1% and 

2.8% respectively). However, another crowdsourcing platform, Prolific Academic, currently 

offers data collection from nationally representative samples in the United Kingdom and United 

States (Prolific, 2019). Future research sampling these populations could, therefore, employ 

this platform to increase the generalizability of findings. The non- naïvety of participants in 

MTurk samples is an additional concern with data collected using this method (Chandler et al., 

2014), as previous exposure to research tasks has been empirically shown to reduce the effect 

size of associated findings (Chandler et al., 2015). An empirical comparison of MTurk, Prolific 

Academic, and Crowdflower samples revealed the participants from Prolific Academic and 

Crowdflower were more naïve than MTurk participants. However, the reliability and 

reproducibility of the data from Crowdflower was low, making Prolific Academic the preferred 

alternative to MTurk (Peer et al., 2015). In a replication of the Peer et al. (2015) study, Adams 

et al. (2020) found comparable levels of reliability, dishonest behavior, reproducibility, and 

response rate between Prolific Academic and MTurk. Prolific Academic participants were 

found to be more naïve, ethnically diverse and had lower rates of attention check failure than 

MTurk workers. While Prolific Academic would appear to be an appealing alternative to 

MTurk, the cost of the service is considerably higher (see Prolific, 2021) than MTurk, and was, 

therefore, not considered as a viable option for data collection. 
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Finally, we were limited by only sampling ‘men and ‘women’. This study tested the 

validity of some of the assumptions of the common conceptualizations of control, which are 

predominantly gendered. This focus was necessitated due to the dominance of the gendered 

perspective in the literature. It is, however, acknowledged that the findings from this research 

do not generalize to gender or sexual minorities. A greater understanding of the etiology of IPA 

in gender and sexual minorities is necessary due to their increased rates of IPA, relative to 

heterosexual populations (see Dank et al., 2014; Walters et al., 2013). While research has 

identified some of the risk factors for IPA, which include a need for control, for gender and 

sexual minorities, are similar to those for heterosexual populations (see Edwards et al., 2015 

for a review), future research needs to go beyond correlations to ascertain the relative 

importance of these risk factors. This will assist in determining whether specific interventions 

and treatment programs are necessary for these populations and if so, what the most appropriate 

treatment targets would be. 

This thesis did not find evidence to support the assumptions that underlie the common 

conceptualizations of control. At the heart of this problem is the application and reliance on 

existing gendered theory of IPA and a lack of critical analysis of the constructs underpinning 

IPA. The current hypothetico-deductive approach emphasizes theory testing and views 

phenomena as predictors of a given theory (Haig, 2005). This approach has, therefore, limited 

our understanding and the development of control as a construct. In contrast, the abductive 

theory of method attempts to provide explanations for phenomena (Haig). Future research 

should, therefore, adopt abductive methods of theory generation to develop causal explanations 

(Haig) of control.  

This thesis has focussed on control in the context of IPA. However, control motivations 

were not found to be uniquely associated with IPA and it was, thus, suggested IPA may not be 

substantially different from aggression in other types of relationships. Indeed, control dynamics 
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and aggression co-exist in other dyadic relationships (e.g., caregiver/ patient; parent/ child; 

school bully/ victim). In constructing theories of control, future research should, therefore, 

broaden the scope of inquiry to consider control dynamics in other relationships. For example, 

elder abuse shares many similarities with how control in intimate relationships is currently 

conceptualized (e.g., social isolation, economic dependence, physical abuse: Lachs & Pillemer, 

2015). Increased longevity coupled with decreasing availability of resources to care for this 

aging population (Carney, 2019) emphasizes the importance of research in this area.   

Conclusion 

This thesis aimed to investigate how control could best be conceptualized and 

measured. Using current measurement, the results collectively show that control cannot 

accurately be identified as a unique construct using a particular type or subset of behaviors 

(Chapters 2, 4, 5) or outcomes of IPA (Chapter 5). Nor is control associated with an increased 

frequency of physical and psychological IPA (Chapters 4, 5), or gender (Chapters 3, 4, 5), as 

is commonly accepted. Indeed, the findings question the validity of the commonly accepted 

understanding of control in relation to IPA and therefore its appropriateness in guiding 

practice, policy, legislation, and research. This dearth of empirically derived knowledge is 

surprising given the theoretical and practical importance control has been afforded in the last 

50 years. It is likely that control is a valid concept but that it has not been conceptualized 

accurately making measurement of the phenomena with the currently available tools/scales 

difficult. As conceptualization is regarded as the first step in measurement (DeCarlo, 2019), it 

is perhaps necessary then to clarify the conceptualization of control from which valid and 

reliable scales can be developed. It is therefore argued that there is a need to develop 

evidence-based theories and conceptualizations of control, which reflect the lived experiences 

of individuals, irrespective of their gender or sexuality. This will in turn influence the 
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development of more effective gender-inclusive policies and interventions to ensure that the 

causes and effects of IPA are effectively addressed.   
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APPENDIX B 

  

Pattern matrix for the experienced behavior scale 
 

    
 Item Factor 1 Factor 2 Factor 3 Factor 4 

      
 My partner broke one or more of my bones 1.07 

      

* My partner had me arrested 1.05 
      

 My partner ignored legal or court orders to stay away from me 1.02 
      

 My partner harmed members of my family or others close to me 0.99 
      

 My partner ruined my reputation at work or in the community 0.97 
      

* My partner deliberately caused me legal trouble 0.96 
      

* My partner used a weapon or something like a weapon against me 0.94 
      

 My partner made false accusations to authorities (e.g., Police, Health organisations) about physical or sexual 

abuse I committed 

0.93 

      

 My partner attempted to harm or kill themselves 0.93 
      

 My partner threatened me with a weapon 0.92 
      

 My partner threatened to make false accusations to authorities (e.g., Police, Health organisations) about 

physical or sexual abuse I committed 

0.92 

      

* My partner threatened to hurt members of my family or someone I care about 0.92 
      

* My partner choked, strangled, or suffocated me 0.90 
      

* My partner threatened to commit suicide 0.90 
      

 My partner deliberately caused me to lose my job 0.90 
      

 My partner harassed my family or friends in some way 0.89 
      

 My partner insisted I have sex in belittling or humiliating ways 0.87 
      

 My partner slammed me or held me against a wall 0.86 
      

 My partner kicked me 0.85 
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* My partner threatened to harm themselves 0.84 
      

 My partner threatened to harm or kill me 0.81 
      

 My partner physically forced me to engage in sexual activities against my will 0.79 
      

* My partner tried to convince my friends, family, or children that I was crazy 0.78 
      

* My partner embarrassed, insulted, or threatened me on social media 0.77 
      

* My partner kept me from going to work 0.77 
      

 My partner hit or punched me 0.76 
      

 My partner threatened to ruin my reputation at work or in the community 0.75 
      

 My partner deliberately broke or destroyed something that was important to me 0.75 
      

* My partner tried to turn my family, friends, and children against me 0.75 
      

* My partner threatened to post inappropriate photos of me on social media 0.73 
      

 My partner demanded or insisted that I engage in sexual activities against my will 0.73 
      

* My partner restricted my use of the telephone 0.69 
      

* My partner used technology (e.g., webcam, GPS, spyware) to monitor my activities 0.68 
      

 My partner slapped me 0.67 
      

* My partner threatened to withhold money from me 0.64 
      

* My partner threatened to disclose damaging or embarrassing information 0.62 
      

 My partner threatened to harm or damage things I care about 0.61 
      

* My partner pressured me to have sex when I said 'No' 0.60 
      

 My partner denied me access to my family members or friends 0.56 
      

 My partner denied incidents of abuse 0.55 
      

* My partner limited my access to transportation 0.55 
      

* My partner kept me from leaving the house 0.54 
      

* My partner forbade me to go out without them 0.53 
      

 My partner pushed or shoved me 0.53 
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* My partner made me dependent on them for money 0.43 
      

 My partner deliberately kept me from sleeping 0.40 
      

 My partner was critical or unpleasant toward me   0.93     

 My partner screamed or yelled at me   0.83     

 My partner wanted to be left alone and/or to spend less time with me   0.82     

* My partner deliberately ignored me   0.81     

 My partner tried to ignore things I did or said that irritated or upset them   0.79     

 My partner deliberately acted in a hurtful way towards me   0.79     

* My partner told me my feelings were irrational or crazy   0.75     

* My partner stomped out of the house or room during a disagreement with me   0.75     

 My partner withdrew from me and started doing their own thing   0.74     

* My partner blamed me for the problems in our relationship   0.74     

 My partner pouted or acted upset when they didn't get their way   0.74     

 My partner changed the subject on purpose when I was trying to discuss a problem   0.71     

* My partner tried to provoke an argument   0.71     

* My partner treated me like I was stupid   0.67     

* My partner treated me like I was inferior to them   0.63     

* My partner told me I was lying or confused   0.62     

* My partner purposely withheld affection or sex   0.59     

* My partner threatened to leave the relationship   0.53     

* My partner ordered me around   0.52     

 My partner criticized my friends, family, or co-workers   0.48     

* My partner told me what I care about is unimportant   0.47     

 My partner made me feel guilty for not spending enough time together   0.47     

 My partner repeatedly reminded me of what they wanted until I gave in   0.46     
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* My partner insisted on knowing where I went and who I spoke to when we were not together     0.63   

* My partner kept track of my telephone/cell phone use     0.62   

* My partner tried to restrict my activities     0.60   

* My partner seemed to always be watching me     0.58   

* My partner checked my social network page(s) to monitor me     0.58   

* My partner called me or text messaged me constantly     0.53   

* My partner accused me of being unfaithful or flirting with others     0.52   

* My partner read my personal mail or email without my consent     0.51   

* My partner listened to my telephone conversations     0.47   

 My partner focused on maintaining or improving the quality of our relationship       -0.80 

 My partner showed concern about my feelings       -0.78 

 My partner shared and discussed their feelings with me       -0.72 

 My partner was willing to let me have things my way       -0.48 

 Eigenvalue: 46.12 6.04 2.66 1.63 

 % of variance explained: 55.57 7.23 2.63 1.51 

Note. * Items are part of (sub)scales designed to measure control  
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APPENDIX C 

  

Pattern matrix for the perpetrated behavior scale 

 
 Item Factor 1 Factor 2 Factor 3 

 
    

 I broke one or more of my partner's bones 1.07 
  

 I harmed members of my partner's family or others close to them 1.02 
  

* I deliberately caused my partner legal trouble 1.00 
  

* I had my partner arrested 1.00 
  

 I ignored legal or court orders to stay away from my partner 0.98 
  

 I used a weapon or something like a weapon against my partner 0.96 
  

 I threatened to make false accusations to authorities (e.g., Police, Health organisations) about physical or sexual 

abuse my partner committed 

0.92 

  
 I slammed my partner or held them against a wall 0.92 

  
* I attempted to harm or kill myself 0.92 

  
 I ruined my partner's reputation at work or in the community 0.92 

  
 I made false accusations to authorities (e.g., Police, Health organisations) about physical or sexual abuse my 

partner committed 

0.91 
  

 I harassed my partner's family or friends in some way 0.91 
  

 I choked, strangled, or suffocated my partner 0.89 
  

* I threatened to harm myself 0.88 
  

* I deliberately caused my partner to lose their job 0.88 
  

* I threatened to commit suicide 0.88 
  

* I kept my partner from going to work 0.87 
  

* I threatened to hurt members of my partner's family or someone they care about 0.86 
  

 I threatened my partner with a weapon 0.85 
  

* I threatened to harm or kill my partner 0.84 
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* I tried to turn my partner's family, friends, and children against them 0.82 
  

 I kicked my partner 0.82 
  

 I hit or punched my partner 0.81 
  

* I tried to convince my partner's friends, family, or children that my partner was crazy 0.81 
  

 I demanded or insisted that my partner engage in sexual activities against their will 0.81 
  

 I physically forced my partner to engage in sexual activities against their will 0.81 
  

 I insisted my partner have sex in belittling or humiliating ways 0.76 
  

* I embarrassed, insulted, or threatened my partner on social media 0.74 
  

* I restricted my partner's use of the telephone 0.74 
  

 I denied my partner access to their family members or friends 0.73 
  

* I pressured my partner to have sex when they said 'No' 0.72 
  

* I threatened to post inappropriate photos of my partner on social media 0.71 
  

* I treated my partner like they were helpless or incapable 0.70 
  

 I deliberately broke or destroyed something that was important to my partner 0.69 
  

 I pushed or shoved my partner 0.66 
  

* I kept my partner from leaving the house 0.66 
  

* I limited my partner's access to transportation 0.65 
  

 I deliberately kept my partner from sleeping 0.63 
  

 I threatened to harm or damage things my partner cares about 0.62 
  

 I threatened to ruin my partner's reputation at work or in the community 0.61 
  

* I forbade my partner to go out without me 0.61 
  

 I slapped my partner 0.60 
  

* I threatened to disclose damaging or embarrassing information 0.58 
  

 I denied incidents of abuse 0.57 
  

 I insulted or shamed my partner in front of others 0.56 
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* I threatened to withhold money from my partner 0.53 
  

* I made important financial decisions without talking to my partner about them first 0.51 
  

* I deliberately made my partner feel sexually inadequate 0.48 
  

* I complained that my partner spent too much time with friends 0.48 
  

* I made my partner dependent on me for money 0.45 
  

 I hit or kicked a wall, door, or furniture in anger 0.45 
  

 I wanted to be left alone and/or to spend less time with my partner 
 

0.77 
 

 I tried to ignore things my partner did or said that irritated or upset me 
 

0.76 
 

* I deliberately ignored my partner 
 

0.72 
 

 I was critical or unpleasant toward my partner 
 

0.71 
 

 I withdrew from my partner and started doing my own thing 
 

0.71 
 

* I stomped out of the house or room during a disagreement with my partner 
 

0.57 
 

 I screamed or yelled at my partner 
 

0.53 
 

* I purposely withheld affection or sex 
 

0.48 
 

* I insisted on knowing where my partner went and who they spoke to when we were not together 
  

0.73 

* I checked my partner's social network page(s) to monitor them 
  

0.69 

* I accused my partner of being unfaithful or flirting with others 
  

0.67 

* I kept track of my partner's telephone/cell phone use 
  

0.64 

* I read my partner's personal mail or email without their consent 
  

0.64 

* I tried to provoke an argument 
  

0.52 

 I deliberately acted in a hurtful way towards my partner 
  

0.51 

 I told my partner they were lying or confused 
  

0.48 

 I criticized my partner's friends, family, or co-workers 
  

0.43 

 Eigenvalue: 45.24 3.00 1.41 

 % of variance explained: 65.93 3.94 1.55 

Note. * Items are part of (sub)scales designed to measure control
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APPENDIX D 

  

List of parcelled items included in the confirmatory factor analysis for the experienced and perpetrated models 

Experienced Behavior 

Item Latent Factor Parcel 

My partner deliberately broke or destroyed something that was important to me Eclectic Aggression EA1 

My partner demanded or insisted that I engage in sexual activities against my will Eclectic Aggression EA1 

My partner denied incidents of abuse Eclectic Aggression EA1 

My partner physically forced me to engage in sexual activities against my will Eclectic Aggression EA1 

My partner threatened to disclose damaging or embarrassing information Eclectic Aggression EA1 

My partner threatened to post inappropriate photos of me on social media Eclectic Aggression EA1 

My partner tried to turn my family, friends, and children against me Eclectic Aggression EA1 

My partner denied me access to my family members or friends Eclectic Aggression EA2 

My partner kept me from going to work Eclectic Aggression EA2 

My partner limited my access to transportation Eclectic Aggression EA2 

My partner restricted my use of the telephone Eclectic Aggression EA2 

My partner threatened to commit suicide Eclectic Aggression EA2 

My partner threatened to harm or damage things I care about Eclectic Aggression EA2 

My partner threatened to harm themselves Eclectic Aggression EA2 

My partner embarrassed, insulted, or threatened me on social media Eclectic Aggression EA3 

My partner kicked me Eclectic Aggression EA3 

My partner slapped me Eclectic Aggression EA3 
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My partner threatened to hurt members of my family or someone I care about Eclectic Aggression EA3 

My partner threatened to withhold money from me Eclectic Aggression EA3 

My partner tried to convince my friends, family, or children that I was crazy Eclectic Aggression EA3 

My partner ordered me around Direct Psychological Aggression DPA1 

My partner pouted or acted upset when they didn't get their way Direct Psychological Aggression DPA1 

My partner purposely withheld affection or sex Direct Psychological Aggression DPA1 

My partner screamed or yelled at me Direct Psychological Aggression DPA1 

My partner told me I was lying or confused Direct Psychological Aggression DPA1 

My partner wanted to be left alone and/or to spend less time with me Direct Psychological Aggression DPA1 

My partner withdrew from me and started doing their own thing Direct Psychological Aggression DPA1 

My partner blamed me for the problems in our relationship Direct Psychological Aggression DPA2 

My partner changed the subject on purpose when I was trying to discuss a problem Direct Psychological Aggression DPA2 

My partner deliberately acted in a hurtful way towards me Direct Psychological Aggression DPA2 

My partner deliberately ignored me Direct Psychological Aggression DPA2 

My partner threatened to leave the relationship Direct Psychological Aggression DPA2 

My partner treated me like I was stupid Direct Psychological Aggression DPA2 

My partner tried to ignore things I did or said that irritated or upset them Direct Psychological Aggression DPA2 

My partner criticized my friends, family, or co-workers Direct Psychological Aggression DPA3 

My partner stomped out of the house or room during a disagreement with me Direct Psychological Aggression DPA3 

My partner told me my feelings were irrational or crazy Direct Psychological Aggression DPA3 

My partner treated me like I was inferior to them Direct Psychological Aggression DPA3 

My partner tried to provoke an argument Direct Psychological Aggression DPA3 
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My partner was critical or unpleasant toward me Direct Psychological Aggression DPA3 

My partner called me or text messaged me constantly Monitoring Acts MA1 

My partner listened to my telephone conversations Monitoring Acts MA1 

My partner seemed to always be watching me Monitoring Acts MA1 

My partner accused me of being unfaithful or flirting with others Monitoring Acts MA2 

My partner kept track of my telephone/cell phone use Monitoring Acts MA2 

My partner read my personal mail or email without my consent Monitoring Acts MA2 

My partner checked my social network page(s) to monitor me Monitoring Acts MA3 

My partner insisted on knowing where I went and who I spoke to when we were 

not together 
Monitoring Acts MA3 

My partner tried to restrict my activities Monitoring Acts MA3 

My partner focused on maintaining or improving the quality of our relationship Prosocial Relationship Behavior PR1 

My partner showed concern about my feelings Prosocial Relationship Behavior PR1 

My partner shared and discussed their feelings with me Prosocial Relationship Behavior PR2 

My partner was willing to let me have things my way Prosocial Relationship Behavior PR3 

 

Perpetrated Behavior 

Item Latent Factor Parcel 

I deliberately broke or destroyed something that was important to my partner Eclectic Aggression EA1 

I demanded or insisted that my partner engage in sexual activities against their will Eclectic Aggression EA1 

I denied incidents of abuse Eclectic Aggression EA1 

I physically forced my partner to engage in sexual activities against their will Eclectic Aggression EA1 

I threatened to disclose damaging or embarrassing information Eclectic Aggression EA1 
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I threatened to post inappropriate photos of my partner on social media Eclectic Aggression EA1 

I tried to turn my partner's family, friends, and children against them Eclectic Aggression EA1 

I denied my partner access to their family members or friends Eclectic Aggression EA2 

I kept my partner from going to work Eclectic Aggression EA2 

I limited my partner's access to transportation Eclectic Aggression EA2 

I restricted my partner's use of the telephone Eclectic Aggression EA2 

I threatened to commit suicide Eclectic Aggression EA2 

I threatened to harm myself Eclectic Aggression EA2 

I threatened to harm or damage things my partner cares about Eclectic Aggression EA2 

I embarrassed, insulted, or threatened my partner on social media Eclectic Aggression EA3 

I kicked my partner Eclectic Aggression EA3 

I slapped my partner Eclectic Aggression EA3 

I threatened to hurt members of my partner's family or someone they care about Eclectic Aggression EA3 

I threatened to withhold money from my partner Eclectic Aggression EA3 

I tried to convince my partner's friends, family, or children that my partner was 

crazy 
Eclectic Aggression EA3 

I stomped out of the house or room during a disagreement with my partner Direct Psychological Aggression DPA1 

I tried to ignore things my partner did or said that irritated or upset me Direct Psychological Aggression DPA1 

I withdrew from my partner and started doing my own thing Direct Psychological Aggression DPA1 

I deliberately ignored my partner Direct Psychological Aggression DPA2 

I purposely withheld affection or sex Direct Psychological Aggression DPA2 

I was critical or unpleasant toward my partner Direct Psychological Aggression DPA2 

I screamed or yelled at my partner Direct Psychological Aggression DPA3 
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I wanted to be left alone and/or to spend less time with my partner Direct Psychological Aggression DPA3 

I accused my partner of being unfaithful or flirting with others Monitoring Acts MA1 

I criticized my partner's friends, family, or co-workers Monitoring Acts MA1 

I told my partner they were lying or confused Monitoring Acts MA1 

I checked my partner's social network page(s) to monitor them Monitoring Acts MA2 

I deliberately acted in a hurtful way towards my partner Monitoring Acts MA2 

I read my partner's personal mail or email without their consent Monitoring Acts MA2 

I insisted on knowing where my partner went and who they spoke to when we were 

not together 
Monitoring Acts MA3 

I kept track of my partner's telephone/cell phone use Monitoring Acts MA3 

I tried to provoke an argument Monitoring Acts MA3 
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APPENDIX E 

  

Standardised and unstandardised coefficients for the four-factor model (experienced behavior) 

Observed indicator Latent Factor β B S.E p 

EA1 Eclectic Aggression  .85 1.00  
 

EA2 Eclectic Aggression  .90 1.30 .06 < .001 

EA3 Eclectic Aggression  .77 .80 .04 < .001 

DPA1 Direct Psychological Aggression  .92 1.00   

DPA2 Direct Psychological Aggression  .95 1.20 .03 < .001 

DPA3 Direct Psychological Aggression  .95 1.14 .03 < .001 

MA1 Monitoring Acts .60 1.00   

MA2 Monitoring Acts .89 1.50 .11 < .001 

MA3 Monitoring Acts .90 1.78 .13 < .001 

PR1 Prosocial Relationship Behavior 1.08 1.00   

PR2 Prosocial Relationship Behavior .61 .56 .09 < .001 

PR3 Prosocial Relationship Behavior .31 .30 .06  < .001 
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APPENDIX F 

  

Standardised and unstandardised coefficients for the three-factor model (perpetrated behavior) 

Observed indicator Latent Factor β B S.E p 

EA1 Eclectic Aggression  .89 1.00  
 

EA2 Eclectic Aggression  .88 1.16 .05 < .001 

EA3 Eclectic Aggression  .76 .79 .04 < .001 

DPA1 Direct Psychological Aggression  .80 1.00   

DPA2 Direct Psychological Aggression  .89 1.40 .07 < .001 

DPA3 Direct Psychological Aggression  .78 1.04 .06 < .001 

MA1 Monitoring Acts .73 1.00   

MA2 Monitoring Acts .83 1.07 .07 < .001 

MA3 Monitoring Acts .77 .93 .06 < .001 
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APPENDIX G 

 

Factor correlations for the experienced behavior model  

 

Factor 
Eclectic 

Aggression 

Direct 

Psychological 

Aggression 

Monitoring 

Acts 

Prosocial 

Relationship 

Behavior 

Eclectic Aggression - - - - 

Direct Psychological 

Aggression 
.74 - - - 

Monitoring Acts .80 .85 - - 

Prosocial Relationship 

Behavior 
-.21 -.18 -.11 - 

     
 



202 

 

 

APPENDIX H 

 

Factor correlations for the perpetrated behavior model  

 

Factor 
Eclectic 

Aggression 

Direct 

Psychological 

Aggression 

Monitoring 

Acts 

Eclectic Aggression - - - 

Direct Psychological 

Aggression .47 - - 

Monitoring Acts .67 .79 - 

    
 



203 

 

 

APPENDIX I 

 

Factor loadings for the experienced behavior model 

  

Observed indicator Factor β 

EA1 Eclectic Aggression .85 

EA2 Eclectic Aggression .90 

EA3 Eclectic Aggression .77 

DPA1 Direct Psychological Aggression .92 

DPA2 Direct Psychological Aggression .95 

DPA3 Direct Psychological Aggression .95 

MA1 Monitoring Acts .60 

MA2 Monitoring Acts .89 

MA3 Monitoring Acts .90 

PR1 Prosocial Relationship Behavior 1.08 

PR2 Prosocial Relationship Behavior .61 

PR3 Prosocial Relationship Behavior .31 
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APPENDIX J 

 

Factor loadings for the perpetrated behavior model 

 

Observed indicator Factor β 

EA1 Eclectic Aggression  .89 

EA2 Eclectic Aggression  .88 

EA3 Eclectic Aggression  .76 

DPA1 Direct Psychological Aggression  .80 

DPA2 Direct Psychological Aggression  .89 

DPA3 Direct Psychological Aggression  .78 

MA1 Monitoring Acts .73 

MA2 Monitoring Acts .83 

MA3 Monitoring Acts .77 
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APPENDIX K 

Data Extraction Form 

Data to be extracted Study # 1 

Title Toward a typology of abusive women: Differences 

between partner-only and generally violent women in the 

use of violence 

Author/ Year Babcock, J. C.; Miller, S. A.; Siard, C. (2003) 

Study Design Cross sectional 

Sampling Method Non-random, convenience 

Sample 52 women engaged in treatment for IPA in Texas, USA. M 

age = 31.54, SD = 9.8. Comparison of partner-only (n = 26) 

and generally violent women (n = 26).  

Measures Used Reasons for Using Violence Scale: 11 items; 4-point Likert 

scale; alpha = .80. Developed based on clinical experience 

of one of the authors.  

Reasons for violence: Open ended question coded by 2 x 

coders  

General violence: Questionnaire modified from previous 

typology study of male batterers (Waltz et al., 2000). One 

binary question. Used to differentiate generally violent 

from partner only aggressors.  

IPA and self-defense: Physical (12 items) and 

psychological subscales (8 items) of the CTS2. A positive 

response to one of the physical items would elicit a follow-

up question asking how many times this was in self-

defense  

Statistical Analysis MANOVA, chi-square 

Results/ Findings Generally violent women more violent towards their 

partners in terms of both frequency and severity. No group 

differences in self-defense or victimisation. Generally 

violent women more likely to endorse the following 

motivations: “he was asking for it”, “lost control”, 

“frustrated”, “to push his buttons” 

Main Conclusions Generally violent women use more instrumental violence, 

to control their partners. They use a greater variety of 

aggressive acts and employ greater minimisation e.g., 

victim blaming.  

Strengths/ Weaknesses No scale development or psychometrics reported for 

Reasons for Using Violence Scale (except the alpha).  

Conflation of reasons with motivations. These words are 

used interchangeably in the text.  

Self -report. 

Small sample 

Definition of self-defense didn’t appear to be provided in 

measure.  

No definitions of IPA or motivations.  

Quality Assessment Score  48% 
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Data to be extracted Study # 2 

Title Gender differences in attributions of self-defense and 

control in inter-partner aggression 

Author/ Year Barnett, O. W.; Lee, C. Y.; Thelen, R. E. (1997) 

Study Design Cross sectional 

Sampling Method Non-random, convenience 

Sample 30 women either living in a shelter or from shelter out-

reach groups. 34 men from court mandated batterer 

programs. No information regarding how the participants 

were recruited. 

Measures Used Relationship Abuse Questionnaire (Barnett, 1989): Based 

on the CTS. 28 items; 4 subscales – verbal (4), 

psychological (7), threat (6), physical (10). Additional 

items on outcomes (4) and attributions for abuse (8).  

Statistical Analysis Repeated measures ANOVA, One-way ANOVA (post hoc) 

Results/ Findings No significant gender differences for frequency of abuse 

for the 4 violence categories. Significant main effect for 

attributions and significant interaction for gender x 

attributions. Post-hoc analyses showed males significantly 

higher on ‘show who was boss’ and ‘unaware of intention’ 

and females higher on ‘protecting self’.  

Main Conclusions Support for gender differences in outcomes and 

motivations for the use of violence.  

Strengths/ Weaknesses Small and non-representative sample  

Self-report 

Although piloted, the Relationship Abuse Questionnaire 

has not been validated.  

Quality Assessment Score  52% 

 

Data to be extracted Study # 3 

Title Do anger and jealousy mediate the relationship between 

adult attachment styles and intimate partner violence 

Author/ Year Belus, J. M.; Wanklyn, S. G.; Iverson, K. M; Pukay-

Martin, N. D.; Langhinrichsen-Rohling, J.; Monson, C. M. 

(2014) 

Study Design Cross sectional 

Sampling Method Randomly selected from a list of enrolled undergraduate 

students. Convenience sample.  

Sample N = 431 (125 males; 306 females) M age 21.25 years. 

94.6% identified as White.  

Measures Used IPA: Physical aggression subscale of CTS2 (12 items). 

Alphas in this study were .79 for females and .64 for males.  

Multidimensional Jealousy Scale (Pfeiffer & Wong, 1989): 

Emotional subscale (8 items). 5-point Likert scale.  High 

internal consistency (females = .85; males = .88) in this 

study and construct validity referenced.  

Multidimensional Anger Inventory (Siegel, 1986): 38 

items. 5-point Likert scale. Construct validity and test-
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retest reliability referenced. Alphas in this study were .87 

for females and .84 for males.  

Statistical Analysis Mediation  

Results/ Findings Anger mediated the relationship between all four 

attachment styles and IPA for females. Neither anger nor 

jealousy mediated the relationship between attachment and 

IPA in males.  

Main Conclusions Perpetration of IPA in young females is related to 

emotional states, specifically anger. This is not the case for 

young men.  

Strengths/ Weaknesses Sample was randomly selected; however, participants were 

not ethnically diverse, and no efforts were made to increase 

the representativeness of the sample.  

Emotions conflated with motivations for the use if IPA 

Quality Assessment Score  84% 

 

 

Data to be extracted Study # 4 

Title Why I hit him: Women's reasons for intimate partner 

violence 

Author/ Year Caldwell, J. E.; Swan, S. C.; Allen, C. T.; Sullivan, T. P.; 

Snow, D. L. (2009) 

Study Design Cross sectional 

Sampling Method Non-random, convenience 

Sample 412 females who have perpetrated IPA against a male 

partner. Community sample recruited through brochures/ 

posters. Screened via telephone to ensure they met study 

criteria. Ethnically diverse. 

Measures Used Motives and Reasons for IPV Scale: Developed for this 

study using EFA. 5 factors found – expression of negative 

emotions (5 items; α = .86), self-defense (5 items; α = .86), 

control (6 items; α = .78), jealousy (2 items; α = .73), tough 

guise (8 items; α = .82).  

Physical aggression: CTS2 physical subscale (12 items). 

Alpha in the current study was .87. 

Psychological aggression: CTS2 psychological subscale (8 

items) and the emotional/ verbal abuse subscale of the 

Psychological Maltreatment of Women Inventory (Tolman, 

1989; 13 items). Alpha in the current study for the 

combined measure was .76. 

Statistical Analysis EFA, C/EFA, t-tests, hierarchical regression, polynomial 

regression, ANCOVA.  

Results/ Findings Most frequently endorsed motives related to the expression 

of negative emotions. Motives in the control factor related 

to both attempts to control their partner and resisting their 

partner’s attempts to control them. Self-defense and 

jealousy also important motives for the women in this 

study.  
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Main Conclusions Women endorsed both instrumental and defensive motives 

for perpetrating IPA. 

Strengths/ Weaknesses Use of EFA and C/EFA to develop measure. Ethnically 

diverse sample.  

Two of the items in the self-defense factor do not tap into 

this construct well (e.g., because he became abusive when 

he drank). 

Quality Assessment Score  87% 

 

 

Data to be extracted Study # 5 

Title Aggression in British heterosexual relationships: A 

descriptive analysis 

Author/ Year Carrado, M.; George, M. J.; Loxam, E.; Jones, L.; Templar, 

D. (1996) 

Study Design Cross sectional 

Sampling Method Non-random.  

Sample 1978 heterosexual adults in UK. Sampling quotas used to 

ensure sample was representative of the adult population of 

the UK as determined by the most recent census (1996; 

age, sex, SES, relationship status, geographical region). 

106 women and 85 men (N = 191) reported perpetrating 

and their reasons for perpetrating IPA.  

Measures Used IPA: 5 items based on the CTS.  

Motives: 8 items excluding ‘other’, ‘I don’t know’.  

Statistical Analysis No mention of analysis conducted 

Results/ Findings The main reasons endorsed for the use of IPA for males 

and females was to get through to their partner and 

retaliation for verbal abuse. Percentages only. Some group 

comparisons made, but only p values reported in text. 

Main Conclusions The findings regarding self-defense are contradictory to 

other UK studies – women in this study did not endorse 

this with any frequency. The authors attributed this to 

married men withdrawing from confrontation, resulting in 

an escalation in aggression from their female partner 

(reference 2 x studies).  

Strengths/ Weaknesses Large, representative sample 

Measures used have not been validated. No psychometric 

information was provided about them.  

Although they made group comparisons by sex, 

relationship status and SES, no mention of the type of 

analysis conducted was mentioned.  

Group comparisons were not made on the reasons for IPA.  

The self-defense item was poorly worded and may have 

contributed to the low frequency with which it was 

endorsed as a reason for IPA (“I thought he/ she was about 

to use a physical action against me”).  

Quality Assessment Score  37% 
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Data to be extracted Study # 6 

Title The meanings and motives for women’s use of violence in 

Canadian college dating relationships: Results from a 

national survey 

Author/ Year DeKeseredy, W. S.; Saunders, D. G.; Schwartz, M. D.; 

Alvi, S. (1997) 

Study Design Cross sectional 

Sampling Method Non-random, convenience 

Sample 1835 female, college students. Median age 20 years. 

Survey questions related to heterosexual, dating 

relationships. 1061 had engaged in IPA 

Measures Used IPA: Physical subscale of the CTS (slightly modified; 9 

items). Motives: 3 x questions based on Saunders (1986). 

These questions asked the primary motivation for 

perpetrating IPA; self-defense; trying to fight back; 

initiated the aggression.  

No psychometric information regarding the measures used 

or alphas provided for this study.  

Statistical Analysis ANOVA, chi-square (post hoc) 

Results/ Findings 1% difference between the percentage of women using 

minor violence for self-defense or initiating the attack. 

0.2% between the percentage of women using severe 

violence for self-defense or initiating the attack. The most 

common motive for both minor and severe violence was 

fighting back.  

Main Conclusions Much of the violence perpetrated by this sample was in 

self-defense. The majority of women did not initiate 

attacks.   

Strengths/ Weaknesses Self-defense well defined.  

Fighting back not well defined. It is unclear how this item 

differs from self-defense, and whether it is restricted to 

retaliation to a physical attack.  

CTS is a well validated measure. 

Lack of psychometric information. 

Large sample size 

Authors focus heavily on self-defense in the discussion 

section. However, fighting back is a more frequently 

endorsed motive.  

Quality Assessment Score  50% 

 

 

Data to be extracted Study # 7 

Title Motivations for intimate partner violence in men and 

women arrested for domestic violence and court referred to 

batterer intervention programs 



210 

 

 

Author/ Year Elmquist, J.; Hamel, J.; Shorey, R. C.; Labrecque, L.; 

Ninnemann, A.; Stuart, G. L. (2014) 

Study Design Cross sectional 

Sampling Method Non-random, convenience 

Sample 90 men (M age = 40.30) and 87 women (N = 177) arrested 

for IPA and referred to intervention programmes.  

Measures Used Reasons for Violence Scale (Stuart et al., 2006): 29 items. 

Authors coded these into 7 categories as proposed by 

Langhinrichsen-Rohling et al. (2012). No psychometrics 

reported.  

CTS2: Physical subscale: 12 items; α = .97 for males and α 

= .95 for females. Psychological subscale: 8 items; α = .84 

for males and α = .79 for females. No other psychometric 

information reported, except to state that the CTS2 has 

good reliability and validity.  

Statistical Analysis t-tests 

Results/ Findings Most frequently endorsed motives for males and females 

were self-defense, expression of negative emotions, and 

communication difficulties. No significant gender 

differences in the motives for the use of physical 

aggression reported, with the exceptions of expression of 

negative emotions and retaliation (women higher).  

Main Conclusions Men and women endorse multiple motives for their use of 

violence. These may be context specific. Women in 

treatment programmes for IPA may have elevated 

personality traits associated with emotional regulation 

difficulties. As there was no significant gender difference 

on 5 of the 7 motives, gender-neutral treatment 

programmes are suggested. Treatment programmes should 

target those motives most frequently endorsed.  

Strengths/ Weaknesses Validity of measure used 

Lack of social desirability measure 

Some data for females is not reported and the reader is 

directed to another study.  

No details regarding the coding of the items into the 7 

categories e.g., no inter-rater reliability score 

Quality Assessment Score  56% 

 

 

Data to be extracted Study # 8 

Title Physical and psychological aggression in dating 

relationships of Spanish adolescents: Motives and 

consequences 

Author/ Year Fernandez-Fuertes, A. A.; Fuertes, A. (2010) 

Study Design Cross sectional 

Sampling Method Non-random, convenience 
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Sample 567 male (n = 236) and female (n = 331) Spanish high 

school students (15-19 years). M age = 16.6 years. Survey 

related to heterosexual relationships.  

Measures Used Conflict in Adolescent Dating Relationships Inventory 

(CADRI; Spanish Version; Fernández-Fuertes, Fuertes, & 

Pulido, 2006): 5 items measure verbal-emotional 

aggression; α = .78, and 2 items measure physical 

aggression; α = .74. 4-point Likert scale.  

Motives that cause arguments: Developed for this study 

using EFA – 3 factor solution: Dissatisfaction with partner 

(4 items; α = .70), relationship decline (4 items; α = .68), 

jealousy (3 items; α = .71).  

Statistical Analysis EFA, correlation 

Results/ Findings Dissatisfaction with partner the most frequently reported 

motive for males and females, followed by relationship 

decline, and then jealousy. There was no significant gender 

difference for dissatisfaction with partner or for jealousy. 

Relationship decline was reported as a motive for 

arguments more frequently by males, although the effect 

size was small (.02) 

Main Conclusions Dissatisfaction with one’s partner seemed to be the most 

commonly noted motive for arguments between partners, 

but jealousy was more central in explaining how often 

aggressive acts were perpetrated 

Strengths/ Weaknesses Small number of items in each factor 

None of the factors are motives, and neither a list of the 

items, nor the pattern matrix was provided. No information 

provided as to where the items were taken from or what 

theory they might be informed by. 

Quality Assessment Score  65% 

 

 

Data to be extracted Study # 9 

Title College women who initiate assaults on their male partners 

and the reasons offered for such behavior 

Author/ Year Fiebert, M.; Gonzalez, D. (1997) 

Study Design Cross sectional 

Sampling Method Non-random, convenience 

Sample 978 female college students in the US. 285 had engaged in 

physical IPA.  

Measures Used Domestic Behaviour and Analysis Form: This form 

consisted of 5 questions relating to physical aggression, 5 

questions relating to immediate reasons for initiating 

aggression, 10 questions relating to beliefs about the use of 

women’s aggression towards men, which the authors 

referred to as “deeper reasons”. This measure was not 

piloted and no details regarding the source of the items or 

psychometrics were provided.  
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Statistical Analysis ANOVA, chi-square (post hoc). 

Results/ Findings The most frequently endorsed reasons: partner not sensitive 

to needs, gain partner’s attention, partner not listening to 

me, partner being verbally abusive, did not believe my 

actions would hurt my partner. There appears to be little 

difference in the frequency with which these were 

endorsed (46-38%), but this was never statistically tested.  

Main Conclusions The motives related to trying to engage their partner’s 

attention, particularly emotionally.  

Strengths/ Weaknesses Motives are conflated with reasons and beliefs 

Small number of items and a lack of diversity in the 

immediate reasons for initiating aggression 

Measure used lacks reliability and validity  

Quality Assessment Score  28% 

 

 

Data to be extracted Study # 10 

Title Sex differences in motivations and effects in dating 

violence 

Author/ Year Follingstad, D. R.; Wright, S; Lloyd, S; Sebastian, J. A 

(1991) 

Study Design Cross sectional 

Sampling Method Non-random, convenience 

Sample 495 US college students (207 males and 288 females). M 

age = females - 20.2 years; males - 20.6 years. 115 had 

engaged in IPA (24 males and 59 females) 

Measures Used CTS – Physical aggression subscale: 9 items; α = .83 (cited 

Straus, 1979). Likert scale. 

Motivations and Effects Questionnaire: Developed for this 

study. 13 motivation items. Choose the strongest 

motivation for the use of aggression.  

Statistical Analysis Chi-square 

Results/ Findings Significant gender differences were found for 5 of the 13 

motivations – Females more frequently reported the use of 

force in retaliation for emotional hurt, to show anger, and 

to get control. Males more frequently reported the use of 

force in retaliation for being hit first and because of 

jealousy.  

The most frequently endorsed motivations by perpetrators 

were (in order): wanting to show anger, retaliating for 

emotional hurt, expressing jealousy, not knowing how to 

express themselves verbally, retaliating for being hit, 

needing to protect themselves (i.e., self- defence), wanting 

to get control. 

Main Conclusions Due to the number of sex differences in motivations, 

gender specific interventions may be more effective. As the 

findings regarding control and self-defense were 
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inconsistent with previous literature, more research is 

required.  

Strengths/ Weaknesses Motivations and Effects Questionnaire not previously 

validated or piloted. No information provided as to the 

source of the items.  

Self-defense item requires greater clarity (what are 

respondents protecting themselves from) 

Quality Assessment Score  44% 

 

 

Data to be extracted Study # 11 

Title The intended function of domestic violence is different for 

arrested male and female perpetrators 

Author/ Year Hamberger, L. (1994) 

Study Design Cross sectional 

Sampling Method Non-random, convenience 

Sample 294 individuals court-referred to IPA treatment 

programmes (75 women and 219 men). No additional 

information regarding ethnicity etc. provided. 

Measures Used CTS: Not clear whether the entire CTS was administered, 

or just the questions relating to physical force, which the 

study is interested in.  

Motivation was assessed with one question: “What is the 

function, purpose or payoff of your violence?” 

Statistical Analysis PCA 

Results/ Findings N/A 

Main Conclusions N/A 

Strengths/ Weaknesses N/A 

Quality Assessment Score  The study involved collecting participants motivations for 

their use of IPA to conduct a principal components 

analysis. No further analysis was conducted. Therefore, 

this study had to be excluded from further analysis.  

 

 

Data to be extracted Study # 12 

Title Abused women or abused men? An examination of the 

context and outcomes of dating violence 

Author/ Year Harned, M. S. (2001) 

Study Design Cross sectional 

Sampling Method Random, convenience 

Sample 874 US college students (489 women and 385 men). 

Response rate reported (38%). Sample ethnically 

representative of the university. M age = 21.3 years. 134 

had engaged in IPA (92 women and 42 men).  
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Measures Used CTS2 – Physical aggression subscale: 12 items. 

Demonstrated construct validity in student sample and α = 

.86 (Straus et al., 1996).  

Motivations and Effects Questionnaire (Follingstad et al., 

1991): 12 item version. Used a 6-point Likert scale.  

Statistical Analysis Exploratory PCA with varimax rotation: 2 factors: anger/ 

jealousy (4 items; α = .78 for females and α = .72 for 

males) and self-defense (2 items; α = .68 for females and α 

= .86 for males). The remaining 6 items did not reliably 

load onto components for both males and females and so 

were treated as single items. These items were: Inability to 

express self verbally, to feel more powerful, to get control 

over the person, to prove love, because it was sexually 

arousing, to get attention.  

t-tests.  

Results/ Findings Females were significantly higher on anger/ jealousy. No 

other significant gender differences. For both sexes, anger/ 

jealousy, self-defense and an inability to express self 

verbally were the top three most frequently endorsed 

motives.  

Main Conclusions Self-defense equally endorsed by males and females, 

contrary to the hypothesis and previous research.   

Strengths/ Weaknesses Survey piloted 

Sample representative of the population 

Combining of male and female data in PCA – these should 

have been done separately and then subjected to invariance 

testing.  

No measure of social desirability used.  

The self-defense factor is comprised of two items, one of 

which relates to retaliation.  

Quality Assessment Score  70% 

 

 

Data to be extracted Study # 13 

Title Females' reasons for their physical aggression in dating 

relationships. 

Author/ Year Hettrich, E. L.; O'Leary, K. D. (2007) 

Study Design Cross sectional 

Sampling Method Non-random, convenience 

Sample 127 US college women. Response rate reported. Ethnically 

diverse sample. M age at time of relationship = 18.97 

years.  

Measures Used Modified CTS (Straus & Gelles, 1990): 20 items (self and 

partner and verbal and physical). 5-point Likert scale. No 

additional of psychometric information provided.  

Reasons for Aggression Scale: 1 x open ended question 

and 12 x reasons based on Follingstad et al. (1991), Kelley 
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(1995), and Harned (2001). 5-point Likert scale. No 

psychometric information provided.  

Statistical Analysis Descriptive data only 

Results/ Findings Most frequently cited reasons for perpetration were anger, 

partner lied, poor communication, temper, embarrassed, 

jealousy. Most frequently cited reasons that were “not a 

cause” were partner forced sex, prevent partner from 

committing an illegal act, drugs/ alcohol, self-defense. 

Agreement between open and closed ended questions in 

top three reasons reported.  

Main Conclusions Motives related to emotional responses as opposed to self-

defense. The primary reasons for engaging in IPA were 

anger and communication difficulties. 

Strengths/ Weaknesses No psychometric information provided 

No discussion of analysis conducted. 

Quality Assessment Score  39% 

 

 

Data to be extracted Study # 14 

Title Motives for physical dating violence among college 

students: A gendered analysis 

Author/ Year Kelley, E. L; Edwards, K. M.; Dardis, C. M.; Gidycz, C. A. 

(2015) 

Study Design Cross sectional 

Sampling Method Non-random, convenience 

Sample 221 US college students (89 males and 132 females). M 

age = 19.00 years. Ethnically homogenous sample, 

although this is likely to be representative of the university 

population.  

Measures Used CTS2 – physical aggression subscale: 12 items. Construct 

validity mentioned. No alphas reported for this study.  

Motives and Reasons for IPV scale (Caldwell, Swan, 

Allen, Sullivan, & Snow, 2009): 19 items. 4-point Likert 

scale. 3 factors: emotional expression/ dysregulation (9 

items, α = .89), control/ tough guise (6 items, α = .80), self-

defense (4 items, α = .83). 

Statistical Analysis EFA (oblique rotation), correlations, linear regression 

Results/ Findings No significant sex differences for self-defense. Females 

reported emotional expression/ dysregulation as a motive 

with a greater frequency (sig). Males more frequently 

reported control/ tough guise as a motive (not sig). Greater 

frequency of IPA was associated with control/ tough guise 

for males and females.  

Main Conclusions Treatment programmes for IPA should be gender-specific 

Strengths/ Weaknesses Theoretically based study – Social Learning Theory 

Conducted an EFA as the Motives and Reasons for IPV 

scale had not previously been used with a student sample.  

Quality Assessment Score  81% 
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Data to be extracted Study # 15 

Title Exerting power or striking back: A gendered comparison 

of motivations for domestic violence perpetration 

Author/ Year Kernsmith, P. (2005) 

Study Design Cross sectional 

Sampling Method Non-random, convenience 

Sample 125 individuals court-referred to IPA treatment 

programmes (59 women and 66 men). M age = 34 years.  

Measures Used Motivations and Effects Questionnaire (Follingstad et al., 

1991): 16 items. 5-point Likert scale. No other information 

provided.  

Statistical Analysis “Factor analysis”, t-tests 

Results/ Findings Retaliation for emotional hurt was the most frequently 

cited motivation for males and females.  

Main Conclusions This study investigated whether power and control were 

motivations for female perpetrated IPA. However, revenge 

and retaliation were primary motivations for women. 

Therefore, treatment programmes, which are based on 

power and control may not be appropriate for them.  

Strengths/ Weaknesses Statistical analysis in this study is very poor – A factor 

analysis was conducted, but there is no mention of what 

type, no discussion of eigenvalues, factor loadings, cut-off 

points, scree plots. There is no pattern matrix. In addition, 

there is no mention of the types of the other analysis 

conducted e.g., t-test, correlation, just the reporting of the 

results.  

Quality Assessment Score  33% 

 

 

Data to be extracted Study # 16 

Title Physical and emotional abuse in romantic relationships: 

Motivation for perpetration among college women 

Author/ Year Leisring, P. A. (2013) 

Study Design Cross sectional 

Sampling Method Non-random, convenience 

Sample 348 US college women. M age = 18.8 years. 125 had 

engaged in physical IPA. Sample was not ethnically 

diverse. 

Measures Used CTS2 – physical aggression subscale: 12 items. α = .72 for 

this study. 

Modified version of Motivations and Effects Questionnaire 

(Follingstad et al., 1991): 15 items. No psychometric 

information reported.  

Statistical Analysis Chi-square 

Results/ Findings Anger, retaliation for emotional hurt and stress were the 

three most frequently endorsed motives for women 

perpetrating minor physical IPA. Anger, retaliation for 

emotional hurt and an inability to express self verbally 
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were the three most frequently endorsed motives for 

women perpetrating severe physical IPA.  

Main Conclusions As anger is the main motivator for both minor and severe 

IPA it is an important treatment target. Other treatment 

targets include emotional regulation and stress 

management skills.  

The clear definition of self-defense may have attributed to 

the low rates of endorsement in this study.  

Strengths/ Weaknesses Self-defense item based on the legal definition 

Quality Assessment Score  57% 

 

 

Data to be extracted Study # 17 

Title Gender differences in courtship violence victimization 

Author/ Year Makepeace, J. M. (1986) 

Study Design Cross sectional 

Sampling Method Non-random, convenience 

Sample 2338 US college students (1278 females and 1060 males). 

M age = 21.5 years. No details of the ethnic composition of 

the sample provided. 391 had engaged in physical IPA 

(264 females and 127 males) and their data was used in the 

analysis for motives.  

Measures Used IPA measure designed for this study which asked about the 

frequency, type, first and worst incident. Violence items 

based on CTS. No psychometric information provided. No 

mention of motives in the description of this measure, 

therefore no information regarding the source of the 

motives items. 7 motives were measured (including 

‘other’), although these were only listed in one of the tables 

in the results section.  

Statistical Analysis Z test for differences in proportions 

Results/ Findings Uncontrollable anger, intimidate and self-defense were the 

three most frequently endorsed motives for men 

perpetrating physical IPA. Self-defense, uncontrollable 

anger and retaliate were the three most frequently endorsed 

motives for women perpetrating physical IPA. 

Significant gender differences were found for self-defense, 

to harm (females higher), and intimidate (males higher).  

Main Conclusions Female violence is self-defensive; male violence is 

culpability reducing.   

Strengths/ Weaknesses Measure had not been validated or piloted 

Items used in motives scale were too brief and not defined 

e.g., self-defense, retaliate. 

Lack of detail regarding analyses conducted 

Quality Assessment Score  27% 
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Data to be extracted Study # 18 

Title Why did she do it? College women's motives for intimate 

partner violence perpetration 

Author/ Year Neal, A. M.; Dixon, K. J.; Edwards, K. M.; Gidycz, C. A. 

(2015) 

Study Design Cross sectional 

Sampling Method Non-random, convenience 

Sample 484 US college women. M age = 18.7 years. 

Predominantly white sample.  

Measures Used CTS2 used to measure IPA 

Modified version of the Motivations and Effects 

Questionnaire (Follingstad et al., 1991): 11 items.  

No psychometric information provided for either measure.  

Statistical Analysis Chi-square 

Results/ Findings Anger, retaliation (for being hit first or for emotion hurt) 

and an inability to express themselves verbally were the 

three most frequently endorsed motives for women 

perpetrating physical and psychological IPA. There were 

significant differences in the frequency of motivation by 

type of IPA: Inability to express themselves verbally, loss 

of control, and retaliation were endorsed more frequently 

by those engaging in physical IPA; Desire to get attention 

and power and control were endorsed more frequently by 

those engaging in psychological IPA.  

Main Conclusions Women’s motivations for physical and psychological IPA 

different to those for sexual IPA. This has implications for 

treatment.  

Strengths/ Weaknesses The retaliation item was comprised of both physical and 

emotional elements, which may have affected the results.   

Quality Assessment Score  78% 

 

 

Data to be extracted Study # 19 

Title Personality and situational correlates of self-reported 

reasons for intimate partner violence among women versus 

men referred for batterers' intervention 

Author/ Year Ross, J. M. (2011) 

Study Design Cross sectional 

Sampling Method Non-random, convenience 

Sample 86 (30 women and 56 men) people referred to treatment for 

IPA.  M age = 30 years. Ethnic composition of sample 

reported, however, no indication as to whether this is 

representative of the population/ community.  

Measures Used CTS2 – physical aggression subscale: 12 items. Reliability 

for this subscale for the current study α = .78.  

Reasons for Violence (RFV) Scale (Stuart, Moore, Gordon, 

Hellmuth, Ramsey, & Kahler, 2006): 29 items. PCA 

conducted, which yielded 4 factors: dominate-punish (a= 
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0.92), emotion dysregulation (a = 0.89), retaliation (a = 

0.86), and defence 

(a = 0.82) 

Statistical Analysis PCA, t-test 

Results/ Findings Defence, retaliation, and emotion dysregulation were the 

three most frequently endorsed motives for women 

perpetrating IPA. Retaliation, emotion dysregulation, and 

defence were the three most frequently endorsed motives 

for men perpetrating IPA. 

Women were significantly endorsed defence as a motive 

more frequently than men. No other significant differences.  

Main Conclusions The same top three reasons for IPV were endorsed by 

women and men. Dominate-punish was the least endorsed 

reason for both males and females, although was endorsed 

at a (non-sig) higher rate by females.  

Strengths/ Weaknesses Greater detail regarding the PCA should have been 

provided.  

Quality Assessment Score  52% 

 

 

Data to be extracted Study # 20 

Title When battered women use violence: Husband abuse or 

self-defense? 

Author/ Year Saunders, D. G. (1986) 

Study Design Cross sectional 

Sampling Method Non-random, convenience 

Sample 52 women from refuges/ help-seeking organisations in the 

US. No mean age reported. Ethnic composition of sample 

not reported.  

Measures Used CTS: Verbal and physical subscales were administered, but 

only the physical aggression subscale was used for analysis 

(9 items). The reliability and validity of this scale is 

mentioned, although no psychometric information is 

reported.  

Motives: Following the minor and severe scales of the 

CTS, the following questions were asked to assess motive: 

(a) "What percentage of these times do you estimate that 

you acted in self-defense, that is, protecting yourself from 

immediate physical harm?"; (b) "What percentage of these 

times were you trying to 

fight back?"; and (c) "What percentage of these times did 

you assault your partner before he actually attacked you, or 

threatened you with a weapon?"  

Marlowe-Crowne Social Desirability Scale (Crown & 

Marlowe, 1964): 18 items. Concurrent validity discussed.  

Statistical Analysis Correlation 

Results/ Findings Self-defense and fighting back are positively and 

significantly correlated for minor and severe aggression. 
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Self-defense and initiating an attack are negatively, but not 

significantly, correlated for minor and severe aggression. 

Fighting back and initiating an attack are negatively, but 

not significantly, correlated for minor and severe 

aggression. 

Main Conclusions The most frequently cited motive was self-defense. The 

concepts of self-defense and fighting back were conflated 

in this sample.  

Strengths/ Weaknesses Motive measure not validated or piloted prior to use in the 

study 

Self-defense item based on the legal definition 

Use of social desirability scale 

Limited number of motives assessed 

“Fight back” was not defined. This may have led to the 

women associating this item with self-defense, as opposed 

to tapping into retaliation/ revenge as was intended by the 

author.  

Quality Assessment Score  44% 

 

 

Data to be extracted Study # 21 

Title Motivations for self-defensive aggression in dating 

relationships 

Author/ Year Shorey, R. C.; Meltzer, C.; Cornelius, T. L. (2010) 

Study Design Cross sectional 

Sampling Method Non-random, convenience 

Sample 193 US college students. M age = 18.73. The sample was > 

90% white. 60 people had engaged in physical aggression 

and were used in the analysis of motives (14 males and 46 

females).  

Measures Used CTS2 – physical, psychological aggression subscales: 

Internal consistency and construct and discriminate validity 

noted.  

Reasons for Violence Scale (RVS: Stuart et al, 2006): 29 

items. α = .93. 

Statistical Analysis Mann-Whitney U tests 

Results/ Findings To get partners attention, jealousy, and because it was 

sexually arousing were the three most frequently endorsed 

motives for men perpetrating IPA. Because it was sexually 

arousing, retaliation for emotional hurt, and to get partners 

attention were the three most frequently endorsed motives 

for women perpetrating IPA. No significant gender 

differences were found.  

Main Conclusions Common motivations for males and females related to 

emotional dysregulation and communication difficulties, 

indicating an inability to resolve relationship conflict non-

violently.   

Strengths/ Weaknesses Small sample size  
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The authors designed a measure of self-defense. However, 

none of the items were based on the legal definition. This 

measure was not piloted prior to use in the study or subject 

to scale development.  

Quality Assessment Score  69% 

 

 

Data to be extracted Study # 22 

Title Reasons for intimate partner violence perpetration among 

arrested women 

Author/ Year Stuart, G. L.; Moore, T. M.; Gordon, K. C.; Hellmuth, J. 

C.; Ramsey, S. E.; Kahler, C. W. (2006) 

Study Design Cross sectional 

Sampling Method Non-random, convenience 

Sample 87 women referred to treatment for IPA. M age = 31.2 

years. Ethnic composition predominantly white (76%). 

Response rate reported.  

Measures Used CTS2: Reliability and validity mentioned. No 

psychometric information available.  

Reasons for Violence Scale: Developed for this study on 

the basis of a literature review. 29 items. Multiple items 

could be endorsed for one act.  

Statistical Analysis Descriptive data only 

Results/ Findings The most frequent reasons for perpetration were to show 

anger, because your partner provoked you or pushed you 

over the edge, and self-defense.  

Main Conclusions Self-defense was among one of the most common reasons 

for IPA perpetration 

Strengths/ Weaknesses One of the hypotheses relate to the use of violence in self-

defense. This seems to have clouded the way in which the 

findings of the study have been reported and appears 

intentionally misleading. In listing and discussing the most 

common motivations, self-defense is always listed first – in 

the abstract, results (text and in the table), and discussion, 

despite it being the third most frequently reported motive. 

This is suggestive of outcome reporting bias.  

t-tests were conducted to test a second hypothesis, and 

although not relevant to the research question of this 

review, it is worth noting that the authors did not take into 

account the skewness of the data when conducting this 

analysis.  

Measure developed for this study, but no scale 

development done. Items were based on a literature review.  

Quality Assessment Score  58% 
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Data to be extracted Study # 23 

Title Behavioural and psychological differences among abused 

women who use violence in intimate relationships 

Author/ Year Swan, S. C.; Snow, D. L. (2003) 

Study Design Cross sectional 

Sampling Method Non-random, convenience 

Sample 95 women referred to treatment for IPA. Sample was 

predominantly African American (77%). Percentages 

within age brackets reported, rather than mean age.  

Measures Used CTS2 – physical aggression subscale: 8 items – 4 minor 

and 4 severe. Reliability and validity mentioned. Α = .84 in 

current study.  

Motivations for Violence scale (Swan & Gill, 1998): 

Developed for this study. 4-point Likert scale. The scale 

measured 3 motives for the use of violence: In self-defense 

(2 items, α = .78), for control (1 item), to get even (1 item).  

Statistical Analysis MANOVA, ANOVA (post-hoc) 

Results/ Findings The most commonly reported motive was self-defense, 

followed by get even, control. Victim reported the use of 

self-defense more frequently, but this was only significant 

in relation to the Mixed-Female Coercive type. The 

Abused Aggressor type endorsed control as a motive 

significantly more than the other groups. The Abused 

Aggressor type endorsed get even as a motive significantly 

more than the Mixed-Female Coercive type and Victim 

type.  

Main Conclusions Self-defense was the common motive, with 75% endorsing 

this motive.  

Strengths/ Weaknesses Small number of items in motivations scale. 

Measure of motivations not piloted of validated 

Small number of women in each group/ type.  

Quality Assessment Score  56% 

 

 

 

 

Data to be extracted Study # 24 

Title Motivations and justifications for partner aggression in a 

sample of African American college women 

Author/ Year Walley-Jean, J. C.; Swan, S. (2009) 

Study Design Cross sectional 

Sampling Method Non-random, convenience 

Sample 82 African American college students. M age = 20.13 

years. 42 women had perpetrated physical IPA and so were 

included in the analysis related to motives.  

Measures Used CTS2 – physical aggression subscale: (12 items, α = .70). 

Internal consistency and construct and discriminant validity 

mentioned.  

Motivations and Effects Questionnaire (MEQ: Follingstad 

et al., 1991): 13 items. PCA to investigate factor structure. 
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Four factors: Expression of negative emotions (4 items), 

aggression as response (4 items), communication (3 items), 

expression of positive emotions (2 items). Internal 

consistencies not reported.  

Statistical Analysis PCA (varimax rotation), multiple regression 

Results/ Findings The most frequently endorsed motives were to show anger, 

the inability to express self verbally, and (equally) in 

retaliation for emotional hurt and to get attention.  

Main Conclusions Women in this sample used violence as a means of 

communicating or expressing negative emotions 

Strengths/ Weaknesses Sample size is too small to conduct a PCA.  

EFA should have been conducted as opposed to a PCA 

Low number of items in the individual factors. 

Incorrect (orthogonal) rotation method used in PCA.  

Quality Assessment Score  52% 
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APPENDIX L  

Quality Assessment Form 

Study 1 - Title: Toward a typology of abusive women: Differences between 

partner-only and generally violent women in the use of violence 

Author (Year): Babcock, J. C., Miller, S. A., & Siard, C. (2003) 

Sampling:  

Questions Description Score Comments 

Was the sampling 

strategy appropriate to 

address the research 

question/s? 

Why was this group 

targeted? 

Were the participants 

representative of the 

target population? 

 

Good = 3 = Details (age/ 

gender/ ethnicity /context) of 

who was studied and how 

they were recruited. 

Rationale for studying this 

population. Response rates 

shown and explained (why 

certain individuals chose not 

to participate, and any 

attempts to achieve a sample 

that represents the target 

population).  

2.5 It is noted in the 

limitations that the 

sample may not be 

representative of the 

population. No attempts 

were made to achieve 

this.  

Fair = 2 = Most information 

given, but some missing. 

Poor = 1 = Sampling 

mentioned but few 

descriptive details.  

Very Poor = 0 = No details 

of sample.  

Reporting of power or a 

priori power analysis 

conducted? 

Does the study have ≥ 

80% power to detect an 

effect at r = .20? 

Good = 3 = Two of the above 

(State in comments). 

0 No reporting of power 

or a priori power 

analysis conducted. 

This was not able to be 

determined as 

insufficient information 

was supplied for a 

MANOVA e.g., 

correlation between 

repeated measures.  

Poor = 1.5 = Only one of the 

above (State in comments). 

Very Poor = 0 = None of the 

above 

Method:  

Questions Description Score Comments 

Has IPA been clearly 

defined? 

Have motivations been 

clearly defined? 

 

Good = 3 = Clear description 

of both IPA and motivations.  

 

0 Neither IPA nor 

motivations were 

defined 

Fair = 2 = Clear description 

of one variable, but 

inadequate description of the 

other. 
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Poor = 1 = Inadequate 

descriptions of both 

variables.   

Very Poor = 0 = No 

description of either variable. 

Are the measurements 

used appropriate? 

Good = 3 = Validated and 

reliability tested measures of 

the outcome are used, or 

measures are pre-tested prior 

to data collection. 

1 The only measure that 

has been validated in the 

CTS2. The Reasons for 

Violence Scale has not 

been properly developed 

nor piloted prior to the 

study. The inter-rater 

reliability for this scale 

seems overly high 

86.5%.  

Although there was a 

question specifically 

relating to self-defense, 

this was not clearly or 

consistently defined.  

Fair = 2 = Appropriate 

measures have been used but 

have not been described well.  

Poor = 1 = Measures used are 

inappropriate/ failure to 

report validity and reliability 

of measures. 

Very Poor = 0 = No mention 

of measures used. 

Data Analysis: 

Questions Description Score Comments 

Is the statistical analysis 

appropriate to answer 

the research question 

and for the type of data 

collected? 

 

Good = 3 = Appropriate 

analysis selected. Reasons 

for tests clearly stated and 

linked back to the 

hypotheses.  

0 The analysis was not 

appropriate to answer 

the research question as 

looking at the means 

and SDs, it appears the 

data was not normally 

distributed and therefore 

likely a General Linear 

Model should not have 

been used.   

Fair = 2 = Appropriate 

analysis. Some rationale for 

the analysis provided.  

Poor = 1 = Appropriate 

analysis. No rationale 

provided.  

Very Poor = 0 = Analysis 

was inappropriate to answer 

the research question. 

Was the description of 

the analysis sufficiently 

rigorous? 

Good = 3 = Clear description 

of how analysis was done. 

Statistical significance 

discussed. 

1.5 There was small section 

describing the analytic 

plan, which included 

information regarding 

the effect size.  Fair = 2 = Some details about 

the analysis provided. 

Poor = 1 = Minimal details 

about analysis provided.  

Very Poor = 0 = No 

discussion of analysis 

 

Results: 

Questions Description Score Comments 
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Is there a clear statement 

of findings? 

 

Good = 3 = Findings are 

presented logically, are easy 

to understand, and relate to 

aims. Tables are explained in 

text.  

3 Results were clearly 

presented and outlined. 

Tables were referred to 

in text.  

Fair = 2 = Findings 

mentioned, but more 

explanation could be given.  

Poor = 1 = Findings are 

presented haphazardly, not 

explained, or do not relate to 

aims.  

Very Poor = 0 = Not 

mentioned or do not relate to 

aims.  

Limitations discussed? Yes = 3 3 Limitations included 

small sample size, self-

report, and subjectivity 

of self-defense as a 

construct.  

No = 0 

Implications/ Applications: 

Questions Description Score Comments 

How important are these 

findings to policy/ 

practice? 

Does the research offer 

a valuable contribution 

to the literature?  

Good = 3 = Contributes 

something new/ different in 

terms of insight or 

perspective. Suggests ideas 

for future research. Suggests 

implication for policy and/ or 

practice.  

2 Suggests ideas for future 

research. Suggests 

implication for policy 

and/ or practice. 

Fair = 2 = Two of the above 

(State in comments). 

Poor = 1 = Only one of the 

above (State in comments). 

Very Poor = 0 = None of the 

above 

Total Score:  13/27 

48% 
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Study 2 - Title: Gender differences in attributions of self-defense and control in 

interpartner aggression 

Author (Year): Barnett, O. W., Lee, C. Y., & Thelen, R. E. (1997) 

Sampling:  

Questions Description Score Comments 

Was the sampling 

strategy appropriate to 

address the research 

question/s? 

Why was this group 

targeted? 

Were the participants 

representative of the 

target population? 

 

Good = 3 = Details (age/ 

gender/ ethnicity /context) of 

who was studied and how 

they were recruited. 

Rationale for studying this 

population. Response rates 

shown and explained (why 

certain individuals chose not 

to participate, and any 

attempts to achieve a sample 

that represents the target 

population).  

1 No recruitment 

information. Sample 

consisted entirely of 

participants who 

identified as White. No 

attempts to achieve a 

representative sample.  

Fair = 2 = Most information 

given, but some missing. 

Poor = 1 = Sampling 

mentioned but few 

descriptive details.  

Very Poor = 0 = No details 

of sample.  

Reporting of power or a 

priori power analysis 

conducted? 

Does the study have ≥ 

80% power to detect an 

effect at r = .20? 

Good = 3 = Two of the above 

(State in comments). 

0 No reporting of power 

or a priori power 

analysis conducted.  

This was not able to be 

determined as 

insufficient information 

was supplied for a 

repeated measures 

ANOVA e.g., 

correlations between 

repeated measures 

Poor = 1.5 = Only one of the 

above (State in comments). 

Very Poor = 0 = None of the 

above 

Method:  

Questions Description Score Comments 

Has IPA been clearly 

defined? 

Have motivations been 

clearly defined? 

 

Good = 3 = Clear description 

of both IPA and motivations.  

 

0 Neither IPA nor 

motivations were 

defined 

Fair = 2 = Clear description 

of one variable, but 

inadequate description of the 

other. 

Poor = 1 = Inadequate 

descriptions of both 

variables.   
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Very Poor = 0 = No 

description of either variable. 

Are the measurements 

used appropriate? 

Good = 3 = Validated and 

reliability tested measures of 

the outcome are used, or 

measures are pre-tested prior 

to data collection. 

3 Although piloted in 

three previous studies, 

the Relationship Abuse 

Questionnaire has not 

been validated.  

Fair = 2 = Appropriate 

measures have been used but 

have not been described well.  

Poor = 1 = Measures used are 

inappropriate/ failure to 

report validity and reliability 

of measures. 

Very Poor = 0 = No mention 

of measures used. 

Data Analysis: 

Questions Description Score Comments 

Is the statistical analysis 

appropriate to answer 

the research question 

and for the type of data 

collected? 

 

Good = 3 = Appropriate 

analysis selected. Reasons 

for tests clearly stated and 

linked back to the 

hypotheses.  

1 The analysis was 

appropriate to answer 

the research question, 

but no rationale was 

provided. 

Fair = 2 = Appropriate 

analysis. Some rationale for 

the analysis provided.  

Poor = 1 = Appropriate 

analysis. No rationale 

provided.  

Very Poor = 0 = Analysis 

was inappropriate to answer 

the research question. 

Was the description of 

the analysis sufficiently 

rigorous? 

Good = 3 = Clear description 

of how analysis was done. 

Statistical significance 

discussed. 

3 A separate section on 

statistical analysis was 

included that clearly 

described the tests 

conducted.  Fair = 2 = Some details about 

the analysis provided. 

Poor = 1 = Minimal details 

about analysis provided.  

Very Poor = 0 = No 

discussion of analysis 

Results: 

Questions Description Score Comments 

Is there a clear statement 

of findings? 

 

Good = 3 = Findings are 

presented logically, are easy 

to understand, and relate to 

aims. Tables are explained in 

text.  

2 Results for each analysis 

were clearly described, 

although were not 

explicitly tied back to 

the hypotheses.  
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Fair = 2 = Findings 

mentioned, but more 

explanation could be given.  

Poor = 1 = Findings are 

presented haphazardly, not 

explained, or do not relate to 

aims.  

Very Poor = 0 = Not 

mentioned or do not relate to 

aims.  

Limitations discussed? Yes = 3 3 Limitations mentioned 

included the small 

sample size, 

homogeneity of the 

sample, the validity of 

the measure used.  

No = 0 

Implications/ Applications: 

Questions Description Score Comments 

How important are these 

findings to policy/ 

practice? 

Does the research offer 

a valuable contribution 

to the literature?  

Good = 3 = Contributes 

something new/ different in 

terms of insight or 

perspective. Suggests ideas 

for future research. Suggests 

implication for policy and/ or 

practice.  

1 Examples of future 

research include: 

conducted with couples, 

including homosexual 

couples, research to 

validate the measure 

used in this study.  

Fair = 2 = Two of the above 

(State in comments). 

Poor = 1 = Only one of the 

above (State in comments). 

Very Poor = 0 = None of the 

above 

Total Score:  14/27 

52% 

 

 

 

Study 3 - Title: Do anger and jealousy mediate the relationship between adult 

attachment styles and intimate partner violence 

Author (Year): Belus, J. M.; Wanklyn, S. G.; Iverson, K. M; Pukay-Martin, N. 

D.; Langhinrichsen-Rohling, J.; & Monson, C. M. (2014) 

Sampling:  

Questions Description Score Comments 

Was the sampling 

strategy appropriate to 

address the research 

question/s? 

Why was this group 

targeted? 

Good = 3 = Details (age/ 

gender/ ethnicity /context) 

of who was studied and 

how they were recruited. 

Rationale for studying this 

population. Response rates 

2 94.6% of the sample 

consisted of 

participants who 

identified as White - 

No attempts to achieve 
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Were the participants 

representative of the 

target population? 

 

shown and explained (why 

certain individuals chose 

not to participate, and any 

attempts to achieve a 

sample that represents the 

target population).  

a more representative 

sample.  

Rationale for why a 

student sample was 

used is provided in the 

discussion section.  

As the survey was 

administered via a mail 

survey, no explanation 

for the response rate 

(34%) was provided.  

Fair = 2 = Most 

information given, but 

some missing. 

Poor = 1 = Sampling 

mentioned but few 

descriptive details.  

Very Poor = 0 = No details 

of sample.  

Reporting of power or 

a priori power analysis 

conducted? 

Does the study have ≥ 

80% power to detect an 

effect at r = .20? 

Good = 3 = Two of the 

above (State in comments). 

0 No reporting of power 

or a priori power 

analysis conducted.  

Due to the type of 

analysis conducted this 

was not able to be 

calculated and 

consequently this 

section is scored out of 

1.5, not 3. 

Poor = 1.5 = Only one of 

the above (State in 

comments). 

Very Poor = 0 = None of 

the above 

Method:  

Questions Description Score Comments 

Has IPA been clearly 

defined? 

Have motivations been 

clearly defined? 

 

Good = 3 = Clear 

description of both IPA and 

motivations.  

 

1.5 Description of IPA 

only 

Fair = 2 = Clear description 

of one variable, but 

inadequate description of 

the other. 

Poor = 1 = Inadequate 

descriptions of both 

variables.   

Very Poor = 0 = No 

description of either 

variable. 

Are the measurements 

used appropriate? 

Good = 3 = Validated and 

reliability tested measures 

of the outcome are used, or 

measures are pre-tested 

prior to data collection. 

3 Measures used are 

reliable and well 

validated. 

Psychometrics have 

been provided for all 

measures.  Fair = 2 = Appropriate 

measures have been used 

but have not been described 

well.  
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Poor = 1 = Measures used 

are inappropriate/ failure to 

report validity and 

reliability of measures. 

Very Poor = 0 = No 

mention of measures used. 

Data Analysis: 

Questions Description Score Comments 

Is the statistical 

analysis appropriate to 

answer the research 

question and for the 

type of data collected? 

 

Good = 3 = Appropriate 

analysis selected. Reasons 

for tests clearly stated and 

linked back to the 

hypotheses.  

3 Appropriate analyses 

that were explicitly 

linked back to the aims 

of the study. 

Fair = 2 = Appropriate 

analysis. Some rationale for 

the analysis provided.  

Poor = 1 = Appropriate 

analysis. No rationale 

provided.  

Very Poor = 0 = Analysis 

was inappropriate to answer 

the research question. 

Was the description of 

the analysis sufficiently 

rigorous? 

Good = 3 = Clear 

description of how analysis 

was done. Statistical 

significance discussed. 

3 The separate section on 

statistical analysis was 

very thorough.  

Fair = 2 = Some details 

about the analysis provided. 

Poor = 1 = Minimal details 

about analysis provided.  

Very Poor = 0 = No 

discussion of analysis 

Results: 

Questions Description Score Comments 

Is there a clear 

statement of findings? 

 

Good = 3 = Findings are 

presented logically, are 

easy to understand, and 

relate to aims. Tables are 

explained in text.  

3 Results from the 

separate analyses 

clearly and concisely 

explained.  

 

Fair = 2 = Findings 

mentioned, but more 

explanation could be given.  

Poor = 1 = Findings are 

presented haphazardly, not 

explained, or do not relate 

to aims.  

Very Poor = 0 = Not 

mentioned or do not relate 

to aims.  
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Limitations discussed? Yes = 3 3 These included: cross-

sectional data, 

homogeneity of the 

sample, focus on 

unidirectional violence.  

No = 0 

Implications/ Applications: 

Questions Description Score Comments 

How important are 

these findings to 

policy/ practice? 

Does the research offer 

a valuable contribution 

to the literature?  

Good = 3 = Contributes 

something new/ different in 

terms of insight or 

perspective. Suggests ideas 

for future research. 

Suggests implication for 

policy and/ or practice.  

3 Mediation analysis has 

not previously been 

used to investigate the 

relationship between 

these variables.  

Suggests findings have 

treatment implications. 

Future research could 

be longitudinal in 

design. 

Fair = 2 = Two of the 

above (State in comments). 

Poor = 1 = Only one of the 

above (State in comments). 

Very Poor = 0 = None of 

the above 

Total Score:  21.5/25.5 

84% 

 

 

 

Study 4 - Title: Why I hit him: Women's reasons for intimate partner violence 

Author (Year): Caldwell, J. E., Swan, S. C., Allen, C. T., Sullivan, T. P., & 

Snow, D. L. (2009) 

Sampling:  

Questions Description Score Comments 

Was the sampling 

strategy appropriate to 

address the research 

question/s? 

Why was this group 

targeted? 

Were the participants 

representative of the 

target population? 

 

Good = 3 = Details (age/ 

gender/ ethnicity /context) 

of who was studied and how 

they were recruited. 

Rationale for studying this 

population. Response rates 

shown and explained (why 

certain individuals chose not 

to participate, and any 

attempts to achieve a sample 

that represents the target 

population).  

3 Details of sample, 

recruitment and 

rationale provided. 

Sample was ethnically 

diverse, perhaps more 

so than the general 

population.  

Fair = 2 = Most information 

given, but some missing. 

Poor = 1 = Sampling 

mentioned but few 

descriptive details.  
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Very Poor = 0 = No details 

of sample.  

Reporting of power or a 

priori power analysis 

conducted? 

Does the study have ≥ 

80% power to detect an 

effect at r = .20? 

Good = 3 = Two of the 

above (State in comments). 

1.5 No reporting of power 

or a priori power 

analysis conducted.  

Study has ≥ 80% power 

to detect an effect at r = 

.20 

Poor = 1.5 = Only one of the 

above (State in comments). 

Very Poor = 0 = None of the 

above 

Method:  

Questions Description Score Comments 

Has IPA been clearly 

defined? 

Have motivations been 

clearly defined? 

 

Good = 3 = Clear 

description of both IPA and 

motivations.  

 

2 Clear definition of 

motivations 

Fair = 2 = Clear description 

of one variable, but 

inadequate description of the 

other. 

Poor = 1 = Inadequate 

descriptions of both 

variables.   

Very Poor = 0 = No 

description of either 

variable. 

Are the measurements 

used appropriate? 

Good = 3 = Validated and 

reliability tested measures of 

the outcome are used, or 

measures are pre-tested prior 

to data collection. 

3 Scale developed for this 

study using appropriate 

statistical techniques. 

These were well and 

thoroughly described. 

Existing measures used 

have proved reliability 

and validity.  

Fair = 2 = Appropriate 

measures have been used but 

have not been described 

well.  

Poor = 1 = Measures used 

are inappropriate/ failure to 

report validity and reliability 

of measures. 

Very Poor = 0 = No mention 

of measures used. 

Data Analysis: 

Questions Description Score Comments 

Is the statistical analysis 

appropriate to answer 

the research question 

and for the type of data 

collected? 

Good = 3 = Appropriate 

analysis selected. Reasons 

for tests clearly stated and 

linked back to the 

hypotheses.  

3 Appropriate analyses 

conducted and 

explanations as to what 

each was testing 
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 Fair = 2 = Appropriate 

analysis. Some rationale for 

the analysis provided.  

Poor = 1 = Appropriate 

analysis. No rationale 

provided.  

Very Poor = 0 = Analysis 

was inappropriate to answer 

the research question. 

Was the description of 

the analysis sufficiently 

rigorous? 

Good = 3 = Clear 

description of how analysis 

was done. Statistical 

significance discussed. 

3 Thorough description 

of the analyses 

conducted, including 

significance.  

Fair = 2 = Some details 

about the analysis provided. 

Poor = 1 = Minimal details 

about analysis provided.  

Very Poor = 0 = No 

discussion of analysis 

Results: 

Questions Description Score Comments 

Is there a clear 

statement of findings? 

 

Good = 3 = Findings are 

presented logically, are easy 

to understand, and relate to 

aims. Tables are explained 

in text.  

3 Results were clearly 

and logically presented.  

Fair = 2 = Findings 

mentioned, but more 

explanation could be given.  

Poor = 1 = Findings are 

presented haphazardly, not 

explained, or do not relate to 

aims.  

Very Poor = 0 = Not 

mentioned or do not relate to 

aims.  

Limitations discussed? Yes = 3 3 These included: self-

report measures, 

retrospective reporting, 

scale developed for this 

study may require 

revision.   

No = 0 

Implications/ Applications: 

Questions Description Score Comments 

How important are 

these findings to policy/ 

practice? 

Good = 3 = Contributes 

something new/ different in 

terms of insight or 

perspective. Suggests ideas 

for future research. Suggests 

2 Development of a new 

scale for measuring the 

motives for IPA. 

Implications for 

treatment. 
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Does the research offer 

a valuable contribution 

to the literature?  

implication for policy and/ 

or practice.  

No suggestions for 

future research.   

Fair = 2 = Two of the above 

(State in comments). 

Poor = 1 = Only one of the 

above (State in comments). 

Very Poor = 0 = None of the 

above 

Total Score:  23.5/27 

87% 

 

 

 

Study 5 - Title: Aggression in British heterosexual relationships: A descriptive 

analysis 

Author (Year): Carrado, M., George, M. J., Loxam, E., Jones, L., & Templar, 

D. (1996) 

Sampling:  

Questions Description Score Comments 

Was the sampling 

strategy appropriate to 

address the research 

question/s? 

Why was this group 

targeted? 

Were the participants 

representative of the 

target population? 

 

Good = 3 = Details (age/ 

gender/ ethnicity /context) of 

who was studied and how 

they were recruited. 

Rationale for studying this 

population. Response rates 

shown and explained (why 

certain individuals chose not 

to participate, and any 

attempts to achieve a sample 

that represents the target 

population).  

3 This was a nationally 

representative sample. 

Sampling quotas used to 

ensure sample was 

representative of the 

adult population of the 

UK as determined by 

the most recent census 

(1996; age, sex, SES, 

relationship status, 

geographical region) 

Fair = 2 = Most information 

given, but some missing. 

 

Poor = 1 = Sampling 

mentioned but few 

descriptive details.  

 

Very Poor = 0 = No details 

of sample.  

 

Reporting of power or a 

priori power analysis 

conducted? 

Does the study have ≥ 

80% power to detect an 

effect at r = .20? 

Good = 3 = Two of the above 

(State in comments). 

0 No reporting of power 

or a priori power 

analysis conducted.  

This was not able to be 

determined as no 

information regarding 

the type of analysis was 

supplied or results 

reported. 

Poor = 1.5 = Only one of the 

above (State in comments). 

Very Poor = 0 = None of the 

above 

Method:  
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Questions Description Score Comments 

Has IPA been clearly 

defined? 

Have motivations been 

clearly defined? 

 

Good = 3 = Clear description 

of both IPA and motivations.  

 

0 No description of either 

IPA or motivation. This 

paper does not explicitly 

claim to measure 

motives but talks about 

attempting to assess the 

motive of self-defense in 

the discussion section.  

Fair = 2 = Clear description 

of one variable, but 

inadequate description of the 

other. 

Poor = 1 = Inadequate 

descriptions of both 

variables.   

Very Poor = 0 = No 

description of either variable. 

Are the measurements 

used appropriate? 

Good = 3 = Validated and 

reliability tested measures of 

the outcome are used, or 

measures are pre-tested prior 

to data collection. 

1 Measures have not been 

validated. No 

psychometric 

information was 

reported. 

Fair = 2 = Appropriate 

measures have been used but 

have not been described well.  

Poor = 1 = Measures used are 

inappropriate/ failure to 

report validity and reliability 

of measures. 

Very Poor = 0 = No mention 

of measures used. 

Data Analysis: 

Questions Description Score Comments 

Is the statistical analysis 

appropriate to answer 

the research question 

and for the type of data 

collected? 

 

Good = 3 = Appropriate 

analysis selected. Reasons 

for tests clearly stated and 

linked back to the 

hypotheses.  

1 Type of analysis 

conducted was never 

mentioned, however, it 

was limited to frequency 

data and some group 

comparisons. Fair = 2 = Appropriate 

analysis. Some rationale for 

the analysis provided.  

Poor = 1 = Appropriate 

analysis. No rationale 

provided.  

Very Poor = 0 = Analysis 

was inappropriate to answer 

the research question. 

Was the description of 

the analysis sufficiently 

rigorous? 

Good = 3 = Clear description 

of how analysis was done. 

Statistical significance 

discussed. 

0 There was no 

description of the 

analysis, nor of 

statistical significance.  

Fair = 2 = Some details about 

the analysis provided. 
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Poor = 1 = Minimal details 

about analysis provided.  

Very Poor = 0 = No 

discussion of analysis 

Results: 

Questions Description Score Comments 

Is there a clear statement 

of findings? 

 

Good = 3 = Findings are 

presented logically, are easy 

to understand, and relate to 

aims. Tables are explained in 

text.  

2 This paper did not have 

clear hypotheses or 

aims. However, the 

tables were explained in 

text and the results 

section presented 

logically.  
Fair = 2 = Findings 

mentioned, but more 

explanation could be given.  

Poor = 1 = Findings are 

presented haphazardly, not 

explained, or do not relate to 

aims.  

Very Poor = 0 = Not 

mentioned or do not relate to 

aims.  

Limitations discussed? Yes = 3 3 These include: Failure to 

use the CTS, lack of 

information on 

chronicity of assaults 

No = 0 

Implications/ Applications: 

Questions Description Score Comments 

How important are these 

findings to policy/ 

practice? 

Does the research offer 

a valuable contribution 

to the literature?  

Good = 3 = Contributes 

something new/ different in 

terms of insight or 

perspective. Suggests ideas 

for future research. Suggests 

implication for policy and/ or 

practice.  

0  

Fair = 2 = Two of the above 

(State in comments). 

Poor = 1 = Only one of the 

above (State in comments). 

Very Poor = 0 = None of the 

above 

Total Score:  10/27 

37% 
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Study 6 - Title: The meanings and motives for women’s use of violence in 

Canadian college dating relationships: Results from a national 

survey 

Author (Year): DeKeseredy, W. S., Saunders, D. G., Schwartz, M. D., & Alvi, 

S. (1997) 

Sampling:  

Questions Description Score Comments 

Was the sampling 

strategy appropriate to 

address the research 

question/s? 

Why was this group 

targeted? 

Were the participants 

representative of the 

target population? 

 

Good = 3 = Details (age/ 

gender/ ethnicity /context) 

of who was studied and how 

they were recruited. 

Rationale for studying this 

population. Response rates 

shown and explained (why 

certain individuals chose not 

to participate, and any 

attempts to achieve a sample 

that represents the target 

population).  

2 Median age reported. 

No details regarding the 

ethnic composition of 

the sample. Rationale 

for studying this 

population discussed. 

No attempts to ensure 

the sample was 

representative. 

Response rate reported.  

Fair = 2 = Most information 

given, but some missing. 

Poor = 1 = Sampling 

mentioned but few 

descriptive details.  

Very Poor = 0 = No details 

of sample.  

Reporting of power or a 

priori power analysis 

conducted? 

Does the study have ≥ 

80% power to detect an 

effect at r = .20? 

Good = 3 = Two of the 

above (State in comments). 

1.5 No reporting of power 

or a priori power 

analysis conducted.  

Study has ≥ 80% power 

to detect an effect at r = 

.20 

Poor = 1.5 = Only one of the 

above (State in comments). 

Very Poor = 0 = None of the 

above 

Method:  

Questions Description Score Comments 

Has IPA been clearly 

defined? 

Have motivations been 

clearly defined? 

 

Good = 3 = Clear 

description of both IPA and 

motivations.  

 

1  Physical violence is 

discussed in some detail 

in the introduction but 

is not defined.  

Fair = 2 = Clear description 

of one variable, but 

inadequate description of 

the other. 

Poor = 1 = Inadequate 

descriptions of both 

variables.   
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Very Poor = 0 = No 

description of either 

variable. 

Are the measurements 

used appropriate? 

Good = 3 = Validated and 

reliability tested measures of 

the outcome are used, or 

measures are pre-tested 

prior to data collection. 

1 CTS is a well validated 

measure, but 

psychometrics were not 

reported. There was no 

information provided as 

to how the questions for 

the motives were 

developed, or internal 

consistency reported.  

Fair = 2 = Appropriate 

measures have been used 

but have not been described 

well.  

Poor = 1 = Measures used 

are inappropriate/ failure to 

report validity and reliability 

of measures. 

Very Poor = 0 = No mention 

of measures used. 

Data Analysis: 

Questions Description Score Comments 

Is the statistical analysis 

appropriate to answer 

the research question 

and for the type of data 

collected? 

 

Good = 3 = Appropriate 

analysis selected. Reasons 

for tests clearly stated and 

linked back to the 

hypotheses.  

2 Appropriate analysis 

with some rationale for 

the tests selected.  

Fair = 2 = Appropriate 

analysis. Some rationale for 

the analysis provided.  

Poor = 1 = Appropriate 

analysis. No rationale 

provided.  

Very Poor = 0 = Analysis 

was inappropriate to answer 

the research question. 

Was the description of 

the analysis sufficiently 

rigorous? 

Good = 3 = Clear 

description of how analysis 

was done. Statistical 

significance discussed. 

0 No discussion regarding 

the analysis beyond 

stating what tests were 

conducted.  

No discussion of 

statistical significance.  
Fair = 2 = Some details 

about the analysis provided. 

Poor = 1 = Minimal details 

about analysis provided.  

Very Poor = 0 = No 

discussion of analysis 

Results: 

Questions Description Score Comments 

Is there a clear 

statement of findings? 

 

Good = 3 = Findings are 

presented logically, are easy 

to understand, and relate to 

3 Tables referenced in 

text. Hypotheses 

referred to in text. 
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aims. Tables are explained 

in text.  

Results presented in a 

logical order 

Fair = 2 = Findings 

mentioned, but more 

explanation could be given.  

Poor = 1 = Findings are 

presented haphazardly, not 

explained, or do not relate to 

aims.  

Very Poor = 0 = Not 

mentioned or do not relate 

to aims.  

Limitations discussed? Yes = 3 3 Those mentioned 

include: cross-sectional; 

respondents not asked 

about individual 

incidents; small number 

of items relating to 

motives.   

No = 0 

Implications/ Applications: 

Questions Description Score Comments 

How important are 

these findings to policy/ 

practice? 

Does the research offer 

a valuable contribution 

to the literature?  

Good = 3 = Contributes 

something new/ different in 

terms of insight or 

perspective. Suggests ideas 

for future research. Suggests 

implication for policy and/ 

or practice.  

0 None of these 

discussed.  

Fair = 2 = Two of the above 

(State in comments). 

Poor = 1 = Only one of the 

above (State in comments). 

Very Poor = 0 = None of the 

above 

Total Score:  13.5/27 

50% 

 

 

 

Study 7 - Title: Motivations for intimate partner violence in men and women 

arrested for domestic violence and court referred to batterer 

intervention programs 

Author (Year): Elmquist, J., Hamel, J., Shorey, R. C., Labrecque, L., 

Ninnemann, A., & Stuart, G. L. (2014) 

Sampling:  

Questions Description Score Comments 

Was the sampling 

strategy appropriate to 

Good = 3 = Details (age/ 

gender/ ethnicity /context) of 

1 Details of male sample 

reported. Reader is 
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address the research 

question/s? 

Why was this group 

targeted? 

Were the participants 

representative of the 

target population? 

 

who was studied and how 

they were recruited. 

Rationale for studying this 

population. Response rates 

shown and explained (why 

certain individuals chose not 

to participate, and any 

attempts to achieve a sample 

that represents the target 

population).  

directed to another study 

for the description of the 

female sample. No 

rationale for studying 

this population. No 

attempts to ensure 

sample was 

representative of the 

population. Although the 

authors said participants 

were recruited through 

intervention 

programmes, there is no 

further detail as to how, 

and no response rates 

were provided.  

Fair = 2 = Most information 

given, but some missing. 

Poor = 1 = Sampling 

mentioned but few 

descriptive details.  

Very Poor = 0 = No details 

of sample.  

Reporting of power or a 

priori power analysis 

conducted? 

Does the study have ≥ 

80% power to detect an 

effect at r = .20? 

Good = 3 = Two of the 

above (State in comments). 

0 No reporting of power or 

a priori power analysis 

conducted. 

Study has < 80% power 

to detect an effect at r = 

.20 

Poor = 1.5 = Only one of the 

above (State in comments). 

Very Poor = 0 = None of the 

above 

 

 

Method:  

Questions Description Score Comments 

Has IPA been clearly 

defined? 

Have motivations been 

clearly defined? 

 

Good = 3 = Clear description 

of both IPA and motivations.  

 

1.5 IPA is defined, motives 

are not.  

Fair = 2 = Clear description 

of one variable, but 

inadequate description of the 

other. 

Poor = 1 = Inadequate 

descriptions of both 

variables.   

Very Poor = 0 = No 

description of either variable. 

Are the measurements 

used appropriate? 

Good = 3 = Validated and 

reliability tested measures of 

the outcome are used, or 

measures are pre-tested prior 

to data collection. 

1.5 CTS is a reliable and 

well validated tool. The 

authors have reported 

alphas for the current, 

but no additional 

psychometric 

information. 
Fair = 2 = Appropriate 

measures have been used but 

have not been described well.  
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Poor = 1 = Measures used 

are inappropriate/ failure to 

report validity and reliability 

of measures. 

RVS was developed for 

a previous study on the 

basis of a literature 

review. This measure 

has not been properly 

developed or validated. 

No psychometric 

information on the scale 

is reported or is 

available.  

Very Poor = 0 = No mention 

of measures used. 

Data Analysis: 

Questions Description Score Comments 

Is the statistical analysis 

appropriate to answer 

the research question 

and for the type of data 

collected? 

 

Good = 3 = Appropriate 

analysis selected. Reasons 

for tests clearly stated and 

linked back to the 

hypotheses.  

2 Appropriate analysis and 

explanation as to what it 

was used for in the 

study. Log 

transformations were 

conducted to correct for 

skewness.  

However, no multiple 

testing correction was 

applied.    

Fair = 2 = Appropriate 

analysis. Some rationale for 

the analysis provided.  

Poor = 1 = Appropriate 

analysis. No rationale 

provided.  

Very Poor = 0 = Analysis 

was inappropriate to answer 

the research question. 

Was the description of 

the analysis sufficiently 

rigorous? 

Good = 3 = Clear description 

of how analysis was done. 

Statistical significance 

discussed. 

2 No separate section on 

data analysis. Some 

details were provided 

such as correcting for a 

skewed distribution. No 

mention of software 

used or of statistical 

significance.  

Fair = 2 = Some details about 

the analysis provided. 

Poor = 1 = Minimal details 

about analysis provided.  

Very Poor = 0 = No 

discussion of analysis 

Results: 

Questions Description Score Comments 

Is there a clear statement 

of findings? 

 

Good = 3 = Findings are 

presented logically, are easy 

to understand, and relate to 

aims. Tables are explained in 

text.  

2 Means and standard 

deviations for IPA and 

all the 29 items in the 

RSV are not reported for 

females. The reader is 

directed to another study 

for this information.  
Fair = 2 = Findings 

mentioned, but more 

explanation could be given.  

Poor = 1 = Findings are 

presented haphazardly, not 
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explained, or do not relate to 

aims.  

Very Poor = 0 = Not 

mentioned or do not relate to 

aims.  

Limitations discussed? Yes = 3 

 

3 These include: failure to 

use a measure of social 

desirability; the 

measures used were 

retrospective and 

acontextual; 

homogeneity of the 

sample 

No = 0 

Implications/ Applications: 

Questions Description Score Comments 

How important are these 

findings to policy/ 

practice? 

Does the research offer 

a valuable contribution 

to the literature?  

Good = 3 = Contributes 

something new/ different in 

terms of insight or 

perspective. Suggests ideas 

for future research. Suggests 

implication for policy and/ or 

practice.  

2 Suggests ideas for future 

research. Suggests 

implication for policy 

and/ or practice. 

Fair = 2 = Two of the above 

(State in comments). 

Poor = 1 = Only one of the 

above (State in comments). 

Very Poor = 0 = None of the 

above 

Total Score:  15/27 

56% 

 

 

 

Study 8 - Title: Physical and psychological aggression in dating relationships of 

Spanish adolescents: Motives and consequences 

Author (Year): Fernandez-Fuertes, A. A., & Fuertes, A. (2010) 

Sampling:  

Questions Description Score Comments 

Was the sampling 

strategy appropriate to 

address the research 

question/s? 

Why was this group 

targeted? 

Were the participants 

representative of the 

target population? 

 

Good = 3 = Details (age/ 

gender/ ethnicity /context) 

of who was studied and how 

they were recruited. 

Rationale for studying this 

population. Response rates 

shown and explained (why 

certain individuals chose not 

to participate, and any 

attempts to achieve a sample 

2 No ethnic breakdown of 

sample provided. 

Rationale provided for 

studying this 

population. Response 

rate provided. No 

attempts to achieve a 

representative sample 

reported.  
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that represents the target 

population).  

Fair = 2 = Most information 

given, but some missing. 

Poor = 1 = Sampling 

mentioned but few 

descriptive details.  

Very Poor = 0 = No details 

of sample.  

Reporting of power or a 

priori power analysis 

conducted? 

Does the study have ≥ 

80% power to detect an 

effect at r = .20? 

Good = 3 = Two of the 

above (State in comments). 

0 No reporting of power 

or a priori power 

analysis conducted. 

Study has < 80% power 

to detect an effect at r = 

.20 

Poor = 1.5 = Only one of the 

above (State in comments). 

Very Poor = 0 = None of the 

above 

Method:  

Questions Description Score Comments 

Has IPA been clearly 

defined? 

Have motivations been 

clearly defined? 

 

Good = 3 = Clear 

description of both IPA and 

motivations.  

1.5 Only IPA defined.  

Fair = 2 = Clear description 

of one variable, but 

inadequate description of 

the other. 

Poor = 1 = Inadequate 

descriptions of both 

variables.   

Very Poor = 0 = No 

description of either 

variable. 

Are the measurements 

used appropriate? 

Good = 3 = Validated and 

reliability tested measures of 

the outcome are used, or 

measures are pre-tested 

prior to data collection. 

2.5 CADRI is a well 

validated and age 

appropriate tool. 

Spanish version has 

been used in a previous 

study.  

Motive measure 

developed for this study 

used EFA, however, it 

would have been useful 

to have more 

information e.g., pattern 

matrix, items, for this 

scale.  

Fair = 2 = Appropriate 

measures have been used 

but have not been described 

well.  

Poor = 1 = Measures used 

are inappropriate/ failure to 

report validity and reliability 

of measures. 

Very Poor = 0 = No mention 

of measures used. 

Data Analysis: 

Questions Description Score Comments 
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Is the statistical analysis 

appropriate to answer 

the research question 

and for the type of data 

collected? 

 

Good = 3 = Appropriate 

analysis selected. Reasons 

for tests clearly stated and 

linked back to the 

hypotheses.  

2 The separate section 

regarding data analysis 

was explicit about what 

each analysis was 

testing. However, there 

were no hypotheses in 

this study to link back 

to, nor were the tests 

linked back to the aims/ 

purpose. 

Fair = 2 = Appropriate 

analysis. Some rationale for 

the analysis provided.  

Poor = 1 = Appropriate 

analysis. No rationale 

provided.  

Very Poor = 0 = Analysis 

was inappropriate to answer 

the research question. 

Was the description of 

the analysis sufficiently 

rigorous? 

Good = 3 = Clear 

description of how analysis 

was done. Statistical 

significance discussed. 

2.5 Each analysis and the 

procedure involved was 

well described. 

However, the software 

used and statistical 

significance were not 

mentioned. 

Fair = 2 = Some details 

about the analysis provided. 

Poor = 1 = Minimal details 

about analysis provided.  

Very Poor = 0 = No 

discussion of analysis 

Results: 

Questions Description Score Comments 

Is there a clear 

statement of findings? 

 

Good = 3 = Findings are 

presented logically, are easy 

to understand, and relate to 

aims. Tables are explained 

in text.  

3 Findings are clearly and 

logically presented. 

Tables are referred to in 

text.  

Fair = 2 = Findings 

mentioned, but more 

explanation could be given.  

Poor = 1 = Findings are 

presented haphazardly, not 

explained, or do not relate to 

aims.  

Very Poor = 0 = Not 

mentioned or do not relate 

to aims.  

Limitations discussed? Yes = 3 3 Those mentioned 

include: generalizability 

of the sample (less 

educated, non-

heterosexual); self-

report; no information 

regarding severity of 

IPA 

No = 0 



246 

 

 

Implications/ Applications: 

Questions Description Score Comments 

How important are 

these findings to policy/ 

practice? 

Does the research offer 

a valuable contribution 

to the literature?  

Good = 3 = Contributes 

something new/ different in 

terms of insight or 

perspective. Suggests ideas 

for future research. Suggests 

implication for policy and/ 

or practice.  

1 Implications for practice 

only – the importance of 

early intervention.  

Fair = 2 = Two of the above 

(State in comments). 

Poor = 1 = Only one of the 

above (State in comments). 

Very Poor = 0 = None of the 

above 

Total Score:  17.5/27 

65% 

 

 

Study 9 - Title: College women who initiate assaults on their male partners and 

the reasons offered for such behavior 

Author (Year): Fiebert, M., & Gonzalez, D. (1997) 

Sampling:  

Questions Description Score Comments 

Was the sampling 

strategy appropriate to 

address the research 

question/s? 

Why was this group 

targeted? 

Were the participants 

representative of the 

target population? 

 

Good = 3 = Details (age/ 

gender/ ethnicity /context) of 

who was studied and how 

they were recruited. 

Rationale for studying this 

population. Response rates 

shown and explained (why 

certain individuals chose not 

to participate, and any 

attempts to achieve a sample 

that represents the target 

population).  

2 Details of age ranges 

and ethnic breakdown 

provided. No rationale 

for why a student 

sample was studied. 

Response rates 

mentioned, but due to 

the design of the study 

were not available.  

Fair = 2 = Most information 

given, but some missing. 

Poor = 1 = Sampling 

mentioned but few 

descriptive details.  

Very Poor = 0 = No details 

of sample.  

Reporting of power or a 

priori power analysis 

conducted? 

Good = 3 = Two of the 

above (State in comments). 

1.5 No reporting of power 

or a priori power 

analysis conducted. 
Poor = 1.5 = Only one of the 

above (State in comments). 
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Does the study have ≥ 

80% power to detect an 

effect at r = .20? 

Very Poor = 0 = None of the 

above 

The study has ≥ 80% 

power to detect an effect 

at r = .20.  

Method:  

Questions Description Score Comments 

Has IPA been clearly 

defined? 

Have motivations been 

clearly defined? 

 

Good = 3 = Clear description 

of both IPA and motivations.  

 

0 Neither IPA nor 

motivations were 

defined.  

Fair = 2 = Clear description 

of one variable, but 

inadequate description of the 

other. 

Poor = 1 = Inadequate 

descriptions of both 

variables.   

Very Poor = 0 = No 

description of either variable. 

Are the measurements 

used appropriate? 

Good = 3 = Validated and 

reliability tested measures of 

the outcome are used, or 

measures are pre-tested prior 

to data collection. 

1 Measure used appears to 

have been developed for 

this study. No 

information regarding 

the source of the items 

is provided. No formal 

scale development took 

place. The measure was 

not piloted prior to use 

in the study. No 

psychometrics were 

reported.  

Fair = 2 = Appropriate 

measures have been used but 

have not been described 

well.  

Poor = 1 = Measures used 

are inappropriate/ failure to 

report validity and reliability 

of measures. 

Very Poor = 0 = No mention 

of measures used. 

Data Analysis: 

Questions Description Score Comments 

Is the statistical analysis 

appropriate to answer 

the research question 

and for the type of data 

collected? 

 

Good = 3 = Appropriate 

analysis selected. Reasons 

for tests clearly stated and 

linked back to the 

hypotheses.  

1 Appropriate analyses. 

Stated which tests were 

conducted, but no 

rationale provided. No 

hypotheses to link back 

to.  Fair = 2 = Appropriate 

analysis. Some rationale for 

the analysis provided.  

Poor = 1 = Appropriate 

analysis. No rationale 

provided.  

Very Poor = 0 = Analysis 

was inappropriate to answer 

the research question. 



248 

 

 

Was the description of 

the analysis sufficiently 

rigorous? 

Good = 3 = Clear description 

of how analysis was done. 

Statistical significance 

discussed. 

1 No discussion of 

analysis besides stating 

what was conducted 

with which variables. 

No mention of software 

used or of statistical 

significance.  

Fair = 2 = Some details 

about the analysis provided. 

Poor = 1 = Minimal details 

about analysis provided.  

Very Poor = 0 = No 

discussion of analysis 

Results: 

Questions Description Score Comments 

Is there a clear 

statement of findings? 

 

Good = 3 = Findings are 

presented logically, are easy 

to understand, and relate to 

aims. Tables are explained in 

text.  

1 It was not clear which 

variables had been used 

in the ANOVA - results 

regarding ethnicity were 

reported, but this was 

not included in the list 

of variables or 

tabulated. Greater detail 

could have been 

provided, such as how 

the frequency data was 

analysed.  

Fair = 2 = Findings 

mentioned, but more 

explanation could be given.  

Poor = 1 = Findings are 

presented haphazardly, not 

explained, or do not relate to 

aims.  

Very Poor = 0 = Not 

mentioned or do not relate to 

aims.  

Limitations discussed? Yes = 3 0 No limitations 

mentioned No = 0 

Implications/ Applications: 

Questions Description Score Comments 

How important are these 

findings to policy/ 

practice? 

Does the research offer 

a valuable contribution 

to the literature?  

Good = 3 = Contributes 

something new/ different in 

terms of insight or 

perspective. Suggests ideas 

for future research. Suggests 

implication for policy and/ or 

practice.  

0 None of these 

Fair = 2 = Two of the above 

(State in comments). 

Poor = 1 = Only one of the 

above (State in comments). 

Very Poor = 0 = None of the 

above 

Total Score:  7.5/27 

28% 
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Study 10 - Title: Sex differences in motivations and effects in dating violence 

Author (Year): Follingstad, D. R., Wright, S., Lloyd, S., & Sebastian, J. A. 

(1991) 

Sampling:  

Questions Description Score Comments 

Was the sampling 

strategy appropriate to 

address the research 

question/s? 

Why was this group 

targeted? 

Were the participants 

representative of the 

target population? 

 

Good = 3 = Details (age/ 

gender/ ethnicity /context) of 

who was studied and how 

they were recruited. 

Rationale for studying this 

population. Response rates 

shown and explained (why 

certain individuals chose not 

to participate, and any 

attempts to achieve a sample 

that represents the target 

population).  

2 Details of sample, but 

not of how they were 

recruited, or of the 

response rates. Any 

attempts to ensure the 

sample was 

representative were not 

reported. Very good 

rationale for studying 

this population.  

Fair = 2 = Most information 

given, but some missing. 

Poor = 1 = Sampling 

mentioned but few 

descriptive details.  

Very Poor = 0 = No details 

of sample.  

Reporting of power or a 

priori power analysis 

conducted? 

Does the study have ≥ 

80% power to detect an 

effect at r = .20? 

Good = 3 = Two of the above 

(State in comments). 

0 No reporting of power 

or a priori power 

analysis conducted. 

The study has < 80% 

power to detect an effect 

at r = .20.  

 

Poor = 1.5 = Only one of the 

above (State in comments). 

Very Poor = 0 = None of the 

above 

Method:  

Questions Description Score Comments 

Has IPA been clearly 

defined? 

Have motivations been 

clearly defined? 

 

Good = 3 = Clear description 

of both IPA and motivations.  

0 No description of either 

IPA or motivations 

Fair = 2 = Clear description 

of one variable, but 

inadequate description of the 

other. 

Poor = 1 = Inadequate 

descriptions of both 

variables.   

Very Poor = 0 = No 

description of either variable. 

Are the measurements 

used appropriate? 

Good = 3 = Validated and 

reliability tested measures of 

1.5 The CTS is a well 

validated and reliable 



250 

 

 

the outcome are used, or 

measures are pre-tested prior 

to data collection. 

tool and psychometric 

information regarding 

this was provided. The 

MEQ was not piloted 

prior to this study and 

was not developed 

appropriately. No details 

as to the source of the 

items were provided and 

no psychometric 

information was 

available.  

Fair = 2 = Appropriate 

measures have been used but 

have not been described well.  

Poor = 1 = Measures used are 

inappropriate/ failure to 

report validity and reliability 

of measures. 

Very Poor = 0 = No mention 

of measures used. 

Data Analysis: 

Questions Description Score Comments 

Is the statistical analysis 

appropriate to answer 

the research question 

and for the type of data 

collected? 

 

Good = 3 = Appropriate 

analysis selected. Reasons 

for tests clearly stated and 

linked back to the 

hypotheses.  

1 The analysis was 

appropriate, but no 

rationale was provided.  

Fair = 2 = Appropriate 

analysis. Some rationale for 

the analysis provided.  

Poor = 1 = Appropriate 

analysis. No rationale 

provided.  

Very Poor = 0 = Analysis 

was inappropriate to answer 

the research question. 

Was the description of 

the analysis sufficiently 

rigorous? 

Good = 3 = Clear description 

of how analysis was done. 

Statistical significance 

discussed. 

1 An ANOVA was 

conducted, however, 

this was not stated, only 

the were results reported 

(this analysis does not 

directly relate to the 

research question of this 

review). No mention of 

software used or of 

statistical significance. 

Fair = 2 = Some details about 

the analysis provided. 

Poor = 1 = Minimal details 

about analysis provided.  

Very Poor = 0 = No 

discussion of analysis 

Results: 

Questions Description Score Comments 

Is there a clear statement 

of findings? 

 

Good = 3 = Findings are 

presented logically, are easy 

to understand, and relate to 

aims. Tables are explained in 

text.  

2 Greater clarity could 

have improved the 

results section e.g., 

reporting the most 

frequently endorsed 

motives in descending, 

as opposed to random, 

order.  

Fair = 2 = Findings 

mentioned, but more 

explanation could be given.  
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Poor = 1 = Findings are 

presented haphazardly, not 

explained, or do not relate to 

aims.  

Very Poor = 0 = Not 

mentioned or do not relate to 

aims.  

Limitations discussed? Yes = 3 1.5 These were not 

explicitly mentioned as 

limitations of the study, 

but areas that future 

research could expand 

on.  

No = 0 

Implications/ Applications: 

Questions Description Score Comments 

How important are these 

findings to policy/ 

practice? 

Does the research offer 

a valuable contribution 

to the literature?  

Good = 3 = Contributes 

something new/ different in 

terms of insight or 

perspective. Suggests ideas 

for future research. Suggests 

implication for policy and/ or 

practice.  

3 This is the first study to 

investigate both the 

motivations and effects 

of IPA and design a tool 

for this use. There are 

some ideas for future 

research and 

implications for 

treatment.  
Fair = 2 = Two of the above 

(State in comments). 

Poor = 1 = Only one of the 

above (State in comments). 

Very Poor = 0 = None of the 

above 

Total Score:  12/27 

44% 

 

 

 

Study 11 - Title: The intended function of domestic violence is different for 

arrested male and female perpetrators 

Author (Year): Hamberger, L. (1994) 

Sampling:  

Questions Description Score Comments 

Was the sampling 

strategy appropriate to 

address the research 

question/s? 

Why was this group 

targeted? 

Were the participants 

representative of the 

target population? 

 

Good = 3 = Details (age/ 

gender/ ethnicity /context) of 

who was studied and how 

they were recruited. 

Rationale for studying this 

population. Response rates 

shown and explained (why 

certain individuals chose not 

to participate, and any 

attempts to achieve a sample 

N/A This study was 

excluded from the 

review. Refer to the 

data extraction form for 

additional details.  
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that represents the target 

population).  

Fair = 2 = Most information 

given, but some missing. 

Poor = 1 = Sampling 

mentioned but few 

descriptive details.  

Very Poor = 0 = No details of 

sample.  

Reporting of power or a 

priori power analysis 

conducted? 

Does the study have ≥ 

80% power to detect an 

effect at r = .20? 

Good = 3 = Two of the above 

(State in comments). 

N/A  

Poor = 1.5 = Only one of the 

above (State in comments). 

Very Poor = 0 = None of the 

above 

Method:  

Questions Description Score Comments 

Has IPA been clearly 

defined? 

Have motivations been 

clearly defined? 

 

Good = 3 = Clear description 

of both IPA and motivations.  

 

N/A  

Fair = 2 = Clear description 

of one variable, but 

inadequate description of the 

other. 

Poor = 1 = Inadequate 

descriptions of both 

variables.   

Very Poor = 0 = No 

description of either variable. 

Are the measurements 

used appropriate? 

Good = 3 = Validated and 

reliability tested measures of 

the outcome are used, or 

measures are pre-tested prior 

to data collection. 

N/A  

Fair = 2 = Appropriate 

measures have been used but 

have not been described well.  

Poor = 1 = Measures used are 

inappropriate/ failure to 

report validity and reliability 

of measures. 

Very Poor = 0 = No mention 

of measures used. 

Data Analysis: 

Questions Description Score Comments 

Is the statistical analysis 

appropriate to answer 

Good = 3 = Appropriate 

analysis selected. Reasons for 

N/A  
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the research question 

and for the type of data 

collected? 

 

tests clearly stated and linked 

back to the hypotheses.  

Fair = 2 = Appropriate 

analysis. Some rationale for 

the analysis provided.  

Poor = 1 = Appropriate 

analysis. No rationale 

provided.  

Very Poor = 0 = Analysis 

was inappropriate to answer 

the research question. 

Was the description of 

the analysis sufficiently 

rigorous? 

Good = 3 = Clear description 

of how analysis was done. 

Statistical significance 

discussed. 

N/A  

Fair = 2 = Some details about 

the analysis provided. 

Poor = 1 = Minimal details 

about analysis provided.  

Very Poor = 0 = No 

discussion of analysis 

Results: 

Questions Description Score Comments 

Is there a clear statement 

of findings? 

 

Good = 3 = Findings are 

presented logically, are easy 

to understand, and relate to 

aims. Tables are explained in 

text.  

N/A  

Fair = 2 = Findings 

mentioned, but more 

explanation could be given.  

Poor = 1 = Findings are 

presented haphazardly, not 

explained, or do not relate to 

aims.  

Very Poor = 0 = Not 

mentioned or do not relate to 

aims.  

Limitations discussed? Yes = 3 N/A  

No = 0 

Implications/ Applications: 

Questions Description Score Comments 

How important are these 

findings to policy/ 

practice? 

Good = 3 = Contributes 

something new/ different in 

terms of insight or 

perspective. Suggests ideas 

for future research. Suggests 

N/A  
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Does the research offer a 

valuable contribution to 

the literature?  

implication for policy and/ or 

practice.  

Fair = 2 = Two of the above 

(State in comments). 

Poor = 1 = Only one of the 

above (State in comments). 

Very Poor = 0 = None of the 

above 

Total Score:  N/A  

 

 

Study 12 - Title: Abused women or abused men? An examination of the context 

and outcomes of dating violence 

Author (Year): Harned, M. S. (2001) 

Sampling:  

Questions Description Score Comments 

Was the sampling 

strategy appropriate to 

address the research 

question/s? 

Why was this group 

targeted? 

Were the participants 

representative of the 

target population? 

 

Good = 3 = Details (age/ 

gender/ ethnicity /context) of 

who was studied and how 

they were recruited. 

Rationale for studying this 

population. Response rates 

shown and explained (why 

certain individuals chose not 

to participate, and any 

attempts to achieve a sample 

that represents the target 

population).  

3 Details of sample, 

recruitment, and 

response rate. Rationale 

for studying this 

population provided. 

Breakdown of 

population and sample 

by ethnicity shows 

sample is representative.  

Fair = 2 = Most information 

given, but some missing. 

Poor = 1 = Sampling 

mentioned but few 

descriptive details.  

Very Poor = 0 = No details 

of sample.  

Reporting of power or a 

priori power analysis 

conducted? 

Does the study have ≥ 

80% power to detect an 

effect at r = .20? 

Good = 3 = Two of the above 

(State in comments). 

0 No reporting of power 

or a priori power 

analysis conducted. 

The study has < 80% 

power to detect an effect 

at r = .20. 

Poor = 1.5 = Only one of the 

above (State in comments). 

Very Poor = 0 = None of the 

above 

Method:  

Questions Description Score Comments 

Has IPA been clearly 

defined? 

Good = 3 = Clear description 

of both IPA and motivations.  

 

1.5 Clear definition of IPA. 

No definition of 

motivations 
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Have motivations been 

clearly defined? 

 

Fair = 2 = Clear description 

of one variable, but 

inadequate description of the 

other. 

Poor = 1 = Inadequate 

descriptions of both 

variables.   

Very Poor = 0 = No 

description of either variable. 

Are the measurements 

used appropriate? 

Good = 3 = Validated and 

reliability tested measures of 

the outcome are used, or 

measures are pre-tested prior 

to data collection. 

3 CTS2 is a reliable and 

well validated tool. 

Psychometric 

information provided in 

support of this. 

MEQ not previously 

validated, however, an 

EPCA was conducted in 

this study. The survey 

was piloted prior to 

administration in the 

study.  

Fair = 2 = Appropriate 

measures have been used but 

have not been described well.  

Poor = 1 = Measures used 

are inappropriate/ failure to 

report validity and reliability 

of measures. 

Very Poor = 0 = No mention 

of measures used. 

Data Analysis: 

Questions Description Score Comments 

Is the statistical analysis 

appropriate to answer 

the research question 

and for the type of data 

collected? 

 

Good = 3 = Appropriate 

analysis selected. Reasons 

for tests clearly stated and 

linked back to the 

hypotheses.  

2 Appropriate analysis. 

Although not explicitly 

stated, the EPCA is 

conducted to provide 

psychometric 

information for the 

MEQ, which was not 

formally developed.  

Fair = 2 = Appropriate 

analysis. Some rationale for 

the analysis provided.  

Poor = 1 = Appropriate 

analysis. No rationale 

provided.  

Very Poor = 0 = Analysis 

was inappropriate to answer 

the research question. 

Was the description of 

the analysis sufficiently 

rigorous? 

Good = 3 = Clear description 

of how analysis was done. 

Statistical significance 

discussed. 

2 More details regarding 

the EPCA would have 

been beneficial. 

Statistical significance 

regarding Bonferroni 

correction mentioned.  
Fair = 2 = Some details about 

the analysis provided. 

Poor = 1 = Minimal details 

about analysis provided.  

Very Poor = 0 = No 

discussion of analysis 
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Results: 

Questions Description Score Comments 

Is there a clear statement 

of findings? 

 

Good = 3 = Findings are 

presented logically, are easy 

to understand, and relate to 

aims. Tables are explained in 

text.  

2.5 Findings and clear and 

tables are explained in 

text, though not linked 

back to the hypotheses.  

Fair = 2 = Findings 

mentioned, but more 

explanation could be given.  

Poor = 1 = Findings are 

presented haphazardly, not 

explained, or do not relate to 

aims.  

Very Poor = 0 = Not 

mentioned or do not relate to 

aims.  

Limitations discussed? Yes = 3 3 These include: self-

report, lack of 

anonymity, use of 

college sample, limited 

number of motivations.  

No = 0 

Implications/ Applications: 

Questions Description Score Comments 

How important are these 

findings to policy/ 

practice? 

Does the research offer 

a valuable contribution 

to the literature?  

Good = 3 = Contributes 

something new/ different in 

terms of insight or 

perspective. Suggests ideas 

for future research. Suggests 

implication for policy and/ or 

practice.  

2 The study suggests ideas 

for future research and 

implications for 

practice.  

Fair = 2 = Two of the above 

(State in comments). 

Poor = 1 = Only one of the 

above (State in comments). 

Very Poor = 0 = None of the 

above 

Total Score:  19/27 

70% 
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Study 13 - Title: Females' reasons for their physical aggression in dating 

relationships. 

Author (Year): Hettrich, E. L., & O'Leary, K. D. (2007) 

Sampling:  

Questions Description Score Comments 

Was the sampling 

strategy appropriate to 

address the research 

question/s? 

Why was this group 

targeted? 

Were the participants 

representative of the 

target population? 

 

Good = 3 = Details (age/ 

gender/ ethnicity /context) of 

who was studied and how 

they were recruited. 

Rationale for studying this 

population. Response rates 

shown and explained (why 

certain individuals chose not 

to participate, and any 

attempts to achieve a sample 

that represents the target 

population).  

3 Details of sample and 

rationale, and response 

rate provided. Sample 

was ethnically diverse, 

perhaps more so than 

would be expected of 

the student population.  

Fair = 2 = Most information 

given, but some missing. 

Poor = 1 = Sampling 

mentioned but few 

descriptive details.  

Very Poor = 0 = No details 

of sample.  

Reporting of power or a 

priori power analysis 

conducted? 

Does the study have ≥ 

80% power to detect an 

effect at r = .20? 

Good = 3 = Two of the above 

(State in comments). 

N/A No reporting of power 

or a priori power 

analysis conducted. 

A power analysis was 

unable to be calculated 

as the study is 

descriptive. 

Consequently, this 

section is not counted in 

the total score.  

Poor = 1.5 = Only one of the 

above (State in comments). 

Very Poor = 0 = None of the 

above 

Method:  

Questions Description Score Comments 

Has IPA been clearly 

defined? 

Have motivations been 

clearly defined? 

 

Good = 3 = Clear description 

of both IPA and motivations.  

 

0 IPA was discussed but 

not defined.  

Fair = 2 = Clear description 

of one variable, but 

inadequate description of the 

other. 

Poor = 1 = Inadequate 

descriptions of both 

variables.   

Very Poor = 0 = No 

description of either variable. 
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Are the measurements 

used appropriate? 

Good = 3 = Validated and 

reliability tested measures of 

the outcome are used, or 

measures are pre-tested prior 

to data collection. 

1 No psychometric 

information was 

provided for either 

measure 

Fair = 2 = Appropriate 

measures have been used but 

have not been described well.  

Poor = 1 = Measures used are 

inappropriate/ failure to 

report validity and reliability 

of measures. 

Very Poor = 0 = No mention 

of measures used. 

Data Analysis: 

Questions Description Score Comments 

Is the statistical analysis 

appropriate to answer 

the research question 

and for the type of data 

collected? 

 

Good = 3 = Appropriate 

analysis selected. Reasons 

for tests clearly stated and 

linked back to the 

hypotheses.  

N/A Frequencies only 

Fair = 2 = Appropriate 

analysis. Some rationale for 

the analysis provided.  

Poor = 1 = Appropriate 

analysis. No rationale 

provided.  

Very Poor = 0 = Analysis 

was inappropriate to answer 

the research question. 

Was the description of 

the analysis sufficiently 

rigorous? 

Good = 3 = Clear description 

of how analysis was done. 

Statistical significance 

discussed. 

N/A As above 

Fair = 2 = Some details about 

the analysis provided. 

Poor = 1 = Minimal details 

about analysis provided.  

Very Poor = 0 = No 

discussion of analysis 

Results: 

Questions Description Score Comments 

Is there a clear statement 

of findings? 

 

Good = 3 = Findings are 

presented logically, are easy 

to understand, and relate to 

aims. Tables are explained in 

text.  

2 Results section was 

clear, but could have 

been improved upon 

e.g., with the inclusion 

of tables as opposed to 
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Fair = 2 = Findings 

mentioned, but more 

explanation could be given.  

reporting all the results 

in text. Findings were 

not linked back to the 

hypotheses of aims of 

the study.   
Poor = 1 = Findings are 

presented haphazardly, not 

explained, or do not relate to 

aims.  

Very Poor = 0 = Not 

mentioned or do not relate to 

aims.  

Limitations discussed? Yes = 3 0  

No = 0 

Implications/ Applications: 

Questions Description Score Comments 

How important are these 

findings to policy/ 

practice? 

Does the research offer 

a valuable contribution 

to the literature?  

Good = 3 = Contributes 

something new/ different in 

terms of insight or 

perspective. Suggests ideas 

for future research. Suggests 

implication for policy and/ or 

practice.  

1 Future research only 

Fair = 2 = Two of the above 

(State in comments). 

Poor = 1 = Only one of the 

above (State in comments). 

Very Poor = 0 = None of the 

above 

Total Score:  7/18 

39% 

 

 

 

Study 14 - Title: Motives for physical dating violence among college students: A 

gendered analysis 

Author (Year): Kelley, E. L., Edwards, K. M., Dardis, C. M., & Gidycz, C. A. 

(2015) 

Sampling:  

Questions Description Score Comments 

Was the sampling 

strategy appropriate to 

address the research 

question/s? 

Why was this group 

targeted? 

Were the participants 

representative of the 

target population? 

 

Good = 3 = Details (age/ 

gender/ ethnicity /context) of 

who was studied and how 

they were recruited. 

Rationale for studying this 

population. Response rates 

shown and explained (why 

certain individuals chose not 

to participate, and any 

attempts to achieve a sample 

2 Details and rationale 

provided. More 

information on 

recruitment would have 

been beneficial. No 

mention of response 

rate of attempts to 

achieve a representative 

sample.  
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that represents the target 

population).  

Fair = 2 = Most information 

given, but some missing. 

Poor = 1 = Sampling 

mentioned but few 

descriptive details.  

Very Poor = 0 = No details 

of sample.  

Reporting of power or a 

priori power analysis 

conducted? 

Does the study have ≥ 

80% power to detect an 

effect at r = .20? 

Good = 3 = Two of the 

above (State in comments). 

1.5 No reporting of power 

or a priori power 

analysis conducted. 

The study has ≥ 80% 

power to detect an 

effect at r = .20 

Poor = 1.5 = Only one of the 

above (State in comments). 

Very Poor = 0 = None of the 

above 

Method:  

Questions Description Score Comments 

Has IPA been clearly 

defined? 

Have motivations been 

clearly defined? 

 

Good = 3 = Clear 

description of both IPA and 

motivations.  

 

1.5 Good description of 

motivation. No 

description of IPA. 

Fair = 2 = Clear description 

of one variable, but 

inadequate description of the 

other. 

Poor = 1 = Inadequate 

descriptions of both 

variables.   

Very Poor = 0 = No 

description of either 

variable. 

Are the measurements 

used appropriate? 

Good = 3 = Validated and 

reliability tested measures of 

the outcome are used, or 

measures are pre-tested prior 

to data collection. 

3 Measures were 

appropriate. The 

measure for assessing 

motive had not been 

used with a student 

sample, so an EFA was 

performed.  
Fair = 2 = Appropriate 

measures have been used but 

have not been described 

well.  

Poor = 1 = Measures used 

are inappropriate/ failure to 

report validity and reliability 

of measures. 

Very Poor = 0 = No mention 

of measures used. 

Data Analysis: 



261 

 

 

Questions Description Score Comments 

Is the statistical analysis 

appropriate to answer 

the research question 

and for the type of data 

collected? 

 

Good = 3 = Appropriate 

analysis selected. Reasons 

for tests clearly stated and 

linked back to the 

hypotheses.  

2 Appropriate analyses 

conducted and rationale 

for these provided.  

Fair = 2 = Appropriate 

analysis. Some rationale for 

the analysis provided.  

Poor = 1 = Appropriate 

analysis. No rationale 

provided.  

Very Poor = 0 = Analysis 

was inappropriate to answer 

the research question. 

Was the description of 

the analysis sufficiently 

rigorous? 

Good = 3 = Clear 

description of how analysis 

was done. Statistical 

significance discussed. 

3 Very thorough 

description of analysis 

and treatment of data 

Fair = 2 = Some details 

about the analysis provided. 

Poor = 1 = Minimal details 

about analysis provided.  

Very Poor = 0 = No 

discussion of analysis 

Results: 

Questions Description Score Comments 

Is there a clear 

statement of findings? 

 

Good = 3 = Findings are 

presented logically, are easy 

to understand, and relate to 

aims. Tables are explained 

in text.  

3 Findings are clear and 

logical and explicitly 

related back to the aim 

of the study. Tables are 

explained in text. 

Fair = 2 = Findings 

mentioned, but more 

explanation could be given.  

Poor = 1 = Findings are 

presented haphazardly, not 

explained, or do not relate to 

aims.  

Very Poor = 0 = Not 

mentioned or do not relate to 

aims.  

Limitations discussed? Yes = 3 

 

3 These included: 

Retrospective, cross-

sectional, did not relate 

to specific incidents, not 

able to select multiple 

motives, self-defense 

items do not reflect the 

No = 0 
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legal definition, lack of 

diversity in sample.  

Implications/ Applications: 

Questions Description Score Comments 

How important are 

these findings to policy/ 

practice? 

Does the research offer 

a valuable contribution 

to the literature?  

Good = 3 = Contributes 

something new/ different in 

terms of insight or 

perspective. Suggests ideas 

for future research. Suggests 

implication for policy and/ 

or practice.  

3 Theoretically based. 

Suggests ideas for 

future research and 

includes clinical and 

policy implications. 

Fair = 2 = Two of the above 

(State in comments). 

Poor = 1 = Only one of the 

above (State in comments). 

Very Poor = 0 = None of the 

above 

Total Score:  22/27 

81% 

 

 

 

Study 15 - Title: Exerting power or striking back: A gendered comparison of 

motivations for domestic violence perpetration 

Author (Year): Kernsmith, P. (2005) 

Sampling:  

Questions Description Score Comments 

Was the sampling 

strategy appropriate to 

address the research 

question/s? 

Why was this group 

targeted? 

Were the participants 

representative of the 

target population? 

 

Good = 3 = Details (age/ 

gender/ ethnicity /context) of 

who was studied and how 

they were recruited. 

Rationale for studying this 

population. Response rates 

shown and explained (why 

certain individuals chose not 

to participate, and any 

attempts to achieve a sample 

that represents the target 

population).  

2 Details of sample 

provided. Attempt to 

ensure the sample was 

demographically similar, 

in terms of race and 

class, to L.A county. 

Response rate and 

rationale for studying 

this population not 

provided.  

Fair = 2 = Most information 

given, but some missing. 

Poor = 1 = Sampling 

mentioned but few 

descriptive details.  

Very Poor = 0 = No details 

of sample.  
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Reporting of power or a 

priori power analysis 

conducted? 

Does the study have ≥ 

80% power to detect an 

effect at r = .20? 

Good = 3 = Two of the 

above (State in comments). 

0 No reporting of power or 

a priori power analysis 

conducted. 

The study has < 80% 

power to detect an effect 

at r = .20? 

Poor = 1.5 = Only one of the 

above (State in comments). 

Very Poor = 0 = None of the 

above 

Method:  

Questions Description Score Comments 

Has IPA been clearly 

defined? 

Have motivations been 

clearly defined? 

 

Good = 3 = Clear description 

of both IPA and motivations.  

 

0 Neither IPA nor 

motivations defined. 

Fair = 2 = Clear description 

of one variable, but 

inadequate description of the 

other. 

Poor = 1 = Inadequate 

descriptions of both 

variables.   

Very Poor = 0 = No 

description of either variable. 

Are the measurements 

used appropriate? 

Good = 3 = Validated and 

reliability tested measures of 

the outcome are used, or 

measures are pre-tested prior 

to data collection. 

1 Very little information 

provided regarding the 

measures used, including 

a lack of psychometric 

information.  

Fair = 2 = Appropriate 

measures have been used but 

have not been described 

well.  

Poor = 1 = Measures used 

are inappropriate/ failure to 

report validity and reliability 

of measures. 

Very Poor = 0 = No mention 

of measures used. 

Data Analysis: 

Questions Description Score Comments 

Is the statistical analysis 

appropriate to answer 

the research question 

and for the type of data 

collected? 

 

Good = 3 = Appropriate 

analysis selected. Reasons 

for tests clearly stated and 

linked back to the 

hypotheses.  

.5 An EFA was conducted, 

but there was no 

rationale for why this 

was done. The t-tests 

were appropriate, but 

reasons for their use 

were not stated. 
Fair = 2 = Appropriate 

analysis. Some rationale for 

the analysis provided.  
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Poor = 1 = Appropriate 

analysis. No rationale 

provided.  

Very Poor = 0 = Analysis 

was inappropriate to answer 

the research question. 

Was the description of 

the analysis sufficiently 

rigorous? 

Good = 3 = Clear description 

of how analysis was done. 

Statistical significance 

discussed. 

0 No discussion of 

analysis 

Fair = 2 = Some details 

about the analysis provided. 

Poor = 1 = Minimal details 

about analysis provided.  

Very Poor = 0 = No 

discussion of analysis 

Results: 

Questions Description Score Comments 

Is there a clear 

statement of findings? 

 

Good = 3 = Findings are 

presented logically, are easy 

to understand, and relate to 

aims. Tables are explained in 

text.  

1 Insufficient results e.g., 

the aim of the study was 

to compare male’s and 

female’s motivations for 

IPA and to investigate 

whether female IPA was 

motivated by power and 

control. However, the 

only results presented 

are the three “factor” 

means and the t-test 

results in text.  

Fair = 2 = Findings 

mentioned, but more 

explanation could be given.  

Poor = 1 = Findings are 

presented haphazardly, not 

explained, or do not relate to 

aims.  

Very Poor = 0 = Not 

mentioned or do not relate to 

aims.  

Limitations discussed? Yes = 3 3 These include: Influence 

of treatment on attitudes/ 

behaviour, 

generalisability of 

sample, self-report 

No = 0 

Implications/ Applications: 

Questions Description Score Comments 

How important are these 

findings to policy/ 

practice? 

Does the research offer 

a valuable contribution 

to the literature?  

Good = 3 = Contributes 

something new/ different in 

terms of insight or 

perspective. Suggests ideas 

for future research. Suggests 

implication for policy and/ or 

practice.  

1.5 Suggests implication for 

policy and practice and 

some future research.  

Fair = 2 = Two of the above 

(State in comments). 
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Poor = 1 = Only one of the 

above (State in comments). 

Very Poor = 0 = None of the 

above 

Total Score:  9/27 

33% 

 

 

 

Study 16 - Title: Physical and emotional abuse in romantic relationships: 

Motivation for perpetration among college women 

Author (Year): Leisring, P. A. (2013) 

Sampling:  

Questions Description Score Comments 

Was the sampling 

strategy appropriate to 

address the research 

question/s? 

Why was this group 

targeted? 

Were the participants 

representative of the 

target population? 

 

Good = 3 = Details (age/ 

gender/ ethnicity /context) 

of who was studied and how 

they were recruited. 

Rationale for studying this 

population. Response rates 

shown and explained (why 

certain individuals chose 

not to participate, and any 

attempts to achieve a 

sample that represents the 

target population).  

2.5 Details of sample 

provided. Rational for 

studying this population 

explained. No discussion 

of representativeness of 

sample.  

Fair = 2 = Most information 

given, but some missing. 

Poor = 1 = Sampling 

mentioned but few 

descriptive details.  

Very Poor = 0 = No details 

of sample.  

Reporting of power or a 

priori power analysis 

conducted? 

Does the study have ≥ 

80% power to detect an 

effect at r = .20? 

Good = 3 = Two of the 

above (State in comments). 

0 No reporting of power 

or a priori power 

analysis conducted.  

The study has < 80% 

power to detect an effect 

at r = .20 

Poor = 1.5 = Only one of 

the above (State in 

comments). 

 

Very Poor = 0 = None of 

the above 

Method:  

Questions Description Score Comments 

Has IPA been clearly 

defined? 

Have motivations been 

clearly defined? 

Good = 3 = Clear 

description of both IPA and 

motivations.  

 

0 IPA and motivations 

discussed but neither 

defined. 
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 Fair = 2 = Clear description 

of one variable, but 

inadequate description of 

the other. 

Poor = 1 = Inadequate 

descriptions of both 

variables.   

Very Poor = 0 = No 

description of either 

variable. 

Are the measurements 

used appropriate? 

Good = 3 = Validated and 

reliability tested measures 

of the outcome are used, or 

measures are pre-tested 

prior to data collection. 

1 The CTS2 is a reliable 

and well validated tool. 

The alpha reported for 

this study was above the 

recommended level. 

The MEQ has been used 

in several previous 

studies, however, no 

psychometric 

information was 

reported.  

Fair = 2 = Appropriate 

measures have been used 

but have not been described 

well.  

Poor = 1 = Measures used 

are inappropriate/ failure to 

report validity and 

reliability of measures. 

Very Poor = 0 = No 

mention of measures used. 

Data Analysis: 

Questions Description Score Comments 

Is the statistical 

analysis appropriate to 

answer the research 

question and for the 

type of data collected? 

 

Good = 3 = Appropriate 

analysis selected. Reasons 

for tests clearly stated and 

linked back to the 

hypotheses.  

2 Mostly frequencies. Chi-

square analysis was 

appropriate. Statement 

of what this was testing. 

No hypotheses to link 

back to.  Fair = 2 = Appropriate 

analysis. Some rationale for 

the analysis provided.  

Poor = 1 = Appropriate 

analysis. No rationale 

provided.  

Very Poor = 0 = Analysis 

was inappropriate to answer 

the research question. 

Was the description of 

the analysis sufficiently 

rigorous? 

Good = 3 = Clear 

description of how analysis 

was done. Statistical 

significance discussed. 

1 No details other than 

stating what tests were 

performed. Neither the 

software used nor 

statistical significance 

was discussed 
Fair = 2 = Some details 

about the analysis provided. 

Poor = 1 = Minimal details 

about analysis provided.  
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Very Poor = 0 = No 

discussion of analysis 

Results: 

Questions Description Score Comments 

Is there a clear 

statement of findings? 

 

Good = 3 = Findings are 

presented logically, are easy 

to understand, and relate to 

aims. Tables are explained 

in text.  

3 The findings are 

presented logically, 

although there were no 

explicit aims in this 

study. The tables are 

explained in text.  Fair = 2 = Findings 

mentioned, but more 

explanation could be given.  

Poor = 1 = Findings are 

presented haphazardly, not 

explained, or do not relate 

to aims.  

Very Poor = 0 = Not 

mentioned or do not relate 

to aims.  

Limitations discussed? Yes = 3 

 

3 These include: The 

omission of one of the 

items from the original 

MEQ scale, low alpha 

on one of the subscales 

of the MMEA (not 

relevant to this review).  

No = 0 

Implications/ Applications: 

Questions Description Score Comments 

How important are 

these findings to policy/ 

practice? 

Does the research offer 

a valuable contribution 

to the literature?  

Good = 3 = Contributes 

something new/ different in 

terms of insight or 

perspective. Suggests ideas 

for future research. 

Suggests implication for 

policy and/ or practice.  

3 Suggests areas for future 

research and 

implications for 

treatment. The 

measurement of IPA, in 

particular self-defense 

and psychological 

aggression, is novel.  Fair = 2 = Two of the above 

(State in comments). 

Poor = 1 = Only one of the 

above (State in comments). 

Very Poor = 0 = None of 

the above 

Total Score:  15.5/27 

57% 
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Study 17 - Title: Gender differences in courtship violence victimization 

Author (Year): Makepeace, J. M. (1986) 

Sampling:  

Questions Description Score Comments 

Was the sampling 

strategy appropriate to 

address the research 

question/s? 

Why was this group 

targeted? 

Were the participants 

representative of the 

target population? 

 

Good = 3 = Details (age/ 

gender/ ethnicity /context) of 

who was studied and how 

they were recruited. 

Rationale for studying this 

population. Response rates 

shown and explained (why 

certain individuals chose not 

to participate, and any 

attempts to achieve a sample 

that represents the target 

population).  

1.5 Age, gender, and 

context reported. No 

details regarding the 

ethnic composition of 

the sample. No attempts 

to achieve a 

representative sample 

reported. No mention of 

response rates.  

Rationale for studying 

this population 

provided. 

Fair = 2 = Most information 

given, but some missing. 

Poor = 1 = Sampling 

mentioned but few 

descriptive details.  

Very Poor = 0 = No details 

of sample.  

Reporting of power or a 

priori power analysis 

conducted? 

Does the study have ≥ 

80% power to detect an 

effect at r = .20? 

Good = 3 = Two of the 

above (State in comments). 

0 No reporting of power 

or a priori power 

analysis conducted.  

Due to the type of 

analysis conducted this 

was not able to be 

calculated a priori and 

consequently this 

section is scored out of 

1.5, not 3. 

Poor = 1.5 = Only one of the 

above (State in comments). 

Very Poor = 0 = None of the 

above 

Method:  

Questions Description Score Comments 

Has IPA been clearly 

defined? 

Have motivations been 

clearly defined? 

 

Good = 3 = Clear description 

of both IPA and motivations.  

 

0 Neither IPA nor 

motivations defined 

Fair = 2 = Clear description 

of one variable, but 

inadequate description of the 

other. 

Poor = 1 = Inadequate 

descriptions of both 

variables.   

Very Poor = 0 = No 

description of either variable. 
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Are the measurements 

used appropriate? 

Good = 3 = Validated and 

reliability tested measures of 

the outcome are used, or 

measures are pre-tested prior 

to data collection. 

0 The measure used was 

not validated or piloted 

prior to use in the study. 

No psychometric 

information was 

provided. Very few 

details of the measure 

were provided e.g., no 

mention of number of 

items, no example 

items, no mention of 

motives.  

Fair = 2 = Appropriate 

measures have been used but 

have not been described 

well.  

Poor = 1 = Measures used 

are inappropriate/ failure to 

report validity and reliability 

of measures. 

Very Poor = 0 = No mention 

of measures used. 

Data Analysis: 

Questions Description Score Comments 

Is the statistical analysis 

appropriate to answer 

the research question 

and for the type of data 

collected? 

 

Good = 3 = Appropriate 

analysis selected. Reasons 

for tests clearly stated and 

linked back to the 

hypotheses.  

1 Z tests were conducted 

to investigate group 

differences. However, 

this was only mentioned 

in the caption of the 

table. No rationale was 

provided for the use of 

this test. 

Fair = 2 = Appropriate 

analysis. Some rationale for 

the analysis provided.  

Poor = 1 = Appropriate 

analysis. No rationale 

provided.  

Very Poor = 0 = Analysis 

was inappropriate to answer 

the research question. 

Was the description of 

the analysis sufficiently 

rigorous? 

Good = 3 = Clear description 

of how analysis was done. 

Statistical significance 

discussed. 

0 There was no discussion 

of the analysis 

performed.  

Fair = 2 = Some details 

about the analysis provided. 

Poor = 1 = Minimal details 

about analysis provided.  

Very Poor = 0 = No 

discussion of analysis 

Results: 

Questions Description Score Comments 

Is there a clear 

statement of findings? 

 

Good = 3 = Findings are 

presented logically, are easy 

to understand, and relate to 

aims. Tables are explained in 

text.  

3 The findings were 

presented logically and 

tables were explained in 

text. There were no 
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Fair = 2 = Findings 

mentioned, but more 

explanation could be given.  

aims for the findings to 

relate back to.  

Poor = 1 = Findings are 

presented haphazardly, not 

explained, or do not relate to 

aims.  

Very Poor = 0 = Not 

mentioned or do not relate to 

aims.  

Limitations discussed? Yes = 3 0 No discussion of study 

limitations No = 0 

Implications/ Applications: 

Questions Description Score Comments 

How important are these 

findings to policy/ 

practice? 

Does the research offer 

a valuable contribution 

to the literature?  

Good = 3 = Contributes 

something new/ different in 

terms of insight or 

perspective. Suggests ideas 

for future research. Suggests 

implication for policy and/ or 

practice.  

1.5 Some discussion 

regarding treatment 

implications. A very 

brief suggestion for 

future research that 

could have been 

elaborated on.  

Fair = 2 = Two of the above 

(State in comments). 

Poor = 1 = Only one of the 

above (State in comments). 

Very Poor = 0 = None of the 

above 

Total Score:  7/25.5 

27% 

 

 

 

Study 18 - Title: Why did she do it? College women's motives for intimate partner 

violence perpetration 

Author (Year): Neal, A. M., Dixon, K. J., Edwards, K. M., & Gidycz, C. A. 

(2015) 

Sampling:  

Questions Description Score Comments 

Was the sampling 

strategy appropriate to 

address the research 

question/s? 

Why was this group 

targeted? 

Were the participants 

representative of the 

target population? 

 

Good = 3 = Details (age/ 

gender/ ethnicity /context) of 

who was studied and how 

they were recruited. 

Rationale for studying this 

population. Response rates 

shown and explained (why 

certain individuals chose not 

to participate, and any 

attempts to achieve a sample 

1 Details of sample 

provided. No rationale 

for studying this 

population given. No 

response rate provided. 

No attempt to ensure a 

representative sample 

reported.  
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that represents the target 

population).  

Fair = 2 = Most information 

given, but some missing. 

Poor = 1 = Sampling 

mentioned but few 

descriptive details.  

Very Poor = 0 = No details 

of sample.  

Reporting of power or a 

priori power analysis 

conducted? 

Does the study have ≥ 

80% power to detect an 

effect at r = .20? 

Good = 3 = Two of the 

above (State in comments). 

1.5 No reporting of power 

or a priori power 

analysis conducted.  

The study has ≥ 80% 

power to detect an 

effect at r = .20 

Poor = 1.5 = Only one of the 

above (State in comments). 

Very Poor = 0 = None of the 

above 

Method:  

Questions Description Score Comments 

Has IPA been clearly 

defined? 

Have motivations been 

clearly defined? 

 

Good = 3 = Clear 

description of both IPA and 

motivations.  

 

3 IPA and motives 

defined 

Fair = 2 = Clear description 

of one variable, but 

inadequate description of the 

other. 

Poor = 1 = Inadequate 

descriptions of both 

variables.   

Very Poor = 0 = No 

description of either 

variable. 

Are the measurements 

used appropriate? 

Good = 3 = Validated and 

reliability tested measures of 

the outcome are used, or 

measures are pre-tested prior 

to data collection. 

1 Failure to report 

validity and reliability 

of CTS2 and MEQ.  

A “modified” version of 

the MEQ was used, but 

no details as to what 

was modified were 

provided.  

Fair = 2 = Appropriate 

measures have been used but 

have not been described 

well.  

Poor = 1 = Measures used 

are inappropriate/ failure to 

report validity and reliability 

of measures. 

Very Poor = 0 = No mention 

of measures used. 

Data Analysis: 
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Questions Description Score Comments 

Is the statistical analysis 

appropriate to answer 

the research question 

and for the type of data 

collected? 

 

Good = 3 = Appropriate 

analysis selected. Reasons 

for tests clearly stated and 

linked back to the 

hypotheses.  

3 The type of analysis 

was appropriate and an 

explanation for it’s use 

was provided. The 

authors consider the 

study to be exploratory 

in nature and thus, no 

hypotheses are stated.  

Fair = 2 = Appropriate 

analysis. Some rationale for 

the analysis provided.  

Poor = 1 = Appropriate 

analysis. No rationale 

provided.  

Very Poor = 0 = Analysis 

was inappropriate to answer 

the research question. 

Was the description of 

the analysis sufficiently 

rigorous? 

Good = 3 = Clear 

description of how analysis 

was done. Statistical 

significance discussed. 

2.5 Analysis described and 

statistical significance 

discussed. Software 

used to conduct the 

analysis was not stated.  Fair = 2 = Some details 

about the analysis provided. 

Poor = 1 = Minimal details 

about analysis provided.  

Very Poor = 0 = No 

discussion of analysis 

 

 

 

Results: 

Questions Description Score Comments 

Is there a clear 

statement of findings? 

 

Good = 3 = Findings are 

presented logically, are easy 

to understand, and relate to 

aims. Tables are explained 

in text.  

3 Findings are clear and 

directly relate to the aim 

of the study. The tables 

are referred to in text.   

Fair = 2 = Findings 

mentioned, but more 

explanation could be given.  

Poor = 1 = Findings are 

presented haphazardly, not 

explained, or do not relate to 

aims.  

Very Poor = 0 = Not 

mentioned or do not relate to 

aims.  

Limitations discussed? Yes = 3 3 These include: Focus on 

the individual’s most 

severe behaviour/ type 

of IPA, as opposed to 

No = 0 
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investigating different 

motives for different 

behaviours.  

Implications/ Applications: 

Questions Description Score Comments 

How important are 

these findings to policy/ 

practice? 

Does the research offer 

a valuable contribution 

to the literature?  

Good = 3 = Contributes 

something new/ different in 

terms of insight or 

perspective. Suggests ideas 

for future research. Suggests 

implication for policy and/ 

or practice.  

3 Investigates motivations 

by type of IPA.  

Future research and 

treatment implications 

are discussed in detail.  

Fair = 2 = Two of the above 

(State in comments). 

Poor = 1 = Only one of the 

above (State in comments). 

Very Poor = 0 = None of the 

above 

 

Total Score:  21/27 

78% 

 

 

 

Study 19 - Title: Personality and situational correlates of self-reported reasons for 

intimate partner violence among women versus men referred for 

batterers' intervention 

Author (Year): Ross, J. M. (2011) 

Sampling:  

Questions Description Score Comments 

Was the sampling 

strategy appropriate to 

address the research 

question/s? 

Why was this group 

targeted? 

Were the participants 

representative of the 

target population? 

 

Good = 3 = Details (age/ 

gender/ ethnicity /context) of 

who was studied and how 

they were recruited. 

Rationale for studying this 

population. Response rates 

shown and explained (why 

certain individuals chose not 

to participate, and any 

attempts to achieve a sample 

that represents the target 

population).  

1 Details of sample 

provided. No rationale 

for studying this 

population given. No 

response rate provided. 

No attempt to ensure a 

representative sample 

reported. 

Fair = 2 = Most information 

given, but some missing. 

Poor = 1 = Sampling 

mentioned but few 

descriptive details.  

Very Poor = 0 = No details 

of sample.  
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Reporting of power or a 

priori power analysis 

conducted? 

Does the study have ≥ 

80% power to detect an 

effect at r = .20? 

Good = 3 = Two of the 

above (State in comments). 

0 Low power was 

discussed as a limitation 

of the study. However, 

an a priori power 

analysis was not 

conducted. 

The study has < 80% 

power to detect an effect 

at r = .20 

Poor = 1.5 = Only one of the 

above (State in comments). 

Very Poor = 0 = None of the 

above 

Method:  

Questions Description Score Comments 

Has IPA been clearly 

defined? 

Have motivations been 

clearly defined? 

 

Good = 3 = Clear description 

of both IPA and motivations.  

 

0 Neither variable defined  

Fair = 2 = Clear description 

of one variable, but 

inadequate description of the 

other. 

Poor = 1 = Inadequate 

descriptions of both 

variables.   

Very Poor = 0 = No 

description of either variable. 

Are the measurements 

used appropriate? 

Good = 3 = Validated and 

reliability tested measures of 

the outcome are used, or 

measures are pre-tested prior 

to data collection. 

3 The psychometric 

properties of the CTS2 

were discussed and the 

internal consistencies 

provided for the current 

study.  

No psychometric 

information was 

provided for the RVS, 

however, a PCA was 

conducted.  

Fair = 2 = Appropriate 

measures have been used but 

have not been described well.  

Poor = 1 = Measures used 

are inappropriate/ failure to 

report validity and reliability 

of measures. 

Very Poor = 0 = No mention 

of measures used. 

Data Analysis: 

Questions Description Score Comments 

Is the statistical analysis 

appropriate to answer 

the research question 

and for the type of data 

collected? 

 

Good = 3 = Appropriate 

analysis selected. Reasons 

for tests clearly stated and 

linked back to the 

hypotheses.  

1 PCA is an appropriate 

technique considering 

the measure used has 29 

items. However, no 

rationale was given for 

performing this analysis.  

T- test was appropriate 

for group comparison.  

Fair = 2 = Appropriate 

analysis. Some rationale for 

the analysis provided.  
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Poor = 1 = Appropriate 

analysis. No rationale 

provided.  

Very Poor = 0 = Analysis 

was inappropriate to answer 

the research question. 

Was the description of 

the analysis sufficiently 

rigorous? 

Good = 3 = Clear description 

of how analysis was done. 

Statistical significance 

discussed. 

1 Insufficient detail 

regarding the PCA e.g., 

rotation method. 

No mention of t-tests - 

the reporting of the 

statistic in the text was 

the only indication of 

what analysis was 

conducted.  

Statistical significance 

was not discussed and a 

multi test correction was 

not employed.  

 

 

Fair = 2 = Some details about 

the analysis provided. 

Poor = 1 = Minimal details 

about analysis provided.  

Very Poor = 0 = No 

discussion of analysis 

Results: 

Questions Description Score Comments 

Is there a clear statement 

of findings? 

 

Good = 3 = Findings are 

presented logically, are easy 

to understand, and relate to 

aims. Tables are explained in 

text.  

3 Results relate to the 

aims of the study and are 

presented in a logical 

order. Tables are 

referred to in text.  

Fair = 2 = Findings 

mentioned, but more 

explanation could be given.  

Poor = 1 = Findings are 

presented haphazardly, not 

explained, or do not relate to 

aims.  

Very Poor = 0 = Not 

mentioned or do not relate to 

aims.  

Limitations discussed? Yes = 3 3 These include: small 

sample size, 

generalisability of 

findings from a forensic 

sample 

No = 0 

Implications/ Applications: 

Questions Description Score Comments 

How important are these 

findings to policy/ 

practice? 

Good = 3 = Contributes 

something new/ different in 

terms of insight or 

perspective. Suggests ideas 

2 Discusses clinical 

implications and 

suggests ideas for future 

research.  
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Does the research offer 

a valuable contribution 

to the literature?  

for future research. Suggests 

implication for policy and/ or 

practice.  

Fair = 2 = Two of the above 

(State in comments). 

Poor = 1 = Only one of the 

above (State in comments). 

Very Poor = 0 = None of the 

above 

Total Score:  14/27 

52% 

 

   

Study 20 - Title: When battered women use violence: Husband abuse or self-

defense? 

Author (Year): Saunders, D. G. (1986) 

Sampling:  

Questions Description Score Comments 

Was the sampling 

strategy appropriate to 

address the research 

question/s? 

Why was this group 

targeted? 

Were the participants 

representative of the 

target population? 

 

Good = 3 = Details (age/ 

gender/ ethnicity /context) of 

who was studied and how 

they were recruited. 

Rationale for studying this 

population. Response rates 

shown and explained (why 

certain individuals chose not 

to participate, and any 

attempts to achieve a sample 

that represents the target 

population).  

0 Age and ethnic 

composition of sample 

not reported. No 

response rate reported. 

No attempt to ensure 

sample was 

representative reported. 

No rationale for 

studying this population 

given.  

Fair = 2 = Most information 

given, but some missing. 

Poor = 1 = Sampling 

mentioned but few 

descriptive details.  

Very Poor = 0 = No details 

of sample.  

Reporting of power or a 

priori power analysis 

conducted? 

Does the study have ≥ 

80% power to detect an 

effect at r = .20? 

Good = 3 = Two of the above 

(State in comments). 

0 No reporting of power 

or a priori power 

analysis conducted.  

The study has < 80% 

power to detect an effect 

at r = .20 

Poor = 1.5 = Only one of the 

above (State in comments). 

Very Poor = 0 = None of the 

above 

Method:  

Questions Description Score Comments 
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Has IPA been clearly 

defined? 

Have motivations been 

clearly defined? 

 

Good = 3 = Clear description 

of both IPA and motivations.  

 

0 Neither IPA nor 

motivations defined 

Fair = 2 = Clear description 

of one variable, but 

inadequate description of the 

other. 

Poor = 1 = Inadequate 

descriptions of both 

variables.   

Very Poor = 0 = No 

description of either variable. 

Are the measurements 

used appropriate? 

Good = 3 = Validated and 

reliability tested measures of 

the outcome are used, or 

measures are pre-tested prior 

to data collection. 

2 CTS2 and social 

desirability measure 

well validated and 

psychometric 

information was 

provided. The motive 

measure has not been 

validated and was not 

piloted prior to use in 

the study.  

Fair = 2 = Appropriate 

measures have been used but 

have not been described well.  

Poor = 1 = Measures used are 

inappropriate/ failure to 

report validity and reliability 

of measures. 

Very Poor = 0 = No mention 

of measures used. 

Data Analysis: 

Questions Description Score Comments 

Is the statistical analysis 

appropriate to answer 

the research question 

and for the type of data 

collected? 

 

Good = 3 = Appropriate 

analysis selected. Reasons 

for tests clearly stated and 

linked back to the 

hypotheses.  

1 Appropriate analysis 

conducted. Reasons for 

the tests not stated or 

linked back to the 

hypotheses.  

Fair = 2 = Appropriate 

analysis. Some rationale for 

the analysis provided.  

Poor = 1 = Appropriate 

analysis. No rationale 

provided.  

Very Poor = 0 = Analysis 

was inappropriate to answer 

the research question. 

Was the description of 

the analysis sufficiently 

rigorous? 

Good = 3 = Clear description 

of how analysis was done. 

Statistical significance 

discussed. 

2 A more explicit 

description would have 

been beneficial e.g., 

type of correlation, 

software used. Statistical 

significance was 
Fair = 2 = Some details about 

the analysis provided. 
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Poor = 1 = Minimal details 

about analysis provided.  

discussed and a multi 

test correct was applied.  

Very Poor = 0 = No 

discussion of analysis 

Results: 

Questions Description Score Comments 

Is there a clear statement 

of findings? 

 

Good = 3 = Findings are 

presented logically, are easy 

to understand, and relate to 

aims. Tables are explained in 

text.  

3 The findings are 

presented in a logical 

order and relate to the 

hypotheses. Tables 

explained well in text.  

Fair = 2 = Findings 

mentioned, but more 

explanation could be given.  

Poor = 1 = Findings are 

presented haphazardly, not 

explained, or do not relate to 

aims.  

Very Poor = 0 = Not 

mentioned or do not relate to 

aims.  

Limitations discussed? Yes = 3 3 These include: 

Participants not asked 

about motives for 

specific incidents, 

sample not 

representative 

No = 0 

Implications/ Applications: 

Questions Description Score Comments 

How important are these 

findings to policy/ 

practice? 

Does the research offer 

a valuable contribution 

to the literature?  

Good = 3 = Contributes 

something new/ different in 

terms of insight or 

perspective. Suggests ideas 

for future research. Suggests 

implication for policy and/ or 

practice.  

1 Some very vague ideas 

regarding future 

research 

Fair = 2 = Two of the above 

(State in comments). 

Poor = 1 = Only one of the 

above (State in comments). 

Very Poor = 0 = None of the 

above 

Total Score:  12/27 

44% 
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Study 21 - Title: Motivations for self-defensive aggression in dating relationships 

Author (Year): Shorey, R. C., Meltzer, C., & Cornelius, T. L. (2010) 

Sampling:  

Questions Description Score Comments 

Was the sampling 

strategy appropriate to 

address the research 

question/s? 

Why was this group 

targeted? 

Were the participants 

representative of the 

target population? 

 

Good = 3 = Details (age/ 

gender/ ethnicity /context) 

of who was studied and how 

they were recruited. 

Rationale for studying this 

population. Response rates 

shown and explained (why 

certain individuals chose not 

to participate, and any 

attempts to achieve a sample 

that represents the target 

population).  

2 Number of males and 

females in sample only 

supplied in tables in the 

results section. 

Discussion on dating 

violence, but not 

explicit why a college 

sample was selected. 

Response rates not 

provided. No attempts 

to ensure the sample 

was representative were 

reported.  Fair = 2 = Most information 

given, but some missing. 

Poor = 1 = Sampling 

mentioned but few 

descriptive details.  

Very Poor = 0 = No details 

of sample.  

Reporting of power or a 

priori power analysis 

conducted? 

Does the study have ≥ 

80% power to detect an 

effect at r = .20? 

Good = 3 = Two of the 

above (State in comments). 

0 No reporting of power 

or a priori power 

analysis conducted.  

The study has < 80% 

power to detect an 

effect at r = .20 

Poor = 1.5 = Only one of the 

above (State in comments). 

Very Poor = 0 = None of the 

above 

Method:  

Questions Description Score Comments 

Has IPA been clearly 

defined? 

Have motivations been 

clearly defined? 

 

Good = 3 = Clear 

description of both IPA and 

motivations.  

 

0 Both were discussed, 

but not defined.  

Fair = 2 = Clear description 

of one variable, but 

inadequate description of the 

other. 

Poor = 1 = Inadequate 

descriptions of both 

variables.   

Very Poor = 0 = No 

description of either 

variable. 
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Are the measurements 

used appropriate? 

Good = 3 = Validated and 

reliability tested measures of 

the outcome are used, or 

measures are pre-tested prior 

to data collection. 

3 Measures were 

appropriate and 

psychometric 

information was 

supplied for both the 

CTS2 and the RVS.  Fair = 2 = Appropriate 

measures have been used 

but have not been described 

well.  

Poor = 1 = Measures used 

are inappropriate/ failure to 

report validity and reliability 

of measures. 

Very Poor = 0 = No mention 

of measures used. 

Data Analysis: 

Questions Description Score Comments 

Is the statistical analysis 

appropriate to answer 

the research question 

and for the type of data 

collected? 

 

Good = 3 = Appropriate 

analysis selected. Reasons 

for tests clearly stated and 

linked back to the 

hypotheses.  

3 Appropriate analysis 

and reasons for its 

selection reported - 

Mann-Whitney U tests 

used to account for 

skewness in data. Each 

analysis was clearly 

linked back to the 

relevant hypothesis.  

Fair = 2 = Appropriate 

analysis. Some rationale for 

the analysis provided.  

Poor = 1 = Appropriate 

analysis. No rationale 

provided.  

Very Poor = 0 = Analysis 

was inappropriate to answer 

the research question. 

Was the description of 

the analysis sufficiently 

rigorous? 

Good = 3 = Clear 

description of how analysis 

was done. Statistical 

significance discussed. 

2.5 The analyses were 

clearly described. 

However, the software 

used to conduct this 

was not mentioned.  Fair = 2 = Some details 

about the analysis provided. 

Poor = 1 = Minimal details 

about analysis provided.  

Very Poor = 0 = No 

discussion of analysis 

Results: 

Questions Description Score Comments 

Is there a clear 

statement of findings? 

 

Good = 3 = Findings are 

presented logically, are easy 

to understand, and relate to 

aims. Tables are explained 

in text.  

3 Findings were 

presented answering 

each of the hypotheses 

in turn. Tables were 

explained in text.  
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Fair = 2 = Findings 

mentioned, but more 

explanation could be given.  

Poor = 1 = Findings are 

presented haphazardly, not 

explained, or do not relate to 

aims.  

Very Poor = 0 = Not 

mentioned or do not relate to 

aims.  

Limitations discussed? Yes = 3 3 These include: Small 

number of male 

participants, ethnic 

homogeneity of sample, 

retrospective self-report 

measures.   

No = 0 

Implications/ Applications: 

Questions Description Score Comments 

How important are 

these findings to policy/ 

practice? 

Does the research offer 

a valuable contribution 

to the literature?  

Good = 3 = Contributes 

something new/ different in 

terms of insight or 

perspective. Suggests ideas 

for future research. Suggests 

implication for policy and/ 

or practice.  

2 Suggests ideas for 

future research and 

implications for 

practice. 

Fair = 2 = Two of the above 

(State in comments). 

Poor = 1 = Only one of the 

above (State in comments). 

Very Poor = 0 = None of the 

above 

Total Score:  18.5/27 

69% 

 

 

 

Study 22 - Title: Reasons for intimate partner violence perpetration among 

arrested women 

Author (Year): Stuart, G. L., Moore, T. M., Gordon, K. C., Hellmuth, J. C., 

Ramsey, S. E., & Kahler, C. W. (2006) 

Sampling:  

Questions Description Score Comments 

Was the sampling 

strategy appropriate to 

address the research 

question/s? 

Why was this group 

targeted? 

Good = 3 = Details (age/ 

gender/ ethnicity /context) 

of who was studied and how 

they were recruited. 

Rationale for studying this 

population. Response rates 

2.5 Details of sample 

provided. Response rate 

given, though not 

explained. No attempt 

to ensure the sample 

was representative. No 
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Were the participants 

representative of the 

target population? 

 

shown and explained (why 

certain individuals chose not 

to participate, and any 

attempts to achieve a sample 

that represents the target 

population).  

rationale given for 

studying this 

population, though this 

is probably assumed. 

Fair = 2 = Most information 

given, but some missing. 

Poor = 1 = Sampling 

mentioned but few 

descriptive details.  

Very Poor = 0 = No details 

of sample.  

Reporting of power or a 

priori power analysis 

conducted? 

Does the study have ≥ 

80% power to detect an 

effect at r = .20? 

Good = 3 = Two of the 

above (State in comments). 

 

N/A No reporting of power 

or a priori power 

analysis conducted. 

A power analysis was 

unable to be calculated 

as the study is 

descriptive. 

Consequently, this 

section is not counted in 

the total score.  

Poor = 1.5 = Only one of the 

above (State in comments). 

Very Poor = 0 = None of the 

above 

Method:  

Questions Description Score Comments 

Has IPA been clearly 

defined? 

Have motivations been 

clearly defined? 

 

Good = 3 = Clear 

description of both IPA and 

motivations.  

 

0 Neither IPA nor 

motivations defined 

Fair = 2 = Clear description 

of one variable, but 

inadequate description of 

the other. 

Poor = 1 = Inadequate 

descriptions of both 

variables.   

Very Poor = 0 = No 

description of either 

variable. 

Are the measurements 

used appropriate? 

Good = 3 = Validated and 

reliability tested measures of 

the outcome are used, or 

measures are pre-tested 

prior to data collection. 

1.5 It was stated the CTS2 

is a valid and reliable 

measure, though no 

psychometric 

information was 

provided. The RSV was 

developed for this study 

and was not piloted 

Fair = 2 = Appropriate 

measures have been used 

but have not been described 

well.  
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Poor = 1 = Measures used 

are inappropriate/ failure to 

report validity and reliability 

of measures. 

prior to use, nor 

developed as a scale.  

Very Poor = 0 = No mention 

of measures used. 

 

Data Analysis: 

Questions Description Score Comments 

Is the statistical analysis 

appropriate to answer 

the research question 

and for the type of data 

collected? 

 

Good = 3 = Appropriate 

analysis selected. Reasons 

for tests clearly stated and 

linked back to the 

hypotheses.  

N/A Frequencies only.  

 

Fair = 2 = Appropriate 

analysis. Some rationale for 

the analysis provided.  

Poor = 1 = Appropriate 

analysis. No rationale 

provided.  

Very Poor = 0 = Analysis 

was inappropriate to answer 

the research question. 

Was the description of 

the analysis sufficiently 

rigorous? 

Good = 3 = Clear 

description of how analysis 

was done. Statistical 

significance discussed. 

N/A  

Fair = 2 = Some details 

about the analysis provided. 

Poor = 1 = Minimal details 

about analysis provided.  

Very Poor = 0 = No 

discussion of analysis 

Results: 

Questions Description Score Comments 

Is there a clear 

statement of findings? 

 

Good = 3 = Findings are 

presented logically, are easy 

to understand, and relate to 

aims. Tables are explained 

in text.  

1.5 The study was 

investigating the most 

common motivations 

for perpetration. Thus, 

findings should have 

been presented in the 

order of most to least 

common. This was not 

done in text or in the 

table.  

Fair = 2 = Findings 

mentioned, but more 

explanation could be given.  

Poor = 1 = Findings are 

presented haphazardly, not 

explained, or do not relate to 

aims.  
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Very Poor = 0 = Not 

mentioned or do not relate 

to aims.  

Limitations discussed? Yes = 3 3 These include: 

Retrospective reporting, 

self-report, use of 

acontextual tool (CTS2) 

No = 0 

Implications/ Applications: 

Questions Description Score Comments 

How important are 

these findings to policy/ 

practice? 

Does the research offer 

a valuable contribution 

to the literature?  

Good = 3 = Contributes 

something new/ different in 

terms of insight or 

perspective. Suggests ideas 

for future research. Suggests 

implication for policy and/ 

or practice.  

2 Treatment implications 

and suggestions for 

future research 

discussed.  

Fair = 2 = Two of the above 

(State in comments). 

Poor = 1 = Only one of the 

above (State in comments). 

Very Poor = 0 = None of the 

above 

Total Score:  10.5/18 

58% 

 

 

 

Study 23 - Title: Behavioral and psychological differences among abused women 

who use violence in intimate relationships 

Author (Year): Swan, S. C., & Snow, D. L. (2003) 

Sampling:  

Questions Description Score Comments 

Was the sampling 

strategy appropriate to 

address the research 

question/s? 

Why was this group 

targeted? 

Were the participants 

representative of the 

target population? 

 

Good = 3 = Details (age/ 

gender/ ethnicity /context) of 

who was studied and how 

they were recruited. 

Rationale for studying this 

population. Response rates 

shown and explained (why 

certain individuals chose not 

to participate, and any 

attempts to achieve a sample 

that represents the target 

population).  

1.5 Details of sample 

provided. No attempt to 

ensure the sample was 

representative. Response 

rate not reported. 

Rationale for studying 

this population not 

provided.  

Fair = 2 = Most information 

given, but some missing. 
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Poor = 1 = Sampling 

mentioned but few 

descriptive details.  

Very Poor = 0 = No details 

of sample.  

Reporting of power or a 

priori power analysis 

conducted? 

Does the study have ≥ 

80% power to detect an 

effect at r = .20? 

Good = 3 = Two of the above 

(State in comments). 

 

0 Low power was 

discussed as a limitation 

of the study. However, 

an a priori power 

analysis was not 

conducted.  

The study has < 80% 

power to detect an effect 

at r = .20 

Poor = 1.5 = Only one of the 

above (State in comments). 

Very Poor = 0 = None of the 

above 

Method:  

Questions Description Score Comments 

Has IPA been clearly 

defined? 

Have motivations been 

clearly defined? 

 

Good = 3 = Clear description 

of both IPA and motivations.  

 

0 Neither IPA nor 

motivations defined 

Fair = 2 = Clear description 

of one variable, but 

inadequate description of the 

other. 

Poor = 1 = Inadequate 

descriptions of both 

variables.   

Very Poor = 0 = No 

description of either variable. 

Are the measurements 

used appropriate? 

Good = 3 = Validated and 

reliability tested measures of 

the outcome are used, or 

measures are pre-tested prior 

to data collection. 

1.5 The reliability and 

validity of the CTS2 was 

mentioned and the 

internal consistency 

score for the current 

study provided.  

The measure used to 

assess motivations was 

not validated or piloted 

prior to its use in the 

study. No information 

was provided as to the 

source of the items. The 

number of items in the 

scale was low.  

Fair = 2 = Appropriate 

measures have been used but 

have not been described well.  

Poor = 1 = Measures used 

are inappropriate/ failure to 

report validity and reliability 

of measures. 

Very Poor = 0 = No mention 

of measures used. 

Data Analysis: 

Questions Description Score Comments 

Is the statistical analysis 

appropriate to answer 

the research question 

Good = 3 = Appropriate 

analysis selected. Reasons 

for tests clearly stated and 

3 Studies of this nature 

often yield skewed data 

making a GLM 
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and for the type of data 

collected? 

 

linked back to the 

hypotheses.  

inappropriate. However, 

as none of the standard 

deviations were reported 

in this study, it is not 

possible to say whether 

this is the case. 

Assuming the data is 

normally distributed, the 

analyses are appropriate 

and were linked back to 

the relevant hypotheses.  

Fair = 2 = Appropriate 

analysis. Some rationale for 

the analysis provided.  

Poor = 1 = Appropriate 

analysis. No rationale 

provided.  

Very Poor = 0 = Analysis 

was inappropriate to answer 

the research question. 

Was the description of 

the analysis sufficiently 

rigorous? 

Good = 3 = Clear description 

of how analysis was done. 

Statistical significance 

discussed. 

2 Greater detail could 

have been provided e.g., 

the name of the 

univariate tests 

performed, the software 

used to conduct 

analyses. Statistical 

significance was 

discussed. 

Fair = 2 = Some details about 

the analysis provided. 

Poor = 1 = Minimal details 

about analysis provided.  

Very Poor = 0 = No 

discussion of analysis 

Results: 

Questions Description Score Comments 

Is there a clear statement 

of findings? 

 

Good = 3 = Findings are 

presented logically, are easy 

to understand, and relate to 

aims. Tables are explained in 

text.  

3 Findings are presented 

in relation the 

hypotheses. Tables are 

explained in text. 

Fair = 2 = Findings 

mentioned, but more 

explanation could be given.  

Poor = 1 = Findings are 

presented haphazardly, not 

explained, or do not relate to 

aims.  

Very Poor = 0 = Not 

mentioned or do not relate to 

aims.  

 

Limitations discussed? Yes = 3 

 

3 These include: Small 

number of participants 

in each group, ambiguity 

of motive items.  
No = 0 

Implications/ Applications: 

Questions Description Score Comments 

How important are these 

findings to policy/ 

practice? 

Good = 3 = Contributes 

something new/ different in 

terms of insight or 

perspective. Suggests ideas 

1 Future research briefly 

alluded to.  
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Does the research offer 

a valuable contribution 

to the literature?  

for future research. Suggests 

implication for policy and/ or 

practice.  

Fair = 2 = Two of the above 

(State in comments). 

Poor = 1 = Only one of the 

above (State in comments). 

Very Poor = 0 = None of the 

above 

Total Score:  15/27 

56% 

 

 

 

Study 24 - Title: Motivations and justifications for partner aggression in a sample 

of African American college women 

Author (Year): Walley-Jean, J. C., & Swan, S. (2009) 

Sampling:  

Questions Description Score Comments 

Was the sampling 

strategy appropriate to 

address the research 

question/s? 

Why was this group 

targeted? 

Were the participants 

representative of the 

target population? 

 

Good = 3 = Details (age/ 

gender/ ethnicity /context) of 

who was studied and how 

they were recruited. 

Rationale for studying this 

population. Response rates 

shown and explained (why 

certain individuals chose not 

to participate, and any 

attempts to achieve a sample 

that represents the target 

population).  

3 The focus of this study 

was on African 

Americans. Thus, 

ethnicity and 

representativeness are 

not applicable here. 

Good rationale for 

studying this population. 

Response rate not 

reported.  

Fair = 2 = Most information 

given, but some missing. 

Poor = 1 = Sampling 

mentioned but few 

descriptive details.  

Very Poor = 0 = No details 

of sample.  

Reporting of power or a 

priori power analysis 

conducted? 

Does the study have ≥ 

80% power to detect an 

effect at r = .20? 

Good = 3 = Two of the 

above (State in comments). 

 

0 No reporting of power or 

a priori power analysis 

conducted.  

The study has < 80% 

power to detect an effect 

at r = .20 

Poor = 1.5 = Only one of the 

above (State in comments). 

Very Poor = 0 = None of the 

above 

Method:  
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Questions Description Score Comments 

Has IPA been clearly 

defined? 

Have motivations been 

clearly defined? 

 

Good = 3 = Clear description 

of both IPA and motivations.  

0 Neither variable defined. 

Fair = 2 = Clear description 

of one variable, but 

inadequate description of the 

other. 

Poor = 1 = Inadequate 

descriptions of both 

variables.   

Very Poor = 0 = No 

description of either 

variable. 

Are the measurements 

used appropriate? 

Good = 3 = Validated and 

reliability tested measures of 

the outcome are used, or 

measures are pre-tested prior 

to data collection. 

2 The reliability and 

validity of the CTS2 was 

mentioned and the 

internal consistency 

score for the current 

study provided.  

No psychometric 

information was 

provided for the MEQ.  

Fair = 2 = Appropriate 

measures have been used but 

have not been described 

well.  

Poor = 1 = Measures used 

are inappropriate/ failure to 

report validity and reliability 

of measures. 

Very Poor = 0 = No mention 

of measures used. 

Data Analysis: 

Questions Description Score Comments 

Is the statistical analysis 

appropriate to answer 

the research question 

and for the type of data 

collected? 

 

Good = 3 = Appropriate 

analysis selected. Reasons 

for tests clearly stated and 

linked back to the 

hypotheses.  

0 PCA was conducted to 

investigate the factor 

structure. This is a 

technique for data 

reduction. An EFA 

should have been 

performed. The means 

and standard deviations 

suggest the data is 

skewed. Thus, a Poisson 

regression would have 

been more appropriate 

Fair = 2 = Appropriate 

analysis. Some rationale for 

the analysis provided.  

Poor = 1 = Appropriate 

analysis. No rationale 

provided.  

Very Poor = 0 = Analysis 

was inappropriate to answer 

the research question. 

Was the description of 

the analysis sufficiently 

rigorous? 

Good = 3 = Clear description 

of how analysis was done. 

Statistical significance 

discussed. 

2 More information 

regarding the PCA 

would have been 
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Fair = 2 = Some details 

about the analysis provided. 

beneficial e.g., pattern 

matrix  

Poor = 1 = Minimal details 

about analysis provided.  

Very Poor = 0 = No 

discussion of analysis 

Results: 

Questions Description Score Comments 

Is there a clear 

statement of findings? 

 

Good = 3 = Findings are 

presented logically, are easy 

to understand, and relate to 

aims. Tables are explained in 

text.  

3 The findings are clearly 

described and the tables 

are referred to in the text.  

Fair = 2 = Findings 

mentioned, but more 

explanation could be given.  

Poor = 1 = Findings are 

presented haphazardly, not 

explained, or do not relate to 

aims.  

Very Poor = 0 = Not 

mentioned or do not relate to 

aims.  

Limitations discussed? Yes = 3 3 These include: 

Reliability of the 

measures used, self-

selection 

No = 0 

Implications/ Applications: 

Questions Description Score Comments 

How important are these 

findings to policy/ 

practice? 

Does the research offer 

a valuable contribution 

to the literature?  

Good = 3 = Contributes 

something new/ different in 

terms of insight or 

perspective. Suggests ideas 

for future research. Suggests 

implication for policy and/ 

or practice.  

1 Investigated motivations 

for IPA in African 

American women.  

Fair = 2 = Two of the above 

(State in comments). 

Poor = 1 = Only one of the 

above (State in comments). 

Very Poor = 0 = None of the 

above 

Total Score:  14/27 

52% 
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APPENDIX M 

Coding of Motivations 

Study Study Label Item Coder 1 Coder 2 Coder 3 Review/ Meta Label 

Babcock et al., 2003 Self-defense My partner is 

physically aggressive 

towards me first 

Self-defense Self-defense Self-defense Self-defense 

Barnett et al., 1997 Teasing your partner 

 

You were teasing 

your partner 

Teasing your partner

   

Playfulness Out of playfulness Playfulness 

Letting out violent 

feelings 

 

You were letting out 

your violent feelings 

Expressing negative 

emotion/Emotional 

regulation difficulties 

Expression of 

negative emotions 

Unable to 

communicate feelings 

Emotional regulation 

difficulties 

Teaching partner a 

lesson 

 

You were teaching 

your partner a lesson 

Teaching partner a 

lesson   

Asserting dominance Punish partner  Punish partner 

Trying to upset 

partner emotionally 

 

You were trying to 

upset your partner 

emotionally 

Emotional abuse 

  

Asserting dominance Emotional 

manipulation/trying to 

upset partner 

Emotionally hurt 

partner 

Showing partner who 

was boss 

You were showing 

partner who was 

boss 

Dominance 

  

Asserting dominance Dominance Asserting dominance 

Protecting yourself 

from physical harm 

 

You were protecting 

yourself from 

physical harm 

Self-defense Self-defense Self-defense Self-defense 

Trying to get 

partners attention 

You were trying to 

get your partner's 

attention 

Attention seeking Attention seeking To get attention To get attention 

Belus et al., 2014 Jealousy X works very closely 

with a member of the 

opposite sex (in 

school or office). 

Scale is from very 

pleased to very 

displeased 

 

 

 

Jealousy Jealousy Jealousy Jealousy 
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Study Study Label Item Coder 1 Coder 2 Coder 3 Review/ Meta Label 

Belus et al.cont., 

2014 

Anger I get angry when 

someone lets me 

down 

Anger Anger Anger Expression of anger 

Caldwell et al., 2009 Expression of 

negative emotions 

 

Because you were 

frustrated 

 

Expression of negative 

emotions/ Emotional 

regulation difficulties

  

Expression of 

negative emotions 

Expression of negative 

emotions 

Emotional regulation 

difficulties 

Self-defense 

 

To defend yourself 

from your partner 

Self-defense 

 

Self-defense 

 

Self-defense 

 

Self-defense 

 

Control To feel in control Control Control Control Control 

Jealousy 

 

Because you thought 

your partner was 

unfaithful 

Jealousy 

 

Jealousy 

 

Jealousy 

 

Jealousy 

 

Tough guise To intimidate your 

partner 

Dominance/ status/ 

empowerment  

Asserting dominance Dominance Asserting dominance 

Carrado et al., 1996 Get through to my 

partner 

I thought it was the 

only way to get 

through to him/ her 

Communication 

difficulties 

  

Communication 

difficulties 

Communication 

difficulties 

Communication 

difficulties 

 

Retaliation for verbal 

abuse/ threat 

I was getting back at 

him/ her for 

something nasty he/ 

she said 

Retaliation 

  

Retaliation Retaliation (against 

verbal abuse) 

Retaliation (verbal) 

 

Retaliation for 

physical abuse 

I was getting back at 

him/ her for some 

physical action he/ 

she had used against 

me 

Retaliation (against 

physical violence)

   

Retaliation for 

physical abuse 

Retaliation (against 

physical abuse) 

Retaliation (physical) 

Stop my partner 

doing something 

To stop him/ her 

doing something 

Control Control Control Control 

Make my partner do 

what I wanted 

To make him/ her do 

what I wanted 

Control Control Asserting dominance Control 

Self-defense I thought he/ she was 

about to use a 

physical action 

against me 

 

 

Self-defense Self-defense Self-defense Self-defense 
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Study Study Label Item Coder 1 Coder 2 Coder 3 Review/ Meta Label 

DeKeseredy et al., 

1997 

Self-defense What % of these 

times were you 

acting in self-

defense, that is 

protecting yourself 

from immediate 

harm? 

Self-defense Self-defense Self-defense Self-defense 

Fighting back What % of these 

times were you 

trying to fight back 

in a situation where 

you were not the 

first to use these or 

similar tactics? 

Retaliation Retaliation Retaliation Retaliation (physical) 

Elmquist et al., 2014 Power/ control To get your partner 

to do something or 

to stop your partner 

from doing 

something (e.g., 

going out with 

friends) 

Control Control Control Control 

Self-defense To protect yourself 

(e.g., self-defense) 

Self-defense Self-defense Self-defense Self-defense 

Jealousy Because you were 

jealous 

Jealousy Jealousy Jealousy Jealousy 

Communication 

difficulties 

To get your 

partner’s attention 

Communication 

difficulties 

Unable to 

communicate 

feelings 

Communication 

difficulties 

Communication 

difficulties 

Expression of 

negative emotions 

Because you were 

afraid your partner 

was going to leave 

you 

Expression of negative 

emotions 

Expression of 

negative emotions 

Expression of 

negative emotions 

Emotional regulation 

difficulties 

Retaliation To get back at or to 

retaliate for being 

emotionally hurt by 

your partner 

 

Retaliation Retaliation Retaliation Retaliation 

(emotional) 
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Study Study Label Item Coder 1 Coder 2 Coder 3 Review/ Meta Label 

Fernandez-Fuertes 

& Fuertes, 2010 

Jealousy I had a fit of 

jealousy 

Jealousy Jealousy Jealousy Jealousy 

Fiebert & Gonzalez, 

1997 

My partner wasn't 

sensitive to my needs 

My partner wasn't 

sensitive to my 

needs 

Expressing negative 

emotion  

Retaliation Communication 

difficulties 

Emotional regulation 

difficulties 

Get partner's 

attention 

I wished to gain my 

partner's attention 

Attention seeking Attention seeking Attention seeking To get attention 

Partner was verbally 

abusive 

My partner was 

being verbally 

abusive to me 

Retaliation Retaliation Retaliation (against 

verbal abuse) 

Retaliation (verbal) 

Partner wasn't 

listening to me 

My partner was not 

listening to me 

Communication difficulties Communication 

difficulties 

Control Communication 

difficulties 

Follingstad et al., 

1991 

To show anger To show anger Anger   Express anger Anger Expression of anger 

Due to an inability to 

express self verbally 

Due to an inability 

to express self 

verbally 

Communication difficulties

  

Communication 

difficulties 

Communication 

difficulties 

Communication 

difficulties 

To feel more 

powerful 

To feel more 

powerful 

Dominance/empowerment 

  

Asserting dominance Asserting dominance Asserting dominance  

To get control over 

other person 

To get control over 

other person 

Control Control Control Control 

In retaliation for 

being hit first 

In retaliation for 

being hit first 

Retaliation (against 

physical violence)  

Retaliation to 

physical abuse  

Retaliation (against 

physical abuse) 

Retaliation 

(physical) 

To protect self (self-

defense) 

To protect self 

(self-defense) 

Self-defense Self-defense Self-defense Self-defense 

In retaliation for 

emotional hurt 

In retaliation for 

emotional hurt 

Retaliation Retaliation Retaliation (against 

verbal abuse) 

Retaliation 

(emotional) 

To punish person for 

wrong behaviour 

To punish person 

for wrong 

behaviour 

Punish partner Asserting dominance Punishment/ control Punish partner 

To prove love To prove love To prove love To prove love To prove love To prove love 

Because it was 

sexually arousing 

Because it was 

sexually arousing 

For sexual pleasure Sexually arousing Sexual arousal Sexually arousing 

To get attention To get attention Attention seeking Attention seeking Attention seeking To get attention 

Anger displaced onto 

partner 

Anger displaced 

onto partner 

Anger/Emotion regulation 

difficulties 

Emotional regulation 

difficulties 

Anger/Emotion 

regulation difficulties 

Emotional regulation 

difficulties 
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Study Study Label Item Coder 1 Coder 2 Coder 3 Review/ Meta Label 

Follingstad et al., 

1991 cont.  

Because of jealousy Because of jealousy Jealousy Jealousy Jealousy Jealousy 

Harned, 2001 Anger/ jealousy To show anger Anger Anger Anger Expression of anger 

Self-defense To protect self Retaliation/ self-defense Self-defense Self-defense Self-defense 

Inability to express 

self verbally 

Inability to express 

self verbally 

Communication 

difficulties 

Communication 

difficulties 

Anger/Emotional 

regulation difficulties 

Communication 

difficulties 

To feel more 

powerful 

To feel more 

powerful 

Dominance/ 

empowerment 

Asserting dominance Asserting dominance Asserting dominance 

To get control over 

the other person 

To get control over 

the other person 

Control Control Control Control 

To prove love To prove love To prove love To prove love To prove love To prove love 

Because it is sexually 

arousing 

Because it is sexually 

arousing 

For sexual pleasure Sexually arousing Sexual arousal Sexually arousing 

To get attention To get attention Attention seeking Communication 

difficulties 

To get attention To get attention 

Hettrich & O’Leary, 

2007 

Anger 

 

Anger 

 

Anger   Express anger Anger Expression of anger 

Partner lied 

 

Partner lied 

 

Retaliation (against 

perceived injustice) 

Retaliation for 

emotional hurt 

Punish/Retaliation Retaliation 

(emotional) 

Poor communication 

 

Poor communication 

 

Communication 

difficulties 

Communication 

difficulties 

Communication 

difficulties 

Communication 

difficulties 

Temper Temper Anger   Express anger Emotional regulation 

difficulties 

Expression of anger 

Embarrassed Embarrassed Embarrassment  Asserting dominance Embarrassment Embarrassed 

Jealousy Jealousy Jealousy Jealousy Jealousy Jealousy 

Kelley et al., 2015 Emotional 

expression/ 

dysregulation 

Because you were 

frustrated 

 

Emotional regulation 

difficulties/retaliation to 

perceived injustice 

Expression of 

negative emotions 

Emotional 

dysregulation 

Emotional regulation 

difficulties 

Control/tough guise  To intimidate your 

partner 

Control/ dominance

   

Asserting dominance Intimidation Asserting dominance 

Self-defense To get your partner 

to stop hitting or 

hurting you 

 

 

 

 

Self-defense Self-defense Self-defense Self-defense 
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Study Study Label Item Coder 1 Coder 2 Coder 3 Review/ Meta Label 

Kernsmith, 2005 Striking back for 

abuse 

In retaliation for 

emotional hurt 

Retaliation Retaliation Retaliation Retaliation 

(emotional) 

Discipline partner To punish partner Control   Asserting dominance Punishment/ control Punish partner 

Exerting power To feel more 

powerful 

Dominance/ 

empowerment  

Asserting dominance Asserting dominance Asserting dominance 

Leisring, 2013 To show anger  To show anger  Anger   Express anger Anger/ emotional 

regulation difficulties 

Expression of anger 

Due to an inability to 

express self verbally  

Due to an inability to 

express self verbally  

Communication 

difficulties 

Communication 

difficulties 

Communication 

difficulties 

Communication 

difficulties 

To feel more 

powerful  

To feel more 

powerful  

Empowerment  Asserting dominance Asserting dominance Asserting dominance 

To get control over 

the other person  

To get control over 

the other person  

Control Control Control Control 

In retaliation for 

being hit first  

In retaliation for 

being hit first  

Retaliation  Retaliation to 

physical abuse  

Retaliation (against 

physical abuse) 

Retaliation (physical) 

To protect self from 

immediate physical 

harm 

To protect self from 

immediate physical 

harm 

Self-defense Self-defense Self-defense Self-defense 

In retaliation for 

emotional hurt  

In retaliation for 

emotional hurt  

Retaliation 

  

Retaliation for 

emotional hurt 

Retaliation (against 

verbal abuse) 

Retaliation 

(emotional) 

Anger displaced onto 

partner  

Anger displaced onto 

partner  

Anger/ emotion 

regulation difficulties 

Emotional regulation 

difficulties 

Anger/ emotional 

regulation difficulties 

Emotional regulation 

difficulties 

To punish person for 

wrong behavior  

To punish person for 

wrong behavior  

Punish partner 

  

Asserting dominance Punishment/ control Punish partner 

To prove love  To prove love  To prove love To prove love To prove love To prove love 

To get partner’s 

attention  

To get partner’s 

attention  

Attention seeking Attention seeking Attention seeking To get attention 

Because of jealousy  Because of jealousy  Jealousy Jealousy Jealousy Jealousy 

Because of stress  

 

Because of stress  

 

Stress Emotional regulation 

difficulties 

Emotional regulation 

difficulties 

Emotional regulation 

difficulties 

To win an argument  To win an argument  Dominance Asserting dominance Asserting dominance Asserting dominance 

To get my way To get my way Dominance/ control Asserting dominance Control Control 

Makepeace, 1986 Self-defense Self-defense Self-defense Self-defense Self-defense Self-defense 

To harm To harm To harm 

 

 

 

To harm Harm To harm 
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Study Study Label Item Coder 1 Coder 2 Coder 3 Review/ Meta Label 

Makepeace, 1986 

cont.  

Retaliate 

 

Retaliate 

 

Retaliation 

 

Retaliation 

 

Retaliate 

 

Retaliation (not 

specified) 

Intimidate Intimidate Asserting dominance Intimidation / 

asserting dominance 

Intimidation Asserting dominance 

"Get" something "Get" something Instrumental Control Control Control 

Uncontrollable anger Uncontrollable anger Anger/Emotion 

regulation difficulties 

Emotional regulation 

difficulties 

Emotion regulation 

difficulties 

Emotional regulation 

difficulties 

Neal et al., 2015 Anger To show anger Anger/ emotion 

regulation difficulties 

Anger Anger Expression of anger 

Retaliation Retaliation for being 

hit 

Retaliation Retaliation Retaliate Retaliation (physical) 

Power and control To feel more 

powerful 

Dominance/ 

empowerment/ control

  

Asserting dominance Control Asserting dominance 

Self-defense Self-defense Self-defense Self-defense Self-defense Self-defense 

Punish partner Punish partner Punish partner/ control/ 

retaliation 

Asserting dominance Punish partner Punish partner 

To prove love To prove love To prove love To prove love To prove love To prove love 

Sexual arousal Because it is sexually 

arousing 

For sexual pleasure Sexually arousing Sexual arousal Sexually arousing 

To get attention To get attention Attention seeking/ 

communication 

difficulties  

Communication 

difficulties  

To get attention To get attention 

Jealousy Jealousy Jealousy Jealousy Jealousy Jealousy 

Inability to express 

oneself verbally 

Inability to express 

oneself verbally 

Communication 

difficulties 

Communication 

difficulties 

Unable to 

communicate feelings 

Communication 

difficulties 

Loss of control Loss of control Self-regulation 

difficulties 

Loss of control Loss of control Loss of control 

Ross, 2011 Dominate-Punish To feel more 

powerful 

Domination/ 

empowerment/ control/ 

retaliation 

Asserting dominance 

  

Intimidation Asserting dominance 

Emotion 

dysregulation 

Because of stress Emotional regulation 

difficulties  

Expression of 

negative emotions 

Emotion 

dysregulation 

Emotional regulation 

difficulties 

Defence To protect self Self-defense Self-defense Self-defense 

 

 

 

Self-defense 
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Study Study Label Item Coder 1 Coder 2 Coder 3 Review/ Meta Label 

Ross, 2011 cont.  Retaliate To get back at or to 

retaliate for being 

emotionally hurt by 

your partner 

Retaliation/ emotional 

regulation difficulties 

Retaliation Retaliate Retaliation 

(emotional) 

Saunders, 1986 Self-defense What % of these 

times were you 

acting in self-

defense, that is, 

protecting yourself 

from immediate 

physical harm? 

Self-defense Self-defense Self-defense Self-defense 

Fighting back What % of these 

times were you 

trying to fight back? 

Retaliation Retaliation Retaliation Retaliation (physical) 

Shorey et al., 2010 

 

To protect self  To protect self  Self-defense Self-defense Self-defense Self-defense 

Anger Anger Anger Anger Anger Expression of anger 

Inability to express 

verbally 

Show feelings that 

cannot be expressed 

in words 

Communication 

difficulties 

Communication 

difficulties 

Unable to 

communicate feelings 

Communication 

difficulties 

Feel more powerful Feel more powerful Asserting dominance Asserting dominance Dominance Asserting dominance 

Control partner Control partner Control/ dominance Control Control Control 

Get back/ revenge for 

being hit first 

Get back/ revenge for 

being hit first 

Retaliation (against 

physical violence) 

Retaliation Retaliate Retaliation (physical) 

Punish partner for 

wrong behaviour 

Punish partner for 

wrong behaviour 

Dominance/ retaliation/ 

control 

Asserting dominance Punish partner Punish partner 

Prove love Prove love to partner To prove love To prove love To prove love To prove love 

Retaliate for 

emotional hurt 

Get back/ retaliate 

for emotional hurt 

Retaliation (against 

perceived injustice) 

Retaliation Retaliate Retaliation 

(emotional) 

Sexually arousing It was sexually 

arousing 

For sexual pleasure Sexually arousing Sexual arousal Sexually arousing 

Get partner's 

attention 

Get partner's 

attention 

Attention seeking Communication 

difficulties 

To get attention To get attention 

Get partner to do/ 

stop something 

Get partner to do/ 

stop something 

 

Control 

 

 

 

 

Asserting dominance Control Control 
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Study Study Label Example Item Coder 1 Coder 2 Coder 3 Review/ Meta Label 

Shorey et al., 2010 

cont. 

Jealousy Jealousy Jealousy Jealousy Jealousy Jealousy 

Angry at someone 

else 

Angry at someone 

else 

Anger/ emotional 

regulation difficulties 

Anger Anger Emotional regulation 

difficulties 

Partner was going to 

walk away/ leave 

conflict 

Partner was going to 

walk away/ leave 

conflict 

Control   Asserting dominance To prevent partner 

ending conflict 

Control 

Afraid partner would 

leave you 

Afraid partner would 

leave you 

Fear/emotion regulation 

difficulties 

Asserting dominance Expression of 

negative emotions 

Emotional regulation 

difficulties 

Partner did not care 

about you 

Partner did not care 

about you 

Partner did not care 

about you 

  

Asserting dominance Perceived lack of care 

or attention from 

partner 

Emotional regulation 

difficulties 

Did not know what 

else to do with 

feelings 

Did not know what 

else to do with 

feelings 

Emotion regulation 

difficulties 

  

Expression of 

negative emotions 

Unable to 

communicate feelings 

Emotional regulation 

difficulties 

Make partner agree 

with you 

Make partner agree 

with you 

Dominance/ control

   

Asserting dominance Control Control 

Shut partner up Shut partner up Control/ dominance/ 

avoidance 

Asserting dominance Control/ dominance Control 

Get away from 

partner 

Get away from 

partner 

Escape/ avoidance/ self-

defense 

Self-defense To get away from 

partner 

Self-defense 

Hurt partner's 

feelings 

Hurt partner's 

feelings 

Harm Emotionally hurt 

partner  

Emotional 

manipulation/trying to 

upset partner 

Emotionally hurt 

partner 

Provoked 

 

Provoked 

 

Retaliation Retaliation Provocation Retaliation (not 

specified) 

Stress Stress Stress/emotional 

regulation difficulties 

Expression of 

negative emotions 

Stress Emotional regulation 

difficulties 

Make partner scared/ 

afraid 

Make partner scared/ 

afraid 

Control/ dominance Asserting dominance 

   

Intimidation Asserting dominance 

Wanted to have sex Wanted to have sex For sexual pleasure Asserting dominance  Sexual arousal Sexually arousing 

Partner cheated on 

you 

Partner cheated on 

you 

Retaliation against 

perceived injustice 

Jealousy Infidelity Infidelity 

Stuart et al., 2006 Self-defense 

 

Self-defense 

 

Self-defense 

 

 

 

 

Self-defense 

 

Self-defense 

 

Self-defense 
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Study Study Label Item Coder 1 Coder 2 Coder 3 Review/ Meta Label 

Stuart et al., 2006 

cont.  

To get away from 

your partner 

Get away from 

partner 

Escape/ self-defense

   

Self-defense 

 

To get away from 

partner 

Self-defense 

 

Get back/ revenge for 

being hit first 

Get back/ revenge for 

being hit first 

Retaliation against 

physical violence 

Retaliation Retaliate Retaliation (physical) 

Show anger To show anger Communication 

difficulties/ emotion 

regulation difficulties 

Anger Anger Expression of anger 

Inability to express 

verbally 

Show feelings that 

cannot be expressed 

in words 

Communication 

difficulties/ difficulty 

expressing negative 

emotion 

Communication 

difficulties 

Unable to 

communicate feelings 

Communication 

difficulties 

Stress Stress Stress Expression of 

negative emotions 

Stress Emotional regulation 

difficulties 

Did not know what 

else to do with 

feelings 

Did not know what 

else to do with 

feelings 

Emotional regulation 

difficulties 

Expression of 

negative emotions 

Unable to 

communicate feelings 

Emotional regulation 

difficulties 

Prove love Prove love to partner Prove love/ 

communication 

difficulties 

To prove love To prove love To prove love 

Jealousy Jealousy Jealousy Jealousy Jealousy Jealousy 

Angry at someone 

else 

Angry at someone 

else 

Anger/Emotional 

regulation difficulties 

Anger Anger Emotional regulation 

difficulties 

Provoked Provoked Retaliation Retaliation Provocation Retaliation (not 

specified) 

Partner cheated on 

you  

Partner cheated on 

you  

Retaliation Jealousy Infidelity Infidelity 

Partner was going to 

walk away/ leave 

conflict 

Partner was going to 

walk away/ leave 

conflict 

Control/dominance

   

Asserting dominance To prevent partner 

ending conflict 

Control 

Feel more powerful Feel more powerful Dominance/ 

empowerment  

Asserting dominance Dominance Asserting dominance 

Control partner Control partner Control Control Control Control 

Shut partner up Shut partner up Control/dominance Asserting dominance Control Control 

Get partner to do 

something 

Get partner to do 

something 

Control/dominance Asserting dominance Instrumental 

aggression 

 

 

Control 
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Study Label Example Item Coder 1 Coder 2 Coder 3 Review/ Meta Label  

Stuart et al., 2006 

cont. 

Hurt partner's 

feelings 

Hurt partner's 

feelings 

Harm   Emotionally hurt 

partner 

Emotional 

manipulation/trying to 

upset partner 

Emotionally hurt 

partner 

Retaliate for 

emotional hurt 

Retaliate for 

emotional hurt 

Retaliation Retaliation Retaliate Retaliation 

(emotional) 

Make partner agree 

with you 

Make partner agree 

with you 

Control/ dominance

  

Asserting dominance Control Control 

 

Make partner scared Make partner scared Dominance 

  

Asserting dominance Intimidation Asserting dominance 

Afraid partner would 

leave you 

Afraid partner would 

leave you 

Fear/ emotion 

regulation difficulties/ 

communication 

difficulties  

Asserting dominance Expression of 

negative emotions 

Emotional regulation 

difficulties 

Punish partner for 

wrong behaviour 

Punish partner for 

wrong behaviour 

Punish partner/ control/ 

retaliation 

Asserting dominance Punish partner Punish partner 

 

Partner did not care 

about you 

Partner did not care 

about you 

Partner did not care 

about you 

Asserting dominance Perceived lack of care 

or attention from 

partner 

Emotional regulation 

difficulties 

Get partner's 

attention 

Get partner's 

attention 

Attention seeking Communication 

difficulties 

To get attention To get attention 

 

Sexually arousing Sexually arousing For sexual pleasure Sexually arousing Sexual arousal Sexually arousing 

Wanted to have sex Wanted to have sex For sexual pleasure Asserting dominance Sexual arousal Sexually arousing 

Swan & Snow, 2003 Self-defense 

 

How often do you 

use violence to 

defend yourself from 

your partner? 

Self-defense 

 

Self-defense 

 

Self-defense 

 

Self-defense 

 

To control their 

partner 

How often do you 

threaten to use 

violence to make 

your partner do the 

things you want him 

to do? 

 

 

 

Control 

 

 

 

 

 

 

 

 

 

 

Control Control Control 
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Study Study Label Example Item Coder 1 Coder 2 Coder 3 Review/ Meta Label 

Swan & Snow, 2003 

cont. 

Retribution How often do you 

use violence to get 

even with your 

partner for something 

he has done? 

Punish partner/ to harm Retaliation Retaliate Retaliation 

Walley-Jean & 

Swan, 2009 

Show anger Show anger Anger/ communication 

difficulties  

Anger Anger Expression of anger 

Inability to express 

self verbally 

Inability to express 

self verbally 

Communication 

difficulties 

Communication 

difficulties 

Unable to 

communicate feelings 

Communication 

difficulties 

Retaliation for 

emotional hurt 

Retaliation for 

emotional hurt 

Retaliation Retaliation Retaliate Retaliation 

(emotional) 

To get attention To get attention Attention seeking Communication 

difficulties 

To get attention To get attention 
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APPENDIX N 

 

Summary statistics and forest plot for asserting dominance 
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APPENDIX O 

 

Summary statistics and forest plot for communication difficulties 
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APPENDIX P 

 

Summary statistics and forest plot for control 
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APPENDIX Q 

 

Summary statistics and forest plot for emotional regulation difficulties 
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APPENDIX R 

 

Summary statistics and forest plot for jealousy 
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APPENDIX S 

 

Summary statistics and forest plot for retaliation for emotional hurt 
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APPENDIX T 

 

Summary statistics and forest plot for retaliation for self-defense 
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APPENDIX U 

 

Summary statistics and forest plot for to express anger 



310 

 

 

APPENDIX V 

 

Summary statistics and forest plot for to get attention 
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APPENDIX W 

 

Funnel plot of Standard Error by Standard difference in means for asserting dominance 
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APPENDIX X 

 

Funnel plot of Standard Error by Standard difference in means for communication difficulties 
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APPENDIX Y 

 

Funnel plot of Standard Error by Standard difference in means for control 
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APPENDIX Z 

 

Funnel plot of Standard Error by Standard difference in means for emotional regulation difficulties 
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APPENDIX AA 

 

Funnel plot of Standard Error by Standard difference in means for jealousy 
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APPENDIX BB 

 

Funnel plot of Standard Error by Standard difference in means for retaliation for emotional hurt 
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APPENDIX CC 

 

Funnel plot of Standard Error by Standard difference in means for self-defense 
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APPENDIX DD 

 

Funnel plot of Standard Error by Standard difference in means for to express anger 
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APPENDIX EE 

 

Funnel plot of Standard Error by Standard difference in means for to get attention 
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APPENDIX FF 

Items included in the categorical principal components and latent class analyses in Chapter 4 

Motivations 

1 I wanted to protect myself from them physically harming me in that moment 

2 I wanted to make them do something for me 

3 I wanted to stop them trying to control me in some way 

4 I wanted to escape from them 

5 I wanted to feel powerful 

6 I wanted to express my anger 

7 I wanted to get their attention 

8 I lost control 

9 I wanted to stop them from walking away from me 

10 I'm not sure why I did this 

11 I wanted to express my jealousy 

12 I wanted to retaliate to their verbal aggression 

13 I wanted to hurt them 

14 I wanted to retaliate to their physical aggression 

15 I wanted to express my frustration 

16 I wanted to get back at them for hurting my feelings 

17 I wanted to show them I wasn’t weak 

18 I wanted them to listen to me 

19 I wanted to feel pleasure from inflicting upset or pain on them 

20 I wanted to end or win the argument 

  

Behavioural Items 

EA I made my partner dependent on me for money 

EA I threatened my partner with a weapon 

EA I threatened to disclose damaging or embarrassing information 

EA I deliberately broke or destroyed something that was important to my partner 

EA I threatened to withhold money from my partner 

EA I kicked my partner 

EA I kept my partner from leaving the house 

EA I pressured my partner to have sex when they said 'No' 
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EA I hit or punched my partner 

EA I slapped my partner 

EA I denied incidents of abuse 

DPA I deliberately ignored my partner 

DPA I made my partner feel guilty for not spending enough time together 

DPA I pouted or acted upset when I didn't get my way 

DPA I purposely withheld affection or sex 

DPA I screamed or yelled at my partner 

DPA I stomped out of the house or room during a disagreement with my partner 

DPA I threatened to leave the relationship 

DPA I was critical or unpleasant toward my partner 

MA I checked my partner's social network page(s) 

MA I criticized my partner's friends, family, or co-workers 

MA I deliberately acted in a hurtful way towards my partner 

MA 
I insisted on knowing where my partner went and who they spoke to when we were 

not together 

MA I kept track of my partner's telephone/cell phone use 

MA I told my partner they were lying or confused 

MA I tried to provoke an argument with my partner 

MA I called my partner or text messaged them constantly 
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APPENDIX GG 

Intercorrelations for the three-component solution produced by the CATPCA 

 

Component Eclectic Aggression 
Direct Psychological 

Aggression 
Monitoring Acts 

Eclectic Aggression - - - 

Direct Psychological 

Aggression 
.42* - - 

Monitoring Acts .52* .37* - 

Note. * p = <0.01 
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APPENDIX HH 

Non-significant and cross-loading items that were removed from the CATPCA 

 

Non-significant items 

I made my partner dependent on me for money I wanted to retaliate to their verbal aggression 

 I wanted to hurt them 

 I wanted to retaliate to their physical aggression 

 I wanted to express my frustration 

 I wanted to get back at them for hurting my feelings 

 I wanted to feel pleasure from inflicting upset or pain on them 

 I wanted to end or win the argument 

I changed the subject on purpose when my partner was trying to discuss a problem I'm not sure why I did this 

 I wanted to express my jealousy 

I deliberately ignored my partner I'm not sure why I did this 

 I wanted to express my jealousy 

 I wanted to express my frustration 

I deliberately broke or destroyed something that was important to my partner I wanted to show them I wasn’t weak 

 I wanted to feel pleasure from inflicting upset or pain on them 

 I wanted to end or win the argument 

I insisted on knowing where my partner went and who they spoke to when we were 

not together 
I'm not sure why I did this 

 I wanted to express my jealousy 

 I wanted to retaliate to their verbal aggression 

 I wanted them to listen to me 
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I threatened to withhold money from my partner I wanted to express my jealousy 

 I wanted to retaliate to their verbal aggression 

 I wanted to hurt them 

 I wanted to retaliate to their physical aggression 

 I wanted to express my frustration 

 I wanted to get back at them for hurting my feelings 

 I wanted to show them I wasn’t weak 

 I wanted them to listen to me 

 I wanted to feel pleasure from inflicting upset or pain on them 

 I wanted to end or win the argument 

I purposely withheld affection or sex I wanted to express my jealousy 

 I wanted to retaliate to their verbal aggression 

 I wanted to hurt them 

 I wanted to retaliate to their physical aggression 

 I wanted to get back at them for hurting my feelings 

 I wanted to show them I wasn’t weak 

 I wanted to feel pleasure from inflicting upset or pain on them 

 I wanted to end or win the argument 

I told my partner they were lying or confused I'm not sure why I did this 

 I wanted to express my frustration 

 I wanted them to listen to me 

I kept my partner from leaving the house I'm not sure why I did this 
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 I wanted to express my jealousy 

 I wanted to retaliate to their verbal aggression 

 I wanted to show them I wasn’t weak 

 I wanted them to listen to me 

 I wanted to feel pleasure from inflicting upset or pain on them 

I stomped out of the house or room during a disagreement with my partner I wanted to express my frustration 

 I wanted to feel pleasure from inflicting upset or pain on them 

I slapped my partner I'm not sure why I did this 

 I wanted to express my jealousy 

 I wanted to retaliate to their verbal aggression 

 I wanted to show them I wasn’t weak 

 I wanted them to listen to me 

 I wanted to feel pleasure from inflicting upset or pain on them 

  

Cross-loading items 

I deliberately ignored my partner I wanted to retaliate to their physical aggression 

I insisted on knowing where my partner went and who they spoke to when we were 

not together 
I wanted to retaliate to their physical aggression 

I made my partner feel guilty for not spending enough time together I wanted to protect myself from them physically harming me in that moment 

 I wanted to make them do something for me 

 I wanted to stop them trying to control me in some way 

 I wanted to escape from them 

 I wanted to feel powerful 

 I wanted to express my anger 
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 I wanted to get their attention 

 I lost control 

 I wanted to stop them from walking away from me 

 I'm not sure why I did this 

 I wanted to express my jealousy 

 I wanted to retaliate to their verbal aggression 

 I wanted to hurt them 

 I wanted to retaliate to their physical aggression 

 I wanted to express my frustration 

 I wanted to get back at them for hurting my feelings 

 I wanted to show them I wasn’t weak 

 I wanted them to listen to me 

 I wanted to feel pleasure from inflicting upset or pain on them 

 I wanted to end or win the argument 

I kept track of my partner's telephone/cell phone use I wanted to protect myself from them physically harming me in that moment 

 I wanted to make them do something for me 

 I wanted to stop them trying to control me in some way 

 I wanted to escape from them 

 I wanted to feel powerful 

 I wanted to express my anger 

 I wanted to get their attention 

 I lost control 
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 I wanted to stop them from walking away from me 

 I'm not sure why I did this 

 I wanted to express my jealousy 

 I wanted to retaliate to their verbal aggression 

 I wanted to hurt them 

 I wanted to retaliate to their physical aggression 

 I wanted to express my frustration 

 I wanted to get back at them for hurting my feelings 

 I wanted to show them I wasn’t weak 

 I wanted them to listen to me 

 I wanted to feel pleasure from inflicting upset or pain on them 

 I wanted to end or win the argument 

I purposely withheld affection or sex I wanted to protect myself from them physically harming me in that moment 

 I wanted to make them do something for me 

 I wanted to stop them trying to control me in some way 

 I wanted to escape from them 

 I wanted to feel powerful 

 I wanted to express my anger 

 I wanted to get their attention 

 I lost control 

 I wanted to stop them from walking away from me 

 I'm not sure why I did this 
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 I wanted to express my frustration 

 I wanted them to listen to me 

I told my partner they were lying or confused I wanted to protect myself from them physically harming me in that moment 

 I wanted to make them do something for me 

 I wanted to stop them trying to control me in some way 

 I wanted to escape from them 

 I wanted to feel powerful 

 I wanted to express my anger 

 I wanted to get their attention 

 I lost control 

 I wanted to stop them from walking away from me 

 I wanted to express my jealousy 

 I wanted to retaliate to their verbal aggression 

 I wanted to hurt them 

 I wanted to retaliate to their physical aggression 

 I wanted to get back at them for hurting my feelings 

 I wanted to show them I wasn’t weak 

 I wanted to feel pleasure from inflicting upset or pain on them 

 I wanted to end or win the argument 

I tried to provoke an argument with my partner I wanted to protect myself from them physically harming me in that moment 

 I wanted to make them do something for me 

 I wanted to stop them trying to control me in some way 
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 I wanted to escape from them 

 I wanted to feel powerful 

 I wanted to express my anger 

 I wanted to get their attention 

 I lost control 

 I wanted to stop them from walking away from me 

 I'm not sure why I did this 

 I wanted to express my jealousy 

 I wanted to retaliate to their verbal aggression 

 I wanted to hurt them 

 I wanted to retaliate to their physical aggression 

 I wanted to express my frustration 

 I wanted to get back at them for hurting my feelings 

 I wanted to show them I wasn’t weak 

 I wanted them to listen to me 

 I wanted to feel pleasure from inflicting upset or pain on them 

 I wanted to end or win the argument 

I called my partner or text messaged them constantly I wanted to protect myself from them physically harming me in that moment 

 I wanted to make them do something for me 

 I wanted to stop them trying to control me in some way 

 I wanted to escape from them 

 I wanted to feel powerful 
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 I wanted to express my anger 

 I wanted to get their attention 

 I lost control 

 I wanted to stop them from walking away from me 

 I'm not sure why I did this 

 I wanted to express my jealousy 

 I wanted to retaliate to their verbal aggression 

 I wanted to hurt them 

 I wanted to retaliate to their physical aggression 

 I wanted to express my frustration 

 I wanted to get back at them for hurting my feelings 

 I wanted to show them I wasn’t weak 

 I wanted them to listen to me 

 I wanted to feel pleasure from inflicting upset or pain on them 

 I wanted to end or win the argument 

I threatened to leave the relationship I wanted to protect myself from them physically harming me in that moment 

 I wanted to make them do something for me 

 I wanted to stop them trying to control me in some way 

 I wanted to escape from them 

 I wanted to feel powerful 

 I wanted to express my anger 

 I wanted to get their attention 



331 

 

 

 I lost control 

 I wanted to stop them from walking away from me 

 I'm not sure why I did this 

 I wanted to express my jealousy 

 I wanted to retaliate to their verbal aggression 

 I wanted to hurt them 

 I wanted to retaliate to their physical aggression 

 I wanted to express my frustration 

 I wanted to get back at them for hurting my feelings 

 I wanted to show them I wasn’t weak 

 I wanted them to listen to me 

 I wanted to feel pleasure from inflicting upset or pain on them 

 I wanted to end or win the argument 
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APPENDIX II 

Pattern matrix for the three-component solution 

 

Behavior Motive Component 

1 

Component 

2 

Component 

3 

I kicked my partner  I wanted to make them do something for me .903   

 I wanted to end or win the argument .903   

 I wanted to hurt them .902   

 I wanted to express my frustration .902   

 I wanted to feel powerful .902   

 I wanted to retaliate to their verbal aggression .901   

 I wanted to feel pleasure from inflicting upset or pain on them .901   

 I wanted to stop them from walking away from me .901   

 I wanted to show them I wasn’t weak .901   

 I wanted them to listen to me .901   

 I wanted to express my jealousy .901   

 I wanted to get their attention .901   

 I wanted to escape from them .901   

 I wanted to retaliate to their physical aggression .901   

 I wanted to express my anger .901   

 
I wanted to protect myself from them physically harming me in that 

moment .901   

 I wanted to get back at them for hurting my feelings .901   

 I wanted to stop them trying to control me in some way .901   
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 I'm not sure why I did this .901   

 I lost control .901   

I threatened my partner with a weapon I wanted to hurt them .851   

 I'm not sure why I did this -.849   

 I wanted to end or win the argument .847   

 I wanted to get their attention .846   

 I wanted to feel pleasure from inflicting upset or pain on them .846   

 I lost control .846   

 I wanted to express my frustration .846   

 I wanted to make them do something for me .846   

 I wanted to stop them trying to control me in some way .846   

 I wanted to express my anger .846   

 I wanted to show them I wasn’t weak .845   

 I wanted them to listen to me .845   

 I wanted to retaliate to their physical aggression .845   

 I wanted to get back at them for hurting my feelings .845   

 I wanted to feel powerful .845   

 
I wanted to protect myself from them physically harming me in that 

moment .845   

 I wanted to stop them from walking away from me .845   

 I wanted to retaliate to their verbal aggression .845   

 I wanted to escape from them .845   

 I wanted to express my jealousy .843   
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I hit or punched my partner I lost control -.830   

 I wanted to make them do something for me .829   

 I wanted to stop them trying to control me in some way .825   

 I'm not sure why I did this -.822   

 I wanted to express my anger .821   

 I wanted to get their attention .821   

 I wanted to escape from them .820   

 I wanted to feel powerful .820   

 I wanted to hurt them .818   

 I wanted to get back at them for hurting my feelings .818   

 I wanted to retaliate to their physical aggression .817   

 I wanted to end or win the argument .817   

 I wanted to express my frustration .817   

 
I wanted to protect myself from them physically harming me in that 

moment .816   

 I wanted to show them I wasn’t weak .816   

 I wanted to feel pleasure from inflicting upset or pain on them .816   

 I wanted them to listen to me .816   

 I wanted to stop them from walking away from me .816   

 I wanted to retaliate to their verbal aggression .815   

 I wanted to express my jealousy .815   

I kept my partner from leaving the house I wanted to stop them from walking away from me -.815   
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 I wanted to stop them trying to control me in some way .810   

 I wanted to retaliate to their physical aggression .809   

I pressured my partner to have sex when they said 'No' I wanted to retaliate to their physical aggression .806   

 I wanted to protect myself from them physically harming me in that 

moment .805   

I kept my partner from leaving the house I wanted to hurt them .804   

 I wanted to get back at them for hurting my feelings .803   

I threatened to withhold money from my partner I wanted to get their attention .803   

I pressured my partner to have sex when they said 'No' I wanted to get back at them for hurting my feelings .803   

 I wanted to stop them trying to control me in some way 799   

 I wanted to hurt them 799   

 I wanted to end or win the argument 799   

 I wanted to retaliate to their verbal aggression 799   

 I wanted to escape from them .799   

I threatened to withhold money from my partner I wanted to escape from them .799   

I kept my partner from leaving the house I wanted to protect myself from them physically harming me in that 

moment 
.799   

I threatened to withhold money from my partner I wanted to protect myself from them physically harming me in that 

moment 
.798   

I pressured my partner to have sex when they said 'No' I wanted to show them I wasn’t weak .798   

 I wanted to stop them from walking away from me .798   

 I wanted to express my anger .798   

 I wanted to get their attention .798   

 I wanted to make them do something for me .798   
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I pressured my partner to have sex when they said 'No' I'm not sure why I did this -.797   

 I wanted to feel powerful .797   

 I wanted to express my frustration .797   

I kept my partner from leaving the house I wanted to express my frustration .797   

I threatened to withhold money from my partner I wanted to feel powerful .797   

I pressured my partner to have sex when they said 'No' I wanted them to listen to me .796   

 I lost control .796   

 I wanted to feel pleasure from inflicting upset or pain on them .796   

 I wanted to express my jealousy .796   

I kept my partner from leaving the house I lost control -.796   

 I wanted to escape from them .796   

 I wanted to express my frustration .796   

 I wanted to make them do something for me .795   

I threatened to withhold money from my partner I wanted to express my anger .794   

I kept my partner from leaving the house I wanted to get their attention .793   

 I wanted to end or win the argument .793   

 I wanted to express my anger .792   

I threatened to withhold money from my partner I wanted to stop them trying to control me in some way .792   

 I'm not sure why I did this .792   

 I lost control .791   

 I wanted to stop them from walking away from me .791   

 I wanted to make them do something for me .791   
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I slapped my partner I lost control .790   

I denied incidents of abuse I wanted to retaliate to their physical aggression .785   

 I wanted to express my frustration .784   

 I wanted to make them do something for me .783   

 I'm not sure why I did this -.783   

 I wanted to hurt them .782   

I slapped my partner I wanted to express my anger .781   

 I wanted to escape from them .781   

I denied incidents of abuse I wanted to feel pleasure from inflicting upset or pain on them .781   

 I wanted to get their attention .780   

 I wanted to escape from them .779   

 I wanted to retaliate to their verbal aggression .779   

 I wanted to feel powerful .778   

I slapped my partner I wanted to stop them from walking away from me .778   

 I wanted to stop them trying to control me in some way .778   

I denied incidents of abuse I wanted to stop them trying to control me in some way .777   

 I wanted to express my anger .777   

 I wanted to end or win the argument -.777   

 I wanted to show them I wasn’t weak .777   

I slapped my partner I wanted to get their attention .777   

 I wanted to make them do something for me .777   

 I wanted to retaliate to their physical aggression .776   
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I wanted to protect myself from them physically harming me in that 

moment .776   

I denied incidents of abuse I wanted to get back at them for hurting my feelings .776   

 
I wanted to protect myself from them physically harming me in that 

moment .776   

 I wanted them to listen to me .776   

 I wanted to stop them from walking away from me .776   

 I lost control .776   

I slapped my partner I wanted to feel powerful .775   

 I wanted to hurt them .772   

 I wanted to end or win the argument .772   

 I wanted to get back at them for hurting my feelings .772   

 I wanted to express my frustration .771   

I denied incidents of abuse I wanted to express my jealousy .769   

I deliberately broke or destroyed something that was important to 

my partner 
I wanted to make them do something for me .753   

 
I wanted to protect myself from them physically harming me in that 

moment .750   

 I wanted to retaliate to their physical aggression .748   

 I wanted to express my anger .747   

 I wanted to escape from them .746   

 I wanted to stop them trying to control me in some way .745   

 I wanted to retaliate to their verbal aggression .744   

 I lost control -.744   

 I wanted to express my frustration .743   
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 I wanted to stop them from walking away from me .743   

 I'm not sure why I did this -.742   

 I wanted them to listen to me .742   

 I wanted to get their attention .741   

 I wanted to hurt them .741   

 I wanted to feel powerful .740   

 I wanted to get back at them for hurting my feelings .740   

 I wanted to express my jealousy .740   

I threatened to disclose damaging or embarrassing information I wanted to retaliate to their physical aggression .738   

 I wanted to express my anger .726   

 I wanted to make them do something for me .724   

 
I wanted to protect myself from them physically harming me in that 

moment .724   

 I wanted to stop them from walking away from me .723   

 I wanted to escape from them .722   

 I wanted to stop them trying to control me in some way .722   

 I wanted to express my frustration .721   

 I'm not sure why I did this .721   

 I wanted to show them I wasn’t weak .720   

 I wanted to feel powerful .720   

 I wanted to end or win the argument .720   

 I wanted to retaliate to their verbal aggression .720   

 I lost control .720   
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 I wanted to feel pleasure from inflicting upset or pain on them .719   

 I wanted to hurt them .719   

 I wanted to get back at them for hurting my feelings .719   

 I wanted to express my jealousy .719   

 I wanted to get their attention .719   

 I wanted them to listen to me .719   

I choked, strangled, or suffocated my partner I'm not sure why I did this -.652   

 I wanted them to listen to me .651   

 I wanted to get back at them for hurting my feelings .650   

 I lost control -.649   

I made my partner dependent on me for money 
I wanted to protect myself from them physically harming me in that 

moment .647   

I choked, strangled, or suffocated my partner I wanted to feel powerful .647   

 I wanted to make them do something for me .647   

 I wanted to get their attention .646   

 
I wanted to protect myself from them physically harming me in that 

moment 
.646   

 I wanted to stop them from walking away from me .646   

 I wanted to escape from them .645   

 I wanted to stop them trying to control me in some way .645   

 I wanted to express my jealousy .645   

I made my partner dependent on me for money I wanted to feel powerful .645   

I choked, strangled, or suffocated my partner I wanted to end or win the argument .645   
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 I wanted to express my frustration .645   

 I wanted to feel pleasure from inflicting upset or pain on them .645   

 I wanted to retaliate to their verbal aggression .645   

 I wanted to express my anger .644   

 I wanted to hurt them .644   

 I wanted to retaliate to their physical aggression .644   

 I wanted to show them I wasn’t weak .644   

I made my partner dependent on me for money I wanted to express my anger .637   

 I wanted to stop them from walking away from me .635   

 I wanted to escape from them .634   

 I wanted to get their attention .633   

 I lost control .632   

 I wanted them to listen to me .630   

 I'm not sure why I did this .630   

 I wanted to show them I wasn’t weak .629   

 I wanted to express my jealousy .629   

 I wanted to stop them trying to control me in some way .628   

 I wanted to make them do something for me .628   

I was critical or unpleasant toward my partner I wanted to express my frustration 

 

 .848  

 I wanted to hurt them 

 

 .846  

 I wanted to stop them trying to control me in some way 

 

 .845  

 I wanted to express my anger 

 

 .845  
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 I wanted to feel pleasure from inflicting upset or pain on them 

 

 .845  

 I wanted to get back at them for hurting my feelings 

 

 .844  

 I wanted to get their attention 

 

 .844  

 I wanted to end or win the argument 

 

 .844  

 I wanted to show them I wasn’t weak 

 

 .844  

 I lost control 

 

 .844  

 I wanted to express my jealousy 

 

 .844  

 I wanted them to listen to me 

 

 .844  

 I'm not sure why I did this 

 

 .844  

 I wanted to stop them from walking away from me 

 

 .843  

 I wanted to feel powerful 

 

 .843  

 I wanted to retaliate to their verbal aggression 

 

 .843  

 I wanted to escape from them 

 

 .842  

 
I wanted to protect myself from them physically harming me in that 

moment 

 

 .841  

 I wanted to retaliate to their physical aggression 

 

 .841  

 I wanted to make them do something for me 

 

 .840  

I screamed or yelled at my partner I wanted to express my anger 

 

 .764  

 I lost control 

 

 .761  

 I wanted to express my frustration 

 

 .761  

 I wanted to end or win the argument 

 

 .760  

 I wanted to retaliate to their verbal aggression 

 

 .760  

 I wanted them to listen to me 

 

 .758  
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 I wanted to express my jealousy 

 

 .758  

 I'm not sure why I did this 

 

 .757  

 I wanted to get their attention 

 

 .757  

 I wanted to stop them from walking away from me 

 

 .757  

 I wanted to feel powerful 

 

 .757  

 I wanted to stop them trying to control me in some way 

 

 .756  

 I wanted to show them I wasn’t weak 

 

 .756  

 I wanted to get back at them for hurting my feelings 

 

 .756  

 I wanted to hurt them 

 

 .755  

 I wanted to feel pleasure from inflicting upset or pain on them 

 

 .755  

 
I wanted to protect myself from them physically harming me in that 

moment 

 

 .755  

 I wanted to escape from them 

 

 .753  

 I wanted to retaliate to their physical aggression 

 

 .752  

 I wanted to make them do something for me 

 

 .748  

I pouted or acted upset when I didn't get my way I wanted to express my anger 

 

 .648  

 I wanted to get their attention 

 

 .648  

 I wanted to express my frustration 

 

 .647  

 I wanted to end or win the argument 

 

 .645  

 I'm not sure why I did this 

 

 -.645  

 I wanted to make them do something for me 

 

 .645  

 I wanted to feel powerful 

 

 .645  

 I wanted to express my jealousy 

 

 -.645  
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 I lost control 

 

 .645  

 I wanted them to listen to me 

 

 .643  

 I wanted to stop them trying to control me in some way 

 

 .643  

 I wanted to get back at them for hurting my feelings 

 

 .643  

 I wanted to stop them from walking away from me 

 

 .642  

 I wanted to retaliate to their verbal aggression 

 

 .641  

 I wanted to feel pleasure from inflicting upset or pain on them 

 

 .641  

 I wanted to show them I wasn’t weak 

 

 .641  

 
I wanted to protect myself from them physically harming me in that 

moment 

 

 .641  

 I wanted to hurt them 

 

 .638  

 I wanted to escape from them 

 

 .634  

 I wanted to retaliate to their physical aggression 

 

 .626  

I deliberately acted in a hurtful way towards my partner I wanted to retaliate to their verbal aggression 

 

 .617  

 I'm not sure why I did this 

 

 -.616  

 I wanted to get back at them for hurting my feelings 

 

 .615  

 I wanted to express my jealousy 

 

 .615  

 I wanted to hurt them 

 

 .615  

 I wanted them to listen to me 

 

 .615  

 I wanted to show them I wasn’t weak 

 

 .615  

 I lost control 

 

 .614  

 I wanted to end or win the argument 

 

 .614  

 I wanted to stop them from walking away from me 

 

 .614  
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 I wanted to express my frustration 

 

 .613  

 I wanted to get their attention 

 

 .612  

 I wanted to feel powerful 

 

 .610  

 I wanted to escape from them 

 

 .610  

 I wanted to feel pleasure from inflicting upset or pain on them 

 

 .610  

 I wanted to express my anger 

 

 .609  

 I wanted to stop them trying to control me in some way 

 

 .605  

 
I wanted to protect myself from them physically harming me in that 

moment 

 

 .604  

 I wanted to retaliate to their physical aggression 

 

 

 .601  

I stomped out of the house or room during a disagreement with my 

partner 

I lost control 

 
 .596  

 I'm not sure why I did this 

 

 -.594  

 I wanted them to listen to me 

 

 .593  

 I wanted to express my anger 

 

 .593  

 I wanted to show them I wasn’t weak 

 

 .592  

 I wanted to make them do something for me 

 

 .591  

 I wanted to escape from them 

 

 .589  

 I wanted to get their attention 

 

 .589  

 I wanted to stop them from walking away from me 

 

 -.588  

 I wanted to get back at them for hurting my feelings 

 

 .587  

 
I wanted to protect myself from them physically harming me in that 

moment 

 

 .585  

 I wanted to stop them trying to control me in some way 

 

 .585  
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 I wanted to express my jealousy 

 

 .584  

 I wanted to feel powerful 

 

 .584  

 I wanted to retaliate to their verbal aggression 

 

 .582  

 I wanted to feel pleasure from inflicting upset or pain on them 

 

 .579  

 I wanted to hurt them 

 

 .578  

 I wanted to make them do something for me 

 

 .568  

 I wanted to retaliate to their physical aggression 

 

 .561  

I deliberately ignored my partner I wanted to express my anger 

 

 .534  

 I wanted to get back at them for hurting my feelings 

 

 .534  

 I wanted to retaliate to their verbal aggression 

 

 .532  

 I wanted them to listen to me 

 

 .532  

 I wanted to stop them trying to control me in some way 

 

 .530  

 
I wanted to protect myself from them physically harming me in that 

moment 

 

 -.530  

 I wanted to get their attention 

 

 .530  

 I wanted to feel powerful 

 

 .530  

 I wanted to escape from them 

 

 .530  

 I wanted to stop them from walking away from me 

 

 .529  

 I wanted to feel pleasure from inflicting upset or pain on them 

 

 .529  

 I lost control 

 

 .529  

 I wanted to hurt them 

 

 .528  

 I wanted to show them I wasn’t weak 

 

 .528  

 I wanted to end or win the argument 

 

 .527  
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 I wanted to make them do something for me 

 

 .524  

I checked my partner's social network page(s) I wanted to express my jealousy 

 

  .866 

 I wanted to get their attention 

 

  .866 

 I wanted them to listen to me 

 

  .865 

 I wanted to end or win the argument 

 

  .864 

 I lost control 

 

  .864 

 I wanted to stop them from walking away from me 

 

  .863 

 I wanted to show them I wasn’t weak 

 

  .863 

 I wanted to express my frustration 

 

  .862 

 I wanted to feel powerful 

 

  .862 

 I wanted to stop them trying to control me in some way 

 

  .860 

 I wanted to feel pleasure from inflicting upset or pain on them 

 

  .860 

 I wanted to express my anger 

 

  .860 

 I wanted to escape from them 

 

  .859 

 I wanted to get back at them for hurting my feelings 

 

  .859 

 I wanted to hurt them 

 

  .859 

 
I wanted to protect myself from them physically harming me in that 

moment 

 

  .857 

 I wanted to retaliate to their physical aggression 

 

  .854 

 I'm not sure why I did this 

 

  .853 

 I wanted to retaliate to their verbal aggression 

 

  .853 

 I wanted to make them do something for me 

 

  .853 
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I accused my partner of being unfaithful or flirting with others 
I wanted to show them I wasn’t weak 

 
  .749 

 I wanted them to listen to me 

 

  .749 

 I wanted to end or win the argument 

 

  .748 

 I wanted to stop them from walking away from me 

 

  .748 

 I wanted to get their attention 

 

  .748 

 I lost control 

 

  .748 

 I wanted to retaliate to their verbal aggression 

 

  .747 

 I'm not sure why I did this 

 

  -.747 

 I wanted to express my anger 

 

  .747 

 I wanted to express my frustration 

 

  .746 

 I wanted to escape from them 

 

  .744 

 I wanted to get back at them for hurting my feelings 

 

  .744 

 I wanted to feel pleasure from inflicting upset or pain on them 

 

  .741 

 
I wanted to hurt them 

 

  .740 

 
I wanted to protect myself from them physically harming me in that 

moment 

 

  .739 

 I wanted to feel powerful 

 

  .738 

 I wanted to express my jealousy 

 

  .738 

 I wanted to stop them trying to control me in some way 

 

  .733 

 I wanted to retaliate to their physical aggression 

 

  .724 

 I wanted to make them do something for me 

 

  .717 

I insisted on knowing where my partner went and who they spoke 

to when we were not together 

I wanted to end or win the argument 

 
  .482 
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 I wanted to show them I wasn’t weak 

 

  .482 

 I wanted to express my anger 

 

  .481 

 I wanted to express my frustration 

 

  .481 

 I lost control 

 

  .481 

 I wanted to get back at them for hurting my feelings 

 

  .480 

 I wanted to feel powerful 

 

  .480 

 I wanted to stop them from walking away from me 

 

  .479 

 I wanted to get their attention 

 

  .478 

 I wanted to feel pleasure from inflicting upset or pain on them   .474 

 I wanted to stop them trying to control me in some way 

 

  .466 

 I wanted to escape from them 

 

  .465 

 
I wanted to protect myself from them physically harming me in that 

moment 

 

  .461 

 I wanted to hurt them 

 

  .460 

 I wanted to make them do something for me 

 

  .455 

Eigenvalue:  149.88 84.40 78.54 

% of variance explained:  39.76 22.39 20.83 
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APPENDIX JJ 

Comparison of the fit statistics between the freely estimated and constrained models 

 

 Freely estimated model  Constrained model 

Classes AIC BIC Entropy  AIC BIC Entropy 

Two classes 42577.06 42890.86 
 

1.000  40889.83 41193.51 1.000 

Three classes 38504.08 38959.60 1.000  36816.85 37262.25 1.000 

Four classes 34399.77 34997.01 .989  32712.55 33299.66 .989 

Five classes 31445.13 32184.08 .989  29757.91 30486.74 .989 

Six classes 30042.64 30923.31 .994  28355.48 29226.03 .994 

Seven classes 28968.28 29990.67 .995  27281.01 28293.28 .995 

Eight classes 27568.16 28732.26 .989  25881.32 27035.30 .989 

Nine classes 26350.30 27656.13 .992  24663.42 25959.12 .992 

Ten classes 25609.31 27056.85 .995  23922.44 25359.86 .995 

Eleven classes 24683.27 26272.53 .995  22996.50 24575.64 .995 

Twelve classes 23952.35 25683.32 .994  22265.57 23986.42 .994 

Note: AIC = Akaike Information Criterion; BIC = Bayesian Information Criterion. 
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APPENDIX KK 

Items included in the categorical principal components, latent class, and manifest variable 

path analyses in Chapter 5 

Outcomes 

1 I felt intimidated  

2 I felt ashamed 

3 I felt afraid for my physical safety  

4 I felt isolated from friends and family 

5 I felt frustrated 

6 I felt controlled  

7 It didn’t affect me in any way 

8 I found it funny 

9 I felt trapped 

10 I felt angry 

11 I felt like I wasn’t able to make decisions for myself  

12 I felt guilty 

13 I felt like I wasn’t able to do what I wanted to do  

14 I felt afraid I was going to make them angry 

15 I felt sad       

16 I felt afraid I was going to set them off shouting or criticizing me 

17 I felt sexually aroused      

18 I felt helpless 

19 I felt dependent on my partner 

20 I felt emotionally hurt 

  

Behavioural Items 

EA I made my partner dependent on me for money 

EA I threatened my partner with a weapon 

EA I threatened to disclose damaging or embarrassing information 

EA I deliberately broke or destroyed something that was important to my partner 

EA I threatened to withhold money from my partner 

EA I kicked my partner 

EA I kept my partner from leaving the house 

EA I pressured my partner to have sex when they said 'No' 
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EA I hit or punched my partner 

EA I slapped my partner 

EA I denied incidents of abuse 

DPA I deliberately ignored my partner 

DPA I made my partner feel guilty for not spending enough time together 

DPA I pouted or acted upset when I didn't get my way 

DPA I purposely withheld affection or sex 

DPA I screamed or yelled at my partner 

DPA I stomped out of the house or room during a disagreement with my partner 

DPA I threatened to leave the relationship 

DPA I was critical or unpleasant toward my partner 

MA I checked my partner's social network page(s) 

MA I criticized my partner's friends, family, or co-workers 

MA I deliberately acted in a hurtful way towards my partner 

MA 
I insisted on knowing where my partner went and who they spoke to when we were 

not together 

MA I kept track of my partner's telephone/cell phone use 

MA I told my partner they were lying or confused 

MA I tried to provoke an argument with my partner 

MA I called my partner or text messaged them constantly 
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APPENDIX LL 

Non-significant and cross-loading items that were removed from the CATPCA 

 

Non-significant items 

My partner denied incidents of abuse I felt like I wasn’t able to make decisions for myself 

 I felt afraid I was going to set them off shouting or criticizing me 

My partner accused me of being unfaithful or flirting with others I felt guilty 

 I felt like I wasn’t able to do what I wanted to do  

 I felt afraid I was going to make them angry 

 I felt afraid I was going to set them off shouting or criticizing me 

 I felt sexually aroused      

 I felt helpless 

 I felt dependent on my partner 

My partner made me dependent on them for money I felt guilty 

 I felt like I wasn’t able to do what I wanted to do  

 I felt afraid I was going to make them angry 

 I felt sad       

 I felt afraid I was going to set them off shouting or criticizing me 

 I felt sexually aroused      

 I felt helpless 

 I felt dependent on my partner 

 I felt emotionally hurt 

My partner changed the subject on purpose when I was trying to discuss a problem I felt guilty 
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 I felt sexually aroused      

 I felt dependent on my partner 

My partner checked my social network page(s) I felt guilty 

 I felt like I wasn’t able to do what I wanted to do  

 I felt afraid I was going to make them angry 

 I felt sad       

 I felt afraid I was going to set them off shouting or criticizing me 

 I felt sexually aroused      

 I felt helpless 

 I felt dependent on my partner 

 I felt emotionally hurt 

My partner threatened me with a weapon I felt guilty 

 I felt like I wasn’t able to do what I wanted to do  

 I felt afraid I was going to make them angry 

 I felt sad       

 I felt afraid I was going to set them off shouting or criticizing me 

 I felt sexually aroused      

 I felt helpless 

 I felt dependent on my partner 

 I felt emotionally hurt 

My partner criticized my friends, family, or co-workers I felt guilty 

 I felt like I wasn’t able to do what I wanted to do  
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 I felt afraid I was going to make them angry 

 I felt sad       

 I felt afraid I was going to set them off shouting or criticizing me 

 I felt sexually aroused      

 I felt helpless 

 I felt dependent on my partner 

 I felt emotionally hurt 

My partner threatened to disclose damaging or embarrassing information I felt sexually aroused      

 I felt dependent on my partner 

My partner deliberately acted in a hurtful way towards me I felt like I wasn’t able to make decisions for myself  

 I felt guilty 

 I felt like I wasn’t able to do what I wanted to do  

 I felt afraid I was going to make them angry 

 I felt sad       

 I felt afraid I was going to set them off shouting or criticizing me 

 I felt sexually aroused      

 I felt helpless 

 I felt dependent on my partner 

My partner ordered me around I felt guilty 

 I felt dependent on my partner 

 I felt emotionally hurt 

My partner made me feel guilty for not spending enough time together I felt like I wasn’t able to make decisions for myself  
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 I felt guilty 

 I felt like I wasn’t able to do what I wanted to do  

 I felt afraid I was going to make them angry 

 I felt sad       

 I felt afraid I was going to set them off shouting or criticizing me 

 I felt sexually aroused      

 I felt helpless 

 I felt dependent on my partner 

 I felt emotionally hurt 

My partner threatened to withhold money from me I felt guilty 

 I felt like I wasn’t able to do what I wanted to do  

 I felt afraid I was going to make them angry 

 I felt sad       

 I felt afraid I was going to set them off shouting or criticizing me 

 I felt sexually aroused      

 I felt helpless 

 I felt dependent on my partner 

 I felt emotionally hurt 

My partner pouted or acted upset when they didn't get their way I felt like I wasn’t able to make decisions for myself  

 I felt guilty 

 I felt like I wasn’t able to do what I wanted to do  

 I felt afraid I was going to make them angry 
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 I felt sad       

 I felt afraid I was going to set them off shouting or criticizing me 

 I felt sexually aroused      

 I felt helpless 

 I felt dependent on my partner 

 I felt emotionally hurt 

My partner told me I was lying or confused I felt like I wasn’t able to make decisions for myself  

 I felt guilty 

 I felt like I wasn’t able to do what I wanted to do  

 I felt afraid I was going to make them angry 

 I felt sad       

 I felt afraid I was going to set them off shouting or criticizing me 

 I felt sexually aroused      

 I felt helpless 

 I felt dependent on my partner 

 I felt emotionally hurt 

My partner tried to provoke an argument with me I felt like I wasn’t able to make decisions for myself  

 I felt guilty 

 I felt like I wasn’t able to do what I wanted to do  

 I felt afraid I was going to make them angry 

 I felt sad       

 I felt afraid I was going to set them off shouting or criticizing me 
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 I felt sexually aroused      

 I felt helpless 

 I felt dependent on my partner 

 I felt emotionally hurt 

My partner stomped out of the house or room during a disagreement with me I felt like I wasn’t able to make decisions for myself 

 I felt like I wasn’t able to do what I wanted to do 

 I felt sexually aroused      

 I felt dependent on my partner 

My partner called or text messaged me constantly I felt like I wasn’t able to make decisions for myself  

 I felt guilty 

 I felt like I wasn’t able to do what I wanted to do  

 I felt afraid I was going to make them angry 

 I felt sad       

 I felt afraid I was going to set them off shouting or criticizing me 

 I felt sexually aroused      

 I felt helpless 

 I felt dependent on my partner 

 I felt emotionally hurt 

My partner pressured me to have sex when I said 'No' I felt sad       

 I felt afraid I was going to set them off shouting or criticizing me 

 I felt emotionally hurt 

My partner tried to restrict my activities I felt like I wasn’t able to make decisions for myself  
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 I felt guilty 

 I felt like I wasn’t able to do what I wanted to do  

 I felt afraid I was going to make them angry 

 I felt sad       

 I felt afraid I was going to set them off shouting or criticizing me 

 I felt sexually aroused      

 I felt helpless 

 I felt dependent on my partner 

 I felt emotionally hurt 

My partner slapped me I felt like I wasn’t able to make decisions for myself  

 I felt guilty 

 I felt like I wasn’t able to do what I wanted to do  

 I felt afraid I was going to make them angry 

 I felt sad       

 I felt afraid I was going to set them off shouting or criticizing me 

 I felt sexually aroused      

 I felt helpless 

 I felt dependent on my partner 

My partner was critical or unpleasant toward me I felt like I wasn’t able to make decisions for myself  

 I felt guilty 

 I felt like I wasn’t able to do what I wanted to do  

 I felt afraid I was going to make them angry 
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 I felt sad       

 I felt afraid I was going to set them off shouting or criticizing me 

 I felt sexually aroused      

 I felt helpless 

 I felt dependent on my partner 

 I felt emotionally hurt 

  

Cross-loading items 

My partner made me dependent on them for money I felt intimidated  

 I felt ashamed 

 I felt afraid for my physical safety  

 I felt isolated from friends and family 

 I felt frustrated 

 I felt controlled  

 It didn’t affect me in any way 

 I found it funny 

 I felt trapped 

 I felt angry 

 I felt like I wasn’t able to make decisions for myself  

 I felt emotionally hurt 

My partner criticized my friends, family, or co-workers I felt intimidated  

 I felt ashamed 
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 I felt afraid for my physical safety  

 I felt isolated from friends and family 

 I felt frustrated 

 I felt controlled  

 It didn’t affect me in any way 

 I found it funny 

 I felt trapped 

 I felt angry 

 I felt like I wasn’t able to make decisions for myself  

My partner deliberately acted in a hurtful way towards me I felt intimidated  

 I felt ashamed 

 I felt afraid for my physical safety  

 I felt isolated from friends and family 

 I felt frustrated 

 I felt controlled  

 It didn’t affect me in any way 

 I found it funny 

 I felt trapped 

 I felt angry 

 I felt emotionally hurt 

My partner ordered me around I felt intimidated  

 I felt ashamed 



362 

 

 

 I felt afraid for my physical safety  

 I felt isolated from friends and family 

 I felt frustrated 

 I felt controlled  

 It didn’t affect me in any way 

 I found it funny 

 I felt trapped 

 I felt angry 

 I felt like I wasn’t able to make decisions for myself  

 I felt like I wasn’t able to do what I wanted to do  

 I felt afraid I was going to make them angry 

 I felt sad       

 I felt afraid I was going to set them off shouting or criticizing me 

 I felt sexually aroused      

 I felt helpless 

My partner made me feel guilty for not spending enough time together I felt intimidated  

 I felt ashamed 

 I felt afraid for my physical safety  

 I felt isolated from friends and family 

 I felt frustrated 

 I felt controlled  

 It didn’t affect me in any way 
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 I found it funny 

 I felt trapped 

 I felt angry 

My partner pouted or acted upset when they didn't get their way I felt intimidated  

 I felt ashamed 

 I felt afraid for my physical safety  

 I felt isolated from friends and family 

 I felt frustrated 

 I felt controlled  

 It didn’t affect me in any way 

 I found it funny 

 I felt trapped 

 I felt angry 

My partner told me I was lying or confused I felt intimidated  

 I felt ashamed 

 I felt afraid for my physical safety  

 I felt isolated from friends and family 

 I felt frustrated 

 I felt controlled  

 It didn’t affect me in any way 

 I found it funny 

 I felt trapped 
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 I felt angry 

My partner tried to provoke an argument with me I felt intimidated  

 I felt ashamed 

 I felt afraid for my physical safety  

 I felt isolated from friends and family 

 I felt frustrated 

 I felt controlled  

 It didn’t affect me in any way 

 I found it funny 

 I felt trapped 

 I felt angry 

My partner stomped out of the house or room during a disagreement with me I felt intimidated  

 I felt ashamed 

 I felt afraid for my physical safety  

 I felt isolated from friends and family 

 I felt frustrated 

 I felt controlled  

 It didn’t affect me in any way 

 I found it funny 

 I felt trapped 

 I felt angry 

 I felt guilty 
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 I felt afraid I was going to make them angry 

 I felt sad       

 I felt afraid I was going to set them off shouting or criticizing me 

 I felt helpless 

 I felt emotionally hurt 

My partner called or text messaged me constantly I felt afraid for my physical safety 

My partner tried to restrict my activities I felt intimidated  

 I felt ashamed 

 I felt afraid for my physical safety  

 I felt isolated from friends and family 

 I felt frustrated 

 I felt controlled  

 It didn’t affect me in any way 

 I found it funny 

 I felt trapped 

 I felt angry 

My partner was critical or unpleasant toward me I felt intimidated  

 I felt ashamed 

 I felt afraid for my physical safety  

 I felt isolated from friends and family 

 I felt frustrated 

 I felt controlled  
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 It didn’t affect me in any way 

 I found it funny 

 I felt trapped 

 I felt angry 
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APPENDIX MM 

Pattern matrix for the three-component solution 

Behavior Outcome 
Component 

1 

Component 

2 

Component 

3 

My partner slammed or held me against a wall I felt angry -.912   

 I felt trapped .910   

 It didn’t affect me in any way .909   

 I felt sexually aroused      .909   

 
I felt afraid I was going to set them off shouting or 

criticizing me 
.909   

 I felt isolated from friends and family .909   

 I felt afraid for my physical safety .909   

 I found it funny .909   

 I felt like I wasn’t able to do what I wanted to do .908   

 I felt dependent on my partner .908   

 I felt afraid I was going to make them angry .908   

 I felt guilty .908   

 I felt ashamed .908   

 I felt helpless .908   

 I felt like I wasn’t able to make decisions for myself .908   

 I felt frustrated .908   

 I felt emotionally hurt .908   
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 I felt intimidated .907   

 I felt sad       .907   

 I felt controlled .907   

My partner kept me from leaving the house I felt trapped .853   

 I felt controlled  .848   

 I felt afraid for my physical safety .848   

 
I felt afraid I was going to set them off shouting or 

criticizing me 
.847   

 I felt angry -.844   

 I felt afraid I was going to make them angry .844   

 I felt ashamed .842   

 I felt sexually aroused .838   

 I felt like I wasn’t able to do what I wanted to do  .838   

 I felt isolated from friends and family .838   

 I felt guilty .838   

 It didn’t affect me in any way .837   

 I felt helpless .837   

 I found it funny .837   

 I felt sad .836   

 I felt dependent on my partner .836   

 I felt frustrated .836   

 I felt emotionally hurt .836   

 I felt intimidated .836   
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 I felt like I wasn’t able to make decisions for myself  .833   

My partner hit or punched me I felt angry .830   

 I felt emotionally hurt .819   

 I felt frustrated .814   

 I felt isolated from friends and family .814   

 I felt afraid I was going to make them angry .809   

 It didn’t affect me in any way .807   

 
I felt afraid I was going to set them off shouting or 

criticizing me 
.807   

 I felt like I wasn’t able to do what I wanted to do  .806   

 I felt trapped .805   

 I felt intimidated .804   

 I felt sexually aroused .804   

 I felt ashamed .804   

 I felt afraid for my physical safety .803   

 I felt guilty .803   

 I felt like I wasn’t able to make decisions for myself  -.803   

 I felt dependent on my partner .803   

 I felt controlled .803   

 I felt helpless .803   

 I felt sad .803   

 I found it funny .802   

My partner slapped me I felt angry .795   
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My partner tried to turn my family, friends, and children 

against me 
I felt angry .789   

My partner slapped me I felt isolated from friends and family .783   

My partner tried to turn my family, friends, and children 

against me 
I felt afraid for my physical safety .778   

 
I felt afraid I was going to set them off shouting or 

criticizing me 
.773   

 I felt sexually aroused .773   

 I felt afraid I was going to make them angry .769   

 I felt emotionally hurt -.766   

My partner slapped me I felt afraid for my physical safety .764   

My partner tried to turn my family, friends, and children 

against me 
I found it funny .764   

 I felt dependent on my partner .763   

 I felt like I wasn’t able to do what I wanted to do  .763   

 It didn’t affect me in any way .763   

 I felt frustrated .762   

 I felt intimidated .762   

 I felt helpless .760   

 I felt ashamed .760   

 I felt sad .760   

 I felt trapped .760   

 I felt guilty .760   

 I felt controlled .759   
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 I felt isolated from friends and family .759   

My partner slapped me I felt emotionally hurt -.759   

My partner tried to turn my family, friends, and children 

against me 
I felt like I wasn’t able to make decisions for myself  

-.758 
  

My partner slapped me It didn’t affect me in any way .758   

 I felt intimidated .757   

 I felt controlled .756   

 I found it funny .755   

My partner denied incidents of abuse I felt angry .755   

My partner slapped me I felt trapped .755   

 I felt ashamed .755   

 I felt frustrated .755   

My partner denied incidents of abuse I felt like I wasn’t able to do what I wanted to do  .751   

 I felt afraid for my physical safety .750   

 I felt sexually aroused .745   

 I felt afraid I was going to make them angry .743   

My partner pressured me to have sex when I said 'No' I felt isolated from friends and family .742   

My partner denied incidents of abuse I felt emotionally hurt -.742   

My partner threatened me with a weapon I felt angry .740   

My partner denied incidents of abuse I felt dependent on my partner .739   

 I felt frustrated .739   

 It didn’t affect me in any way .739   

 I felt isolated from friends and family .738   
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 I felt trapped -.737   

 I felt helpless .736   

 I found it funny .734   

 I felt guilty .733   

 I felt intimidated .732   

 I felt controlled .730   

 I felt sad .730   

 I felt ashamed .730   

My partner threatened me with a weapon I felt isolated from friends and family .726   

 I felt controlled .725   

 It didn’t affect me in any way .722   

 I felt intimidated .722   

 I felt afraid for my physical safety .722   

 I found it funny .721   

 I felt frustrated .721   

 I felt trapped .720   

 I felt ashamed .719   

My partner pressured me to have sex when I said 'No' I felt dependent on my partner .718   

My partner threatened me with a weapon I felt like I wasn’t able to make decisions for myself  -.718   

My partner deliberately broke or destroyed something that 

was important to me 
I felt angry .709   

My partner pressured me to have sex when I said 'No' I felt like I wasn’t able to make decisions for myself  -.704   

 I felt afraid for my physical safety .703   
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 I felt afraid I was going to make them angry .703   

 I felt trapped -.698   

 I felt guilty -.698   

 I felt like I wasn’t able to do what I wanted to do  .698   

 I felt controlled .697   

 I found it funny .696   

 I felt sexually aroused .696   

 It didn’t affect me in any way .696   

 I felt frustrated .695   

 I felt ashamed .694   

 I felt helpless .694   

 I felt intimidated .693   

 I felt angry .693   

My partner deliberately broke or destroyed something that 

was important to me 
It didn’t affect me in any way .670   

 
I felt afraid I was going to set them off shouting or 

criticizing me .667   

 I felt sexually aroused .665   

 I felt afraid I was going to make them angry .665   

 I felt like I wasn’t able to do what I wanted to do  .660   

 I found it funny .659   

 I felt isolated from friends and family .658   

 I felt frustrated .657   
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 I felt emotionally hurt .653   

 I felt dependent on my partner .651   

 I felt ashamed .650   

 I felt guilty .649   

 I felt intimidated .648   

 I felt afraid for my physical safety .648   

 I felt sad .648   

 I felt helpless .648   

 I felt trapped .647   

 I felt controlled .647   

My partner threatened to withhold money from me I felt afraid for my physical safety .638   

My partner threatened to disclose damaging or embarrassing 

information 
I felt emotionally hurt -.636   

My partner threatened to withhold money from me I felt trapped .630   

 I felt angry -.628   

My partner deliberately broke or destroyed something that 

was important to me 
I felt like I wasn’t able to make decisions for myself  -.627   

My partner threatened to withhold money from me I felt controlled .623   

My partner threatened to disclose damaging or embarrassing 

information 
I felt afraid for my physical safety .623   

My partner threatened to withhold money from me I felt isolated from friends and family .622   

My partner threatened to disclose damaging or embarrassing 

information 
I felt afraid I was going to make them angry .617   

My partner threatened to withhold money from me I felt like I wasn’t able to make decisions for myself  -.614   
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 I felt frustrated .613   

My partner threatened to disclose damaging or embarrassing 

information 
I felt isolated from friends and family .613   

My partner threatened to withhold money from me It didn’t affect me in any way .613   

 I felt ashamed .611   

 I felt intimidated .611   

 I found it funny .611   

My partner threatened to disclose damaging or embarrassing 

information 
I felt trapped -.609   

 I felt angry -.608   

 I felt like I wasn’t able to do what I wanted to do  .606   

 It didn’t affect me in any way .606   

 I felt like I wasn’t able to make decisions for myself  .603   

 
I felt afraid I was going to set them off shouting or 

criticizing me .602   

 I felt intimidated .601   

 I found it funny .601   

 I felt guilty .600   

 I felt controlled .600   

 I felt helpless .600   

 I felt ashamed .600   

 I felt sad .600   

 I felt frustrated .599   
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My partner insisted on knowing where I went and who I 

spoke to when we were not together 
I felt trapped  .931  

 I felt emotionally hurt  .929  

 I found it funny  .929  

 I felt frustrated  .929  

 I felt like I wasn’t able to do what I wanted to do   .929  

 I felt like I wasn’t able to make decisions for myself   .928  

 I felt afraid I was going to make them angry  .928  

 It didn’t affect me in any way  -.928  

 I felt controlled  .927  

 I felt guilty  .927  

 I felt sad  .927  

 I felt intimidated  .927  

 I felt ashamed  .926  

 
I felt afraid I was going to set them off shouting or 

criticizing me  .925  

 I felt angry  .925  

 I felt isolated from friends and family  .925  

 I felt dependent on my partner  .925  

 I felt helpless  .924  

 I felt sexually aroused  .920  

 I felt afraid for my physical safety  .917  
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My partner accused me of being unfaithful or flirting with 

others 
I felt trapped  .751  

 I felt controlled  .750  

 I found it funny  .750  

 I felt intimidated  .749  

 I felt sad  .749  

 It didn’t affect me in any way  -.749  

 I felt ashamed  .748  

 I felt like I wasn’t able to make decisions for myself   -.746  

 I felt frustrated  .746  

 I felt emotionally hurt  .744  

 I felt angry  .741  

 I felt isolated from friends and family  .737  

 I felt afraid for my physical safety  .731  

My partner checked my social network page(s) I felt controlled  .609  

 It didn’t affect me in any way  -.608  

 I felt frustrated  .607  

 I found it funny  .605  

 I felt like I wasn’t able to make decisions for myself   -.605  

 I felt trapped  .604  

 I felt intimidated  .604  

 I felt angry  .601  

 I felt ashamed  .590  
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 I felt isolated from friends and family  .588  

 I felt afraid for my physical safety  .576  

My partner called or text messaged me constantly I felt controlled  .472  

 I found it funny  .467  

 I felt frustrated  .466  

 I felt angry  .465  

 It didn’t affect me in any way  -.464  

 I felt trapped  .462  

 I felt intimidated  .455  

 I felt ashamed  .452  

 I felt isolated from friends and family  .428  

My partner deliberately ignored me I felt helpless   .859 

 I felt emotionally hurt   .858 

 I felt guilty   .858 

 I felt like I wasn’t able to make decisions for myself    .857 

 I felt trapped   .857 

 I felt sad   .857 

 I felt intimidated   .856 

 I found it funny   -.856 

 I felt sexually aroused   -.856 

 I felt angry   .856 

 I felt ashamed   .856 
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 I felt afraid I was going to make them angry   .856 

 I felt like I wasn’t able to do what I wanted to do    .856 

 I felt controlled   .855 

 I felt dependent on my partner   .855 

 
I felt afraid I was going to set them off shouting or 

criticizing me 
  .854 

 It didn’t affect me in any way   .854 

 I felt frustrated   .854 

 I felt isolated from friends and family   .853 

 I felt afraid for my physical safety   .850 

My partner treated me like I was inferior to them I felt intimidated   .686 

 I felt trapped   .686 

 I felt controlled   .686 

 I felt ashamed   .686 

 I felt like I wasn’t able to make decisions for myself    .686 

 I felt dependent on my partner   .685 

 I felt guilty   .685 

 I felt like I wasn’t able to do what I wanted to do    .684 

 
I felt afraid I was going to set them off shouting or 

criticizing me 
  .684 

 I found it funny   .682 

 I felt afraid I was going to make them angry   .682 

 I felt frustrated   .681 
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 I felt isolated from friends and family   .679 

 I felt sexually aroused   .678 

 I felt angry   .677 

My partner changed the subject on purpose when I was trying 

to discuss a problem 
I felt sad   .676 

 It didn’t affect me in any way   -675 

My partner treated me like I was inferior to them I felt emotionally hurt   675 

My partner changed the subject on purpose when I was trying 

to discuss a problem 
I felt trapped   .674 

 I felt controlled   .674 

 I felt helpless   .673 

 I felt frustrated   .673 

 I felt like I wasn’t able to make decisions for myself    .673 

 I felt angry   .672 

 I felt like I wasn’t able to do what I wanted to do    .672 

 I felt intimidated   .671 

My partner treated me like I was inferior to them I felt afraid for my physical safety   .671 

My partner changed the subject on purpose when I was trying 

to discuss a problem 

I felt afraid I was going to set them off shouting or 

criticizing me 
  

.671 

 I felt afraid I was going to make them angry   .670 

 I found it funny   -.670 

 I felt emotionally hurt   .670 

 I felt ashamed   .669 
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 I felt isolated from friends and family   .663 

 I felt afraid for my physical safety   .662 

     
Eigenvalue:  127.97 79.64 59.94 

% of variance explained:  43.23 26.90 25.20 



382 

 

 

APPENDIX NN 

Comparison of the fit statistics between the freely estimated and constrained models 

 Freely estimated model 
 

Constrained model 

Classes AIC BIC Entropy 
 

AIC BIC Entropy 

Two classes 60801.39 61115.62 .93 
 

59105.16 59409.25 .93 

Three classes 582.70.85 58726.99 .93 
 

56574.00 57020.65 .93 

Four classes 57249.90 57847.95 .91 
 

55553.73 56141.64 .91 

Five classes 56723.64 57463.59 .93 
 

55027.50 55757.32 .93 

Six classes 56214.35 57096.22 .92 
 

54517.19 55389.21 .92 

Note. AIC = Akaike Information Criterion; BIC = Bayesian Information Criterion. 
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APPENDIX OO 

Parameter estimates of the manifest variable path model 

Variables B SE 95% CI β z p R2 

Control on       .608 

Gender -.138 .062 -.24, -.04 -.04 -2.23 .026  

EA .083 .008 .07, .10 .60 10.81 <.001  

DPA .034 .008 .02, .05 .26 4.34 <.001  

MA .002 .010 -.02, .02 .02 .22 .824  

Control x Gender x EA -.001 .011 -.02, .02 -.004 -.08 .936  

Control x Gender x DPA -.014 .009 -.03, .001 -.08 -1.53 .126  

Control x Gender x MA .010 .012 -.01, .03 .05 .84 .398  

        
Hostility on        .392 

Gender .097 .149 -.15, .34 .015 .65 .513  

EA -.108 .016 -.14, -.08 -.40 -6.60 <.001  

DPA .167 .020 .13, .20 .64 8.45 <.001  

MA .053 .028 .01, .03 .18 1.91 .056  

Hostility x Gender x EA .009 .023 -.05, .03 -.02 -.40 .687  

Hostility x Gender x DPA .008 .025 -.05, .03 -.02 -.33 .738  

Hostility x Gender x MA .026 .034 -.03, .08 .06 .76 .445  

        
Guilt on       .256 

Gender -3.12 .102 -.48, -.14 -.08 -3.06 <.05  

EA .091 .015 .06, .12 .54 5.97 <.001  

DPA .014 .010 -.002, .03 .09 1.45 .148  

MA -.009 .018 -.03, .016 -.05 -.57 .57  

Guilt x Gender x EA -.034 .020 -.07, -.001 -.14 -1.70 .089  

Guilt x Gender x DPA .007 .012 -.01, .03 .03 .61 .543  

Guilt x Gender x MA .007 .018 -.02, .04 .03 .37 .715  

        
Sadness on       .227 

Gender -.009 .125 -.22, .20 -.002 -.07 .944  

EA -.004 .013 -.03, .02 -.02 -31 .754  

DPA .009 .018 .07, .13 .52 5.47 <.001  

MA -.005 .022 -.04, .03 .02 -.23 .805  

Sadness x Gender x EA -.018 .017 -.05, .01 .02 -1.04 .298  

Sadness x Gender x DPA .004 .022 -.03, .04 -.06 .20 .845  

Sadness x Gender x MA .002 .026 -.04, .05 .01 .08 .938  

 


