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Abstract

Service-oriented architecture (SOA) encourages the creation of modular
applications involving Web services as the reusable components. Data-
intensive Web services have emerged to manipulate and deal with the mas-
sive data emerged from technological advances and their various applica-
tions. Distributed Data-intensive Web Service Composition (DWSC) is a core
of SOA, which includes the selection of data-intensive Web services from
diverse locations on the network and composes them to accomplish a com-
plicated task. As a fundamental challenge for service developers, service
compositions must fulfil functional requirements and optimise Quality of
Service (QoS), simultaneously. The QoS of a distributed DWSC is not only
impacted by the QoS of component services and how the compositions
are generated, but also by the locations of services and data transforma-
tion between services. However, existing works often neglect the impact
of locations and data on service composition. The distributed DWSC has
not been sufficiently studied in the literature.

In this thesis, we first define the single-objective distributed DWSC
that includes communication (e.g. bandwidth), Web service (execution
time) and data (data cost) attributes. To this aim, we consider bandwidth
information of communication links obtained using the location informa-
tion of services. Based on the problem formulation, we then address the
distributed DWSC problem by developing EC-based approaches. Those
EC-based approaches are designed to incorporate domain-knowledge for
effectively solving the distributed DWSC problem.

Afterwards, we study the multi-objective distributed DWSC to satisfy
different QoS requirements. In particular, the QoS-constrained distributed



DWSC problem and user preferences are considered. For finding trade-off
solutions for those problems, new Multi-objective Evolutionary Algorithms
(MOEAs) are proposed based on the current Non-dominated Sorting Genetic
Algorithm-II (NSGA-II).

Furthermore, a new problem formulation for the dynamic distributed
DWSC (D2 −DWSC) problem with bandwidth fluctuations is proposed.
An EC-based approach is developed to solve the D2-DWSC.

Finally, extensive empirical evaluations are conducted that demon-
strate the high performance of our proposed methods in finding composite
services with good QoS.
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wards the novelty of behaviour in the population.

Objective function A function that either minimises or maximises a par-
ticular numerical value related to the optimisation problem at hand.

Ontology In the context of Web service composition, an ontology shows
the relationships between output and input concepts. This informa-
tion is used to determine whether the inputs of one service can be
fulfilled by the outputs of another.

Pareto front A subset of candidates from a given population that are non-
dominated with regards to two or more objectives.

Particle swarm optimisation (PSO) An optimisation method inspired by
the social behaviour of animals. Particles independently explore the
search space, communicating with each other to identify promising
areas for further investigation.

Penalty In the context of constrained evolutionary optimisation, is a
method to deal with invalid solutions by penalising their fitness
value and lowering their chance to be selected for the next gener-
ation.
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Propagation delay In the context of distributed DWSC, is the amount of
time required for the head of data to travel from the source server to
the destination server.

Quality of service (QoS) A set of non-functional attributes (e.g. time, cost
and throughput) that indicate the expected quality of a given service.
Reliability In the context of QoS, this indicates the probability that a
response returned by a service is reliable..

Repair In the context of constrained evolutionary optimisation, a tech-
nique to rebuild invalid solutions.

Repository A repository contains information about a set of Web services,
more specifically a description of each service’s location and avail-
able operations..

Representation The way in which a solution is modelled for optimisation.
For example, a Web service composition solution may be modelled
as a tree, as a directed acyclic graph, or as a sequence.

Semi-automated If a Web service composition approach is semi-
automated, it assumes that an abstract workflow defining the struc-
ture of the composition has been provided, and the goal is to se-
lect concrete services that fulfil the corresponding abstract services
to achieve the best possible overall quality.

Service provision cost In the context of QoS, the price charged to use ser-
vice Si and is usually specified by service providers..

Time In the context of QoS, this indicates the overall time required for a
service to return a response once it receives a request.

Transfer time In the context of distributed DWSC, the time required by
a service to put all data on the communication link and depends on
the size of data and the bandwidth.
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T-test A statistical test that compares two samples of values with the ob-
jective of ascertaining whether the means of the two groups present a
statistically significant difference. The t-test assumes that the values
analysed follow a normal distribution.

Task A composition request specifying the overall inputs that are initially
available for executing the composition and the overall outputs that
the composition is expected to produce.

Web service A functionality module that provides operations and/or
data and is accessible over a network by using standard communi-
cation protocols.

Wilcoxon rank-sum test A statistical test that compares two samples of
values with the objective of ascertaining whether the means of the
two groups present a statistically significant difference. This test
does not assume that the values analysed follow a normal distribu-
tion.
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Chapter 1

Introduction

1.1 Problem Statement

Over recent years, the design and development of software systems have
been undergoing extraordinary changes [155] driven by the fast advance-
ment of the Web. Web services have been created to support the automated
use of Web applications and the evolution of the Web. They provide high-
level abstractions for organising applications in large-scale environments
[91]. This is because of essential features Web services hold, such as being
loosely coupled, reusable, and configurable [6]. Service-oriented computing
(SOC) [141] is a major paradigm which provides a set of standards and
concepts for Web services, such as Web Services Description Language
(WSDL), Business Process Execution Language (BPEL), and Simple Object
Access Protocol (SOAP) [203]. SOC is a concept that assembles software
applications to create a network of services in order to achieve rapid, low-
cost, and cross-organisational distributed business process. A suitable de-
sign is provided by Service Oriented Architecture (SOA) [27] to facilitate ef-
ficient and effective use of Web services. As building blocks of SOA, Web
services are widely supported by service providers such as Amazon Web Ser-
vices (AWS) [215].

Existing services often cannot satisfy the diversified needs of users [91].

1
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Web Service Composition (WSC) is an application of SOA, which creates new
services via integrating existing services to accomplish advanced function-
alities [62]. Individual Web services have functional attributes specified by
their inputs and outputs. They require a set of inputs and produce a set of
outputs after the execution. Therefore, the functional correctness of a com-
posite service should be satisfied when combining different Web services.

While many Web services deliver the same functionality, non-
functional Quality of Service (QoS) attributes, such as response time and
cost (including communication time and cost), become discriminating fac-
tors. QoS requirements must be considered explicitly for an effective
composition and are clearly defined in the Service Level Agreement (SLA).
SLA can be described as a declarative contract between users and service
providers [117].

In the following, we first discuss the distributed Data-intensive Web Ser-
vice Composition problem. Afterwards, we briefly discuss multi-objective
WSC, dynamic network environment, semi- and fully-automated WSC,
and existing algorithms to solve the WSC problem, respectively.

Distributed Data-intensive WSC (DWSC) focuses on the composition
of data-intensive services. Since the available data on the Web is doubling
every 18 months [72], applications and technologies must be designed to
scale and meet the growing requirements. Companies can employ data-
intensive Web services to perform large-scale data analysis [83, 173]. These
services also generate a high volume of new data. Massive volumes of
data need to be transmitted between two directly connected services (i.e.
services to be executed in sequence within a composite service [173]). For
example, gen expression analysis (see Subsection 2.1.4 for details), which has
been researched for many years, employs data-intensive Web services to
analyse billions of data for identification, prediction and clinical decision
support [107, 130].
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Distribution of Services over the network and DWSC are two in-
tertwined concepts; DWSC composes data-intensive Web services dis-
tributed over the network. Therefore, it requires to send/receive large
amounts of data over a large computer network such as the Internet. Im-
portant features such as bandwidth, cost and propagation delay of com-
munication, and location of services must be taken into account. The net-
work bandwidth capacity is the bottleneck in distributed environments,
especially when the volume of communication is high [33]. In particu-
lar, all of those factors increase the complexity of Web service composi-
tion problems. However, existing DWSC approaches [199, 220, 221] have
mostly considered a centralised environment for Web services without ad-
dressing the network delay. Instead, we consider the distributed DWSC
which is a more realistic scenario.

Multi-Objective WSC is an optimisation problem where instead of a
single final solution, a set of optimal solutions, also called a Pareto front, is
anticipated. The reason to find multiple solutions is that our problem has
multiple conflicting objectives.

Dynamically changing network environment may lead to QoS fluctu-
ations and SLA violations of any composite service. Network attributes,
in particular bandwidth, are subject to dynamic changes, disrupting the
expected time and cost required for executing a composite service. Dy-
namic WSC concerns about the problem of delivering composite services
with reliable QoS in a dynamic environment. The problem is more chal-
lenging than the static WSC due to some major sources of uncertainties,
in particular the amount of available bandwidth for the composition. For
example, a composite service that is expected to complete execution in a
few seconds can take hours due to the drastic change in the bandwidth.
The bandwidth change can cause certain services to become unreachable
by their previous services [25, 89, 103, 137].
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In the following, we will discuss two categories of the WSC problem
model each requiring their specific approaches.

Semi- and Fully-automated WSC are two main problem models identi-
fied in the literature for WSC approaches. Semi-automated WSC approaches
[2, 70, 90, 124, 177, 181, 194, 200] assume that a workflow of abstract ser-
vices has already been defined by an expert. The workflow can be rep-
resented as a Directed Acyclic Graph (DAG) with some abstract services as
nodes. The abstract services specify the expected functionality in terms of
available inputs and required outputs. Composition algorithms are used
to find actual services (i.e., concrete services) from the service repository to
fulfil each abstract service in the DAG. Therefore, this process focuses only
on service selection.

The workflow design and service selection are closely related to each
other and therefore should be jointly optimised to construct effective so-
lutions. However, with the increasing number of services available in
the service repository, it is impractical to manually design compositions’
workflow. This idea gives rise to the fully-automated WSC where the opti-
misation and the construction of workflows are performed simultaneously
[45, 128, 151, 157, 158, 159, 205]. Different workflow structures can be au-
tomatically generated during the composition and services can be selected
to achieve optimal QoS. Finding optimal solutions for fully-automated
WSC is NP-hard [74, 127, 213]. Fully-automated WSC simultaneously cre-
ates workflow and optimises QoS, which increase the complexity of fully-
automated approaches in finding composite solutions with appropriate
QoS attributes. Therefore, deciding which services are the most appro-
priate to be included in a composite service optimise QoS is a significant
challenge for distributed DWSC since both the location of services and
QoS have an important impact on the QoS of the composite solution. In
the following, we will first present solution methods for semi-automated
WSC and then discuss those methods for the fully-automated WSC.
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Approaches for semi-automated WSC can be categorised in three dif-
ferent groups. The first group includes exact optimisation methods, such
as Dijkstra [121] and mixed linear programming solvers [76]. Exact opti-
misation methods are able, at least in theory or when the searching space
is small, to provide an optimal feasible solution. However, these methods
are mainly restricted to small and special problems [120]. Therefore, it is
not always possible or appropriate to use exact optimisation methods to
solve WSC [58].

Issues of exact optimisation methods have promoted the development
of the second class of solution methods. These methods, in which the
processing speed is as important as the quality of the solution obtained,
are called heuristics or approximation algorithms [120]. Approximation algo-
rithms are efficient procedures in an attempt to find good solutions even
though there is no guarantee that solutions are optimal. They are designed
to find “good enough” and “quick” solutions [135]. Heuristic methods
form the foundation of meta-heuristic procedures which will be described
in the next paragraph.

The third group of solution methods are called meta-heuristics. Meta-
heuristics are iterative generation processes which guide a subordinate
heuristic and intelligently combine different concepts for exploring and
exploiting the search spaces [138]. Therefore, heuristics are different from
meta-heuristics since they are developed to solve a specific problem with-
out the possibility of generalisation or application to other similar prob-
lems [120].

Approaches for fully-automated WSC have been mainly considered in
two research categories in the literature. The first research category fo-
cuses on artificial intelligence (AI) planning techniques that employ a
plan-making process [136, 146]. For example, given a service composition
request (consisting of provided inputs and required outputs), a compos-
ite service can be a planning process, with the inputs as the initial state
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and the outputs as the desired goal state. The component services as ac-
tions triggered by one state and resulted in another state. However, this
technique falls under the category of exact optimisation methods that are
effective only on small to medium-sized problem instances, and their time
complexity grows exponentially as the problem size increases.

The second research category employs Evolutionary Computation
(EC) techniques [22, 30, 46, 51, 54, 88, 129, 158, 187, 198]. EC techniques are
stochastic population-based search meta-heuristic algorithms. They iterate
over a set of solutions to fulfil some fundamental bio-inspired principles,
for example, genetic inheritance and Darwin’s theory for natural evolution
[123] in Genetic Algorithms (GA) [87] and Genetic Programming (GP) [100],
and moving flocks of birds in Particle Swarm Optimisation (PSO) [96].

Different representations of solutions have been investigated since they
could significantly affect the performance of EC-based approaches [54].
Direct representations, such as the tree- and graph-based representations
[30, 187], represent explicitly the execution workflow of composite ser-
vices through displaying actual execution flows of composite services. By
contrast, indirect approaches [52, 54] often represent composite services
as permutations of services, which require a decoding process to build up
actual execution workflows.

In summary, we will develop EC-based algorithms to effectively ad-
dress the single-objective, multi-objective and dynamic distributed DWSC
problems. We will also define a model for the problem of distribution
DWSC. The motivations related to these contexts are described in Subsec-
tion 1.2.

1.2 Motivations

Motivations of this research lie in four key areas that simultaneously ac-
count for: 1.single-objective distributed data-intensive Web service composition;
2. adaptive single-objective distributed data-intensive Web service composition;
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3. multi-objective distributed data-intensive Web service composition, and 4 dy-
namic distributed data-intensive Web services composition. Each area will be
discussed in more details below.

Single-objective distributed data-intensive Web service composition

In a distributed environment of DWSC, data and services are spread out
over several servers in a network. The distributed DWSC is a challenging
combinatorial optimisation problem since transferring data between Web
services takes a significant amount of time [33].

Any small changes in the selection of services in DWSC can cause a
big difference in the solution’s quality. For example, services with lower
cost might be in a very distant location to other services in the composite
service which degrades the quality of the composite service. Therefore,
to effectively solve the distributed DWSC problem, we not only need a
suitable objective function but also require methods which put extensive
efforts on employing domain-knowledge. These methods can be assisted
by effective initialisation and evolutionary operators to focus on exploring
promising solution sub-spaces.

We will design EC-based approaches combined with domain-
knowledge. Additionally, we will hybridise EC techniques with local
search techniques, which result in Memetic Algorithms (MAs) (see Chap-
ter 2). For example, an MA hybridised with a clustering technique in
Chapter 4 to produce an effective initial population, and special distance-
based local search and crossover operators will be proposed.

Adaptive Single-Objective Distributed Data-Intensive Web Service
Composition

MAs can further enhance the effectiveness of EC algorithms [46, 52, 160,
222], since they can effectively exploit the neighbourhood area of a current
solution. The local search operator focuses on the exploitation and the EC
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algorithm explores a wide area of the solution space. However, evaluat-
ing the fitness of any new solution obtained through a local search in MAs
incurs a non-negligible cost and time. Accordingly, local searches cannot
be applied to all individuals in the population. This leads to serious chal-
lenges in locating suitable individuals for local searches. Existing MAs
ignore the importance of deliberately selecting individuals and its impact
on the effectiveness of the search process [64, 101, 140, 211, 214, 216]. Most
approaches only concern the fitness of solutions by performing conven-
tional fitness-based tournament selection [64, 101, 140] (see Chapter 2).
The winner is the solution with a better fitness value. Fitness-based selec-
tion methods are expected to result in faster convergence but can easily
be blocked by poor local optima [106]. They do not encourage solutions
from different regions of the search space to be improved by local search.
Selecting individuals of similar structures may reduce the diversity of the
population and therefore increase the difficulty of escaping from local op-
tima. Therefore, MAs may bias succeeding generations towards a particu-
lar region leading to pre-mature convergence [106]. On the other hand, the
random selection of individual solutions can cause a waste of local search
resources on hard-to-improve solutions.

However, some individuals have a higher potential to be improved
through local search operator. For instance, a solution involving higher
communication cost and time can be substantially scaled up by replacing
services that cause high inter-service communication costs and times by
more efficient alternative services. Additionally, the effectiveness of the
local search depends not only on the fitness of the chosen solution but also
on whether it can contribute to the evolution of the whole population. For
example, selecting an individual with a different structure (e.g., communi-
cation links with different cost distributions) from the best solution in the
population can help to preserve the population diversity and, therefore,
help to avoid local optima. Therefore, it is highly desirable to develop
a generalised selection method that selects high-priority solutions for the
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local search by using fitness, population and solution-related measures.

Multi-Objective Distributed Data-Intensive Web Service Composition

DWSC usually demands optimising conflicting objectives such as the exe-
cution time and cost. It can be modelled as a multi-objective optimisation
problem to capture varied trade-offs among different conflicting QoS at-
tributes. Single-objective approaches assume that users’ QoS preferences
can be quantified in advance [5, 109]. In multi-objective algorithms can
simultaneously search for a set of compromised solutions [160, 202, 210],
for when to choose from in the absence of preferences (e.g., the weight of
each QoS attribute).

Multi-objective DWSC problems are generally considered harder than
their single-objective versions. Multi-objective DWSC requires complex
exploration mechanisms to identify a set of solutions representing the pos-
sible compromises of the underlying conflicting objectives. Finding every
composition solution in the set is impractical. Therefore, a typical goal for
the multi-objective DWSC is to develop efficient and effective approaches
to search for a high-quality approximation of the set using EC algorithms.

Multi-objective evolutionary algorithms (MOEAs) (refer to Chapter 2
for details) were originally designed for solving unconstrained multi-
objective optimisation problems; however, in real-world applications
problems may require satisfying QoS constraints.

QoS requirements are usually specified by users as constraints [34, 63].
For example, a deadline and a budget can be set on the overall QoS by
a service requester [34, 63]. This has led to another popular research
theme around multi-constrained service composition where a constraint
is specified on each QoS attribute and the objective is to satisfy all the QoS
constraints in the best possible way [15, 30]. However, the direct use of
MOEAs may not guarantee the satisfaction of any QoS constraints since
the goal to search for valid solutions may pose a negative impact on the
optimisation of QoS [34, 85, 133].
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Existing approach on multi-objective constrained WSC [84] penalise
the fitness value of invalid solutions (solutions that violate the con-
straints). However, repairing invalid solutions can help the search main-
tain more solutions in the feasible region. Solutions that violate any
QoS constraints may be repaired paving the way for discovering high-
quality solutions in future generations. Therefore, effective repair opera-
tors must be designed for QoS-constrained WSC, which can take advan-
tage of heuristics and domain knowledge to repair invalid solutions and
to increase the diversity of the solutions in the population.

Furthermore, sometimes users may consider one QoS attribute as being
more important than others (e.g., cost vs response time). Users’ QoS pref-
erences are crucial parts of a service composition task since they determine
whether a composite service is more preferable than others. This gives
rise to a group of problems known as WSC with user-preferences (WSC-UR)
[15, 30, 84, 179]. To solve this kind of problems, the optimisation should
be guided in the direction of users’ preferences.

Methods to define user preferences are desired to reduce interactions
with the user during the evolutionary search. Firstly, this thesis proposes a
method to easily formulate user preferences. For example, if there is some
basic knowledge (e.g., the preference order) about the QoS attributes, it
can be utilised to guide the search for the most preferred regions in the
solution space for distributed DWSC. Secondly, it proposes to practically
model user preferences through the lexicographic ordering, without the in-
volvement of users during the search process. Lexicographic ordering is
a method for modelling a priority-based ranking [95]. For example, in a
flight itinerary service with two QoS attributes of duration and cost, if a
user is interested in the fastest flights, the duration (flying time) will be im-
portant than the budget. However, if the user prefers the cheapest flight,
the cost of the flight will be of the highest importance. Such a relative pref-
erence helps to define the feasible area of solutions in the objective space.
Therefore, preferences can be defined by a lexical ordering, eliminating
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the user interactions during the search (i.e., the user only defines the order
or the priority of objectives at the beginning). Consequently, it is desir-
able to propose an effective and efficient multi-objective DWSC method to
provide users with enhanced solutions according to their preferences.

Dynamic Distributed Data-Intensive Web Service Composition

Many existing approaches to DWSC make the underlying assumption
that communication networks are static and bandwidth seldom changes.
However, in a distributed environment, bandwidth often changes with
time and can affect the overall quality of the composition.

Research works have been conducted to solve dynamic WSC prob-
lem [42, 73, 104, 148, 168, 177, 195, 200]. None of the existing approaches
has considered fluctuations of the network bandwidth, which is the main
source of QoS changes [33]. Meanwhile, [42] and [177] assume that all
services are located locally.

Based on the preceding discussions, designing an effective approach
to handle the dynamic network environment for our problem is an open
area. Further, it is crucial to study the real-world distributed DWSC, which
is dynamic. New algorithms must be developed to address aspects of
the problem such as the problem formulation that includes bandwidth
changes, and the influence of service location on the QoS. For example,
it is desirable to define a new optimisation objective to find composite ser-
vices that are robust to network changes. A robust solution can prevent
the QoS degradation during the execution and can be re-optimised easily
[191]. Additionally, it is crucial to employ problem knowledge in design-
ing the EC operators that can address the dynamic changes.
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Distributed data-intensive Web service composition

1) Single-objective 
DDWSC

a) Cluster-guided MA
(Chapter 4)

b) Distance-guided MA 
with LCS crossover

(Chapter 4)

c) Flexible Distance-
guided MA
(Chapter 4)

d) Priority-based MA with 
adaptive selection

(Chapter 5)

2) Multi-objective 
DDWSC

a) MemeticNSGA-II with 
Link-dominance

(Chapter 6) 

b) NSGA-II with 
repair for QoS-

constrained DWSC
(Chapter 6) 

c) Lexicographic 
modelling and 

NSGA-II for  
DWSC-LexUR
(Chapter 6) 

3) Dynamic DDWSC

a) EC-based approach 
to Robust DWSC in 

dynamic bandwidth 
environment
(Chapter 7) 

Figure 1.1: Thesis objectives and sub-objectives

1.3 Research Goals

The overall goal of this thesis is to develop effective EC-based methods for
distributed DWSC. More specifically, the research will focus on: (1) devel-
oping single-objective EC-based approaches to solve distributed DWSC
problem; (2) developing multi-objective EC-based approaches to multi-
objective distributed DWSC problems; and (3) developing EC-based ap-
proaches to distributed DWSC problem in consideration of dynamic net-
work bandwidth. Our research aims to develop hybrid EC-based methods
(e.g., combined with local search) which are enhanced by heuristics. The
research goal described above will be accomplished by pursuing the fol-
lowing set of objectives, which are also outlined in Figure 1.1.

1. To develop EC-based approaches to single-objective DWSC.

We first propose a proper QoS model (i.e., cost and time model) for
distributed DWSC considering communication delay and cost, and
the local QoS of each service and dataset, to improve end-to-end QoS
requirements expected by the user. We employ location of services
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to encompass data transmission between them. Further, new bench-
mark datasets are set up by defining a bandwidth simulation model
from a real-world dataset and obtaining location information of ser-
vices are using the real-world WS-Dream dataset [226]. Afterwards,
effective EC-based methods are proposed that include important do-
main knowledge, such as the location of services.

(a) To develop an effective EC-based approach for distributed DWSC. Do-
main knowledge is necessary for improving algorithm effective-
ness to find an optimised and feasible solution. The novelty of
this approach (i.e., cluster-guided MA) is in employing distance
information to produce a high-quality initial population. Ser-
vices are clustered based on the geographical location and the
initial population is generated within each cluster.

(b) To develop effective crossover operators for EC-based approaches for
distributed DWSC. This sub-objective is to develop crossover op-
erators, guided by domain-knowledge, to effectively converge
to global optima. The is to generate improved offspring com-
posite services using heuristics such the location information
and the longest common sub-sequence (see Chapter 4 for details).
The longest common sub-sequence heuristic eliminates long
communication links (i.e., the longest link between two adja-
cent services in a composite service).

(c) To propose EC-based approaches hybridised with a flexible distance-
guided local search for distributed DWSC. To achieve this goal, a
new local search is designed. The local search is then com-
bined with the EC algorithm to generate the flexible distance-
guided memetic algorithm (MA). Solutions are improved dur-
ing the local search considering the geographical distance be-
tween their component services, to eliminate long communica-
tion links from the composite solution. Longer communication
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links are replaced with shorter ones to improve the QoS.

(d) To develop a priority-based mechanism to select individuals for local
search in distributed DWSC. This sub-objective is to investigate
the effect of selecting individuals for local search in MAs on the
solutions. Some individuals have a higher potential to be im-
proved through local search. To this aim, a new measure called
SelectionPriority will be developed to define a generalised se-
lection method which selects high-priority solutions for local
search by using the fitness of the solution and the population-
related measures such as the novelty level of a solution com-
pared to other solutions and the solution’s improvability. Addi-
tionally, the cluster-guided and distance-guided MAs are com-
bined and then scaled up with the proposed selection method.

2. To develop EC-based approaches to multi-objective DWSC.

To fulfil this objective, we first study the simultaneous optimisation
of two different objectives for multi-objective distributed DWSC.
The emphasis is on improving the exploration ability of the multi-
objective algorithm and the use of location information in the dis-
tributed DWSC. To this aim, we develop a new MOEA based on
NSGA-II. Subsequently, two different multi-objective problems are
studied: QoS-constrained multi-objective DWSC and multi-objective
DWSC with user preferences.

(a) To develop an effective MOEA-based approach for distributed DWSC.
Link Pareto Local Search (LPLS) is designed through extending
a state-of-the-art local search technique for MOEA (i.e., Pareto-
based local search (PLS)). LPLS improves the MOEA for DWSC
by relaxing the acceptance of neighbour solutions considering
the communication link attributes. A novel multi-objective MA
is designed with the help of the improved PLS and a popular
MOEA, i.e NSGA-II [61].



1.3. RESEARCH GOALS 15

(b) To develop MOEA-based multi-objective DWSC approach with re-
spect to QoS constraints. We aim to develop an effective re-
pair technique to handle QoS constraints for multi-objective dis-
tributed DWSC. Our proposed technique allows invalid solutions
to be repaired to obey user-defined QoS constraints and partic-
ipate during the search to improve the convergence rate.

(c) To develop MOEA-based multi-objective WSC approach with user
preferences. Although MOEAs are targeted to find good compro-
mises of final solutions, users often have imprecise preferences
about what kind of solutions might be presented. This objective
is to integrate user preferences in the MOEA using the lexico-
graphic ordering. By utilising preferences during the optimi-
sation process, we develop new mechanisms to both improve
the quality of the final set of solutions according to user pref-
erences and enhance efficiency through eliminating unwanted
solutions.

3. To develop EC-based techniques to dynamic distributed DWSC
problems.

Objectives 1 and 2 are proposed for solving WSC problems in static
composition settings. However, many optimisation problems arise
in a dynamic environment that demands the service composition
to adaptively cope with the changes. Bandwidth changes can fre-
quently happen in distributed service environments [33] and dis-
rupt the expected QoS of the composite solution to maintain certain
thresholds, such as costs and response time. With this research objec-
tive, we focus on the bandwidth fluctuation during the design stage
through designing robust composite services. These composite ser-
vices are expected to handle bandwidth changes in a robust manner
at the execution stage.
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(a) To develop an EC-based algorithm for distributed DWSC in environ-
ments with dynamically changing bandwidth. We formulate a new
problem, fully-automated dynamic distributed DWSC (D2-DWSC)
with a key focus on bandwidth changes. We then design an EC-
based algorithm to find composite services that are robust to
network bandwidth changes. We also employ distance of ser-
vices as the problem knowledge to design a distance-based mu-
tation operator to improve the effectiveness of our algorithm.

1.4 Major Contributions

Major contributions of this thesis are as follows:

1. This thesis proposes a model for distributed DWSC which considers
communication attributes, such as bandwidth, communication time
and cost. The following contributions are sought in this thesis: 1)
an effective problem-specific MA has been designed which uses the
proposed model. The GA is hybridised with a clustering technique
which employs location of services to produce high-quality initial
population. 2) A new MA has been developed armed with carefully
designed crossover operators to build high-quality composite ser-
vices. Two major points have been verified: the importance of utilis-
ing domain knowledge in the MA through crossover operators, and
the effectiveness of preserving promising sub-solutions among ex-
isting composite services to pass valuable information through gen-
erations by crossover operators. 3) Two new local search strategies
have been developed to perform a flexible local search operator for
the distributed DWSC problem considering location information of
Web services. Through combining the flexible local search and GA,
we develop a new MA (i.e., distance-guided MA) for the distributed
DWSC, which also employs one of the above-mentioned crossover
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operators, 4) A novel priority-based selection method for MAs is
proposed that generalises the most widely used fitness-driven se-
lection methods. In particular, this selection method is widely ap-
plicable to many memetic algorithms (MAs). A new measure (i.e.,
SelectionPriority) which includes novelty and improvability of a cur-
rent solution, to evaluate the priority of solutions to be selected is
proposed. The proposed method significantly outperforms existing
state-of-the-art methods for DWSC problems. This contribution has
been published in:

(a) S. Sadeghiram, H. Ma, and G. Chen, “Cluster-guided Genetic
Algorithm for distributed data-intensive Web service composi-
tion,” Congress on Evolutionary Computation IEEE (2018), pp.
1–7.

(b) S. Sadeghiram, H. Ma, and G. Chen, “Composing distributed
data-intensive Web services using a flexible memetic algo-
rithm,” Congress on Evolutionary Computation IEEE (2019),
pp. 2832–2839.

(c) S. Sadeghiram, H. Ma, and G. Chen, “Composing distributed
data-intensive Web services using distance-guided memetic al-
gorithm,” International Conf. on Database and Expert Systems
Applications, Springer (2019), pp. 411–422.

(d) S. Sadeghiram, H. Ma, and G. Chen, “A memetic algorithm with
distance-guided crossover: distributed data-intensive Web ser-
vice composition,” the Genetic and Evolutionary Computation
Conference Companion, ACM (2019), pp. 155-156.

(e) S. Sadeghiram, H. Ma, and G. Chen, “Priority-based Selection
of Individuals in Memetic Algorithms for Distributed Data-
intensive Web Service Compositions,” IEEE Transactions on
Service Computing (under third round review after minor re-
vision).
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2. This thesis proposes MAs for multi-objective distributed DWSC in
the following contributions: 1) a link-dominance driven local search
method (LPLS) is developed to properly balance exploration and ex-
ploitation of our proposed algorithm. Our experiments show that
the current local search technique for MOEAs, i.e., PLS (see Chapter
2), focuses mainly on exploiting existing solutions. However, explo-
ration is of great importance for multi-objective WSC and is discour-
aged by PLS when applied to our problem. Therefore, we design
the LPLS to address this problem. We subsequently propose a novel
MOEA which hybridises NSGA-II with the LPLS. Through this hy-
bridisation, we achieve the flexibility of exploration along with the
exploitation during the local search while preventing inferior solu-
tions.

2) This thesis studies QoS-constrained multi-objective distributed
DWSC. A knowledge-based repair method is proposed which can
be integrated with any effective multi-objective approach for the
constrained fully-automated DWSC. Therefore, we combine the re-
pair method with NSGA-II algorithm enhanced by a set of selec-
tion rules. We performed an extensive empirical analysis of the pro-
posed knowledge-based NSGA-II and a comparison with an existing
repair-based method as well as a cutting-edge constrained handling
method ([84, 179]).

3) This thesis proposes an effective approach to the multi-objective
distributed DWSC problem with user QoS priority preferences. We
have defined the problem as a multi-objective optimisation problem
with lexicographic preferences, DWSC-LexUR, where different priori-
ties are assigned to different objectives. Afterwards, we propose an
algorithm, called Lex-NSGA-II, to effectively solve the DWSC-LexUR
problem. We verify that our method can find high-quality solutions
with the help of a clustering technique, where both diversity and
user preference satisfaction in Lex-NSGA-II are ensured. The fol-
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lowing publications have been derived from this contribution:

(a) S. Sadeghiram, H. Ma, and G. Chen, “A novel link-dominance
driven approach to distributed multi-objective Web service
composition,” ACM Transaction on the Web (under second
round review).

(b) S. Sadeghiram, H. Ma, and G. Chen, “QoS-constrained multi-
objective distributed data-intensive web service composition-
NSGA-II with repair method,” the Genetic and Evolutionary
Computation Conference Companion, ACM (2020), pp.105-106.

(c) S. Sadeghiram, H. Ma, and G. Chen, “ A Novel Repair-based
Multi-Objective Algorithm for QoS-Constrained Distributed
Data-Intensive Web Service Composition”, International Con-
ference on Web Information Systems, Springer (2020), pp.489-
502.

(d) S. Sadeghiram, H. Ma, and G. Chen, “A User-Preference Driven
Lexicographic Approach for Multi-Objective Distributed Web
Service Composition”, symposium on computational intelli-
gence, IEEE (2020), pp.791-797.

3. This thesis proposes a new fully-automated approach, Distance-R-
MA, to the fully-automated distributed dynamic DWSC problem
(i.e., D2-DWSC). A problem model is defined in the context of dy-
namic bandwidth changes. We evaluate Distance-R-GA with sam-
ples based on the real-world network bandwidth changes to test the
robustness of composition solutions. Our evaluation results confirm
that Distance-R-MA can generate solutions that are robust to the dy-
namic network environment (i.e., bandwidth fluctuations). They can
find composition solutions with lower execution cost and response
time than solutions generated by existing algorithms (e.g., for static
problems). Further, our experimental results show that inter-service
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distance can significantly affect a solution’s performance, but can be
carefully reduced by our proposed distance-based mutation opera-
tor. This contribution has been published in:

(a) S. Sadeghiram, H. Ma, and G. Chen, “A Distance-based Genetic
Algorithm for Robust Data-intensive Web Service Composition
in Dynamic Bandwidth Environment”, IEEE Service Comput-
ing Conference (2020), pp.248-255.

1.5 Organisation of Thesis

The rest of this thesis is structured as follows:

Chapter 2 introduces some fundamental concepts related to Web ser-
vices and Web service composition. Subsequently, related works on au-
tomated service composition in single-objective, multi-objective, and dy-
namic contexts are reviewed.

Chapter 3 presents the single-objective DWSC problem model. This
model will be used in Chapters 4 and 5. Further, this model will be
extended for the multi-objective and the dynamic distributed DWSC in
Chapters 6 and 7, respectively.

Chapter 4 introduces three approaches to the single-objective dis-
tributed DWSC problem. The first approach is the cluster-guided MA,
which combines a GA with the k-mean clustering technique for gener-
ating high-quality initial population. Next approach proposes different
problem-specific crossover operators and compares their performance in
the context of MA. The third approach proposes problem-specific local
search operators for the distributed DWSC.

Chapter 5 studies adaptively selecting individuals for local search in
MAs for distributed DWSC problem. A priority-based selection technique
is proposed to direct the evolutionary search towards regions of the search
space in MAs where more interesting compromise solutions can be found.
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Some substantial elements of the priority-based selection are studied: so-
lutions that increase diversity, solutions which can lead to better fitness
and those that can be easily improved during the local search.

Chapter 6 proposes three approaches to solve different categories of
multi-objective distributed DWSC. A link-dominance concept is proposed
and used during a local search combined with NSGA-II. The second prob-
lem is QoS-constrained multi-objective distributed DWSC, which includes
the problem formulation for constraints on two QoS attributes (i.e., re-
sponse time and cost). A repair technique with a set of heuristics is then
proposed to solve the problem. The third problem is the multi-objective
distributed DWSC with user preferences. Preferences are modelled using
lexicographic ordering and then are incorporated during the search.

Chapter 7 introduces D2-DWSC and formulates it as the optimisation
of the robustness measure. A mutation operator is also proposed as part
of a GA to improve the quality of robust solutions. The solution to this
problem includes the formulating of the problem as the robust novel dy-
namic Web service composition problem that specifically handles band-
width fluctuations.

Chapter 8 discusses the objectives achieved in this thesis, the main con-
clusions reached by the contribution chapters and insights that guide the
future work.
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Chapter 2

Background and Literature
Review

In this chapter, a background including the definition of WSC and DWSC
problems, and algorithms are presented in Section 2.1. Afterwards, the
literature review and representations for WSC are discussed in Sections
2.2 and 2.3, respectively. Finally, Section 2.3 summarises this chapter.

2.1 Background

This section provides preliminaries on Web service composition, an
overview of EC techniques and representation of WSC solutions.

2.1.1 Web services

Web services are reusable software modules available over the Internet
[27] that may affect some actions or change in the world. They can be
discovered, located, invoked and loosely coupled across the Web to facil-
itate the integration of newly established applications regardless of the
platforms, operation systems and programming languages. In service-
oriented environments, Internet protocols, such as the Simple Object Ac-

23
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Outputs
Web service

Inputs

Figure 2.1: Functional properties of a Web service.

cess Protocol (SOAP) [203], are commonly used for communication be-
tween Web services.

Web services’ interfaces are described by standard description lan-
guages, such as Web Services Description Language (WSDL) [40]. WSDL
is an XML-based file that determines the functionality of a Web service, in
terms of the inputs and outputs. A client program connecting to a Web
service can read the WSDL file to search desired functionalities. For a Web
service to be executed a set of inputs should be provided and it produces
a set of outputs after the execution. The functional properties of Web ser-
vices are demonstrated in Figure 2.1.

Quality of Service

Apart from the functional attributes, Web services have non-functional at-
tributes, i.e., Quality of Service (QoS) properties [139]. QoS attributes of-
ten refer to some quality criteria employed for ranking services [3] when
several services provide the same functionality. Today, a large number
of Web services offer identical or overlapping functionality, but present
various QoS, included but not limited to response time, reliability, reputa-
tion, availability and execution cost. Some Web service providers publish
QoS information in a Service Level Agreement (SLA) [182], which defines the
terms and conditions of service quality that a Web service delivers to the
service requester. For example, a given SLA may specify that only services
with a response time of at most one second should be considered.

Some QoS attributes are as follows:

• Response time, to measure the response time of a service once it has
been invoked;
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• Cost, to specify the financial cost of using a given service;

• Availability, to measure the likelihood of a service being available at
invocation time (this captures crash failures);

• Reliability, which is the likelihood of a service responding appropri-
ately when invoked (this captures arbitrary failures);

• Throughput, to determine the number of service invocations per
minute.

Note that some of these QoS attributes should be maximised, (e.g.,
availability and throughput) while others should be minimised during the
composition (e.g., response time and cost). In this thesis, we consider ex-
ecution cost and response time since they are the most widely used QoS
attributes in the literature.

2.1.2 Data-intensive Web Services

The access to large amounts of data has opened up new exciting oppor-
tunities mainly in science and computing areas. Therefore, it is crucial to
effectively and efficiently process large-scale data. The academic world
and industry have started to adopt Web services and Service Oriented Ar-
chitecture (SOA) to manage data on the Internet since service-oriented com-
puting and Web services have achieved success in encapsulation and data
integration [33, 114, 119, 218]. However, traditional functional-centric Web
services cannot meet the requirements of data processing, which merely
provide the functionality required by the user. On the other hand, Data-
intensive Web services focus on providing and updating data with large
amounts of data operation and exchange [218]. They generally require
a massive amount of data as their inputs, perform a set of data-intensive
analysis and produce a huge amount of output data.



26 CHAPTER 2. BACKGROUND AND LITERATURE REVIEW

2.1.3 Web Service Composition

Web service composition (WSC) can be considered as a combinatorial opti-
misation problem (COP). COPs are a group of optimisation problems that
consist of finding an optimal object from a finite set of objects [41]. There
are a great number and variety of COPs which come up in practice and
need to be solved efficiently. Other examples of these problems are mini-
mum spanning tree problem, the linear ordering problem and scheduling
problems.

It is difficult for the service user to find and select the best services
in terms of QoS parameters. The reason is that with the increasing num-
ber of Web services produced by different service providers, many ser-
vices provide the same functionality but with a different QoS. Addition-
ally, when no single Web service is able to respond to the user’s request,
it is necessary to compose a range of existing services according to their
input/output. Web Service Composition (WSC) is an implementation of the
(SOA) and creates new services via integrating existing services to accom-
plish new value-added and complex functionality [62].

On one hand, the compatibility of input(s)/output(s) of component
services affects the functional correctness of the composite Web service.
On the other hand, QoS attributes have a big impact on the overall QoS
of the composite service and the composite service should guarantee
users an acceptable level of quality for the whole process. Therefore,
the simultaneous optimisation of QoS values and ensuring the functional
correctness is the main characteristic of fully-automated WSC problems
[10, 20, 46, 48, 51, 54, 55, 154, 202]. In this thesis, we focus on the response
time and cost from the perspective of users.

As for WSC, there are several basic composition constructs, including
the sequential construct, the parallel construct and the conditional con-
struct [30, 48]. The aggregation value of QoS for Web services composition
varies with respect to different constructs, which determines how services
are associated with each other in a composite service [54]. A formal model
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Figure 2.2: Sequence construct and QoS calculation

of the distributed DWSC will be presented in Chapter 3.

• Sequence construct: Services are executed sequentially, which means
that the outputs of a preceding service are used to fulfil the inputs
of the subsequent one. The aggregated time, T , and execution cost,
C, are computed as a sum of time and cost of Web services involved
and the communication time and cost between them, respectively.
This construct is shown in Figure 2.2. Si is service i and Li is the ith

communication link.

• Parallel construct: The parallel construct introduces parallelisation
schema into composite services. Web services are executed concur-
rently. Services are executed in parallel, the inputs of each service
are fulfilled independently, and their outputs are produced indepen-
dently. The aggregated execution cost is calculated in the same way
as those for the sequence construct, while the aggregated time, T , is
determined by the most time-consuming path in the composite flow.
This construct is presented in Figure 2.3.

• Choice construct: Only one service path is executed in a choice con-
struct depending on the satisfaction of the conditions on each path.
This construct is shown in Figure 2.4 and assumes that n branches ex-
ist in the composite service. p1, ..., pn denote the probability of each
branch with

∑n
k=1 pk = 1. For example, the aggregated total cost C

is obtained by summing the multiplication of the total cost of each
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Figure 2.4: Choice construct and QoS calculation

branching (i.e., Cn and Tn) and the corresponding branch possibility,
p, over all branches.

• Loop construct: Web services composed with a loop construct are ex-
ecuted repeatedly until a certain condition is satisfied. Suppose that
the average number of iterations is l, and t and c corresponding ag-
gregated value of the sub-path in the composite service. Therefore,
aggregated response time T and execution cost C are l.t and l.c, re-
spectively, The loop construct is illustrated in Figure 2.5.



2.1. BACKGROUND 29

S1 Sm

T= 𝑙. 𝑡C= 𝑙. 𝑐

…..
𝑙

L1 Lm

Figure 2.5: Loop construct and QoS calculation

In this thesis, we focus on two sequential and parallel structures similar
as in most fully-automated service composition works [29, 30, 32, 46, 213],
where composite services can be represented as DAGs.

A classic example of WSC problem is the travel planning scenario [175],
shown in Figure 2.6. In this scenario, the system is designed to automat-
ically reserve hotels and flights according to customer preferences. The
customer is required to provide preference types, such as departure date
and destination city, which are the composition input. Similarly, the reser-
vation outcomes, such as issued tickets and receipts, are the composition
outputs. Available services for the composition are a set of flight booking
services and hotels. This simple composition solution performs flight and
hotel reservations according to a customer’s information.

2.1.4 Distributed Data-Intensive Web Service Composi-

tion

The task of selecting data-intensive services from different locations and
composing them to optimise QoS is called distributed Data-intensive Web
Service Composition (DWSC). In a real-world network environment, Web
services are distributed across various servers and data centres in different
locations. Further, they use different datasets from different places and
therefore, the output size varies from one service to another.

Distributed DWSC aims to find a service composition with minimal
cost and response time, including communication cost and time between
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Figure 2.6: Example of a solution to a WSC task [175]

services. Consequently, distributed DWSC has introduced new challenges
to the research area since the distance and data transfer between services
on a distributed DWSC significantly affect the performance of compos-
ite services. Therefore, different from existing WSC problems, the data
size and the location of services are of great importance to the distributed
DWSC since they substantially influence the communication cost and
time.

However, this information has been omitted from the current fully-
automated research approaches [10, 20, 29, 30, 46, 49, 54, 71, 119, 134, 153,
190, 192, 202, 204, 205, 220, 221]. Although those approaches establish var-
ious service-oriented workflows, they assume a centralised service envi-
ronment for the composition, which is unrealistic for WSC and even more
unsuitable for distributed DWSC where the location of data and Web ser-
vices is a fundamental element.

Distributed DWSC not only demands a different objective function but
also different methods than the general WSC problem. The selection of
services for the distributed DWSC can have a big impact on the quality of
composite services as they may involve massive data transmission. There-
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fore, the difference of distributed DWSC with general Web service com-
position approach is not only about the objective function and including
communication time and cost in the objective function but in the need for
designing specific methods.

We propose that when considering the distributed nature and data-
intensity in the objective function as well as in the method, the resulted
composite services are more effective. The main reason for believing this
is that any small changes in the selection of services in distributed DWSC
can create a very different solution quality than the main one as a result of
the factors of distribution such as communication time and cost. In fact,
the difference is not about the search space and the complexity of the ob-
jective function, but the way of selecting services for the composition as a
result of the distribution and mass data requirement. Therefore, to effec-
tively solve the distributed DWSC problem, we need to design methods
using not only a suitable objective function, but also effective initialisation,
evolution operations such as selection, crossover and mutation, commu-
nication link dominance and, etc.

The overall architecture of distributed DWSC is shown in Figure 2.7.
A user sends a service request to the Web service composition agent. This
agent is responsible for searching for a suitable Web service composition
that meets the request. The Web service composition agent accesses the
distributed service repository to retrieve services’ functional properties,
QoS, location and data information. Web services are created and pro-
vided by different service providers and registered in the repository. The
Web service composition agent employs proposed distributed DWSC MAs
in this thesis to generate a composite service with high performance. The
recommended composite service can then be executed by the execution
engine and outputs are sent to the user. Note that parallel data processing
can be performed internally within a data-intensive Web service using big
data architecture such as Hadoop (implementing and executing the com-
posite service is outside of the scope of this thesis).
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Figure 2.7: Overall Architecture of the distributed DWSC.

2.1.5 Motivating Example

Data-intensive Web services and SOA are used to build the microarray ex-
perimental system which is one of the hottest topics in the gene expression
field [107, 130]. Gene expression has been researched for many years and
related microarray experiments have been conducted all over the world
[1], e.g., in National Cancer Institute1. Consequently, a vast amount of
microarray data sets are produced by many institutions. To enable insti-
tutions to share the data sets, data-intensive services are created to access
and analyse the data. Those services can be reused to created value-added
services, i.e., via service composition [83].

The Gene Expression Analysis Services (GEAS) [80] is an example of a
Web service repository which provides several publicly available REST-
ful Web services. Example of data-intensive services includes microarray
data process services, data normalisation services, deferentially expressed
genes identification services, functional analysis services and so on [80].

For a given service request (e.g., gene prediction) existing service, in
particular, data-intensive Web services can be composed to perform gene
prediction. Gene prediction requires data analysis using multiple Web ser-
vices. An example is shown in Figure 2.8. However, with the number of

1https://ccr.cancer.gov/
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Figure 2.8: Example of Web service composition solution (data-intensive
Web services are shown in red ).

available services in the repository, manually finding such a composite ser-
vice is impractical because the huge number of options of selections and
compositions should be explored to find one that best meets both func-
tional and QoS requirement. It is crucial to consider service locations as
well as data volume between distributed services. Specifically, some of
the Web services exchange big volumes of data over a communication net-
work such as the Internet. In this thesis, we consider this as well as data
communication attributes of services into account to find a near-optimal
service composition. It can automatically select services from different dis-
tributed service repositories and generate near-optimal service composi-
tions simultaneously.

2.1.6 An Overview of EC Techniques

EC techniques simulate ideas from the biological evolution and selection
of individuals in a population to solve computational problems. A popu-
lation of solutions (i.e., individuals) are evolved to produce final solutions.

WSC problem can be explained as a global optimisation problem [7].
Finding an appropriate solution in a large repository of Web services can
be very difficult and time-consuming because there will be several possi-
ble solutions to choose from in a limited time. Web services must match to
each other in terms of their input(s) and output(s) and encourage a high-
quality composite service in terms of the execution cost and time.
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EC techniques have shown to be more efficient than traditional meth-
ods for problems with large search space and, in particular, for the WSC
problem when the task increases in complexity [10]. They search for areas
of possible good solutions if their population diversity is enough. More-
over, they carry the ability to use and guide heuristics, which are cru-
cial for efficiently solving combinatorial optimisation problems (COPs)
such as distributed DWSC. Further, the promises of EC techniques have
been proven in solving combinatorial optimisation problems [12, 156, 180],
achieving proper flexibility for encoding many different problems.

In the context of single-objective WSC, EC techniques have become in-
creasingly popular [46, 129, 189, 205]. Examples include Particle Swarm
Optimisation algorithm (PSO) [96] in [51], Ant Colony Optimisation (ACO)
[65] in [196] and GAs in [30].

EC techniques are particularly effective for solving the multi-objective
WSC problems [30, 37, 45]. Multi-Objective Evolutionary Algorithms
(MOEAs) simultaneously optimise multiple objectives with different
trade-offs. Examples of MOEAs are elitist Non-dominated Sorting Genetic
Algorithm (NSGA-II) [61], Strength Pareto Evolutionary Algorithm 2 (SPEA2)
[229] and Multi-objective Evolutionary Algorithm based on Decomposition
(MOEA/D) [224].

Any EC algorithm to solve a problem must have five basic components
[123]: 1) Representation of solutions; 2) A way to create an initial popula-
tion of solutions; 3) Evaluating solutions; 4) Operators that alter solutions
during reproduction and produce offspring solutions; 5) Values for the
parameters;

For example, direct or indirect representations can be employed to rep-
resent solutions. The initial population can be generated randomly. Eval-
uation is to determine how good or (bad) a solution is. New offspring
solutions can be produced by using a crossover operator on two selected
parent individuals in GA. Parameters may include operators probability,
population size, number of generations and so on.
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Additionally, for a successful implementation of an EC algorithm for
a particular real-world problem, basic components listed above might re-
quire some additional heuristics [123]. Examples are an output from some
deterministic algorithm to create the initial population, heuristics for deal-
ing with infeasible solutions in the fitness function (e.g., in constrained
problems), or incorporating problem-knowledge in the representation.

Genetic Algorithms (GAs)

Genetic Algorithm (GA) [68] generates an initial population of solutions,
i.e chromosomes, usually in the form of vectors. At each generation, a fit-
ness measure is employed to evaluate solutions. Solutions are evolved by
operators (i.e., crossover and mutation) to form the next generation. So-
lutions with the best fitness value are called elite solutions and are directly
copied to the next generation. Finally, a solution with the best fitness value
at the final generation will be returned as the final solution. The structure
of a simple GA is presented in Algorithm 1. One popular method to select
parent solutions for the operators is the tournament selection, where two
randomly chosen solutions are compared based on their fitness value. The
winner is the solution with better fitness value.

An example of the representation for GA is the binary representation
which is frequently used for the well-known 0-1 knapsack problem. Bi-
nary representation handles each chromosome as a cord of bits, either 1 or
0. In the 0-1 knapsack problem, each bit in the chromosome is associated
with a type of item “A”. A zero in the position of item “A” means that it is
not included in the knapsack, while a one indicates that the item has been
counted.

Crossover and mutation operators can modify the chromosome. An
example of the crossover operator on binary chromosomes is the single-
point crossover operator, where a point on both parents’ chromosomes is
picked randomly and called a “crossover point”. Bits to the right of that
crossover point are swapped between the two parent chromosomes. This



36 CHAPTER 2. BACKGROUND AND LITERATURE REVIEW

Algorithm 1 Simple structure of Genetic Algorithm
1: Generate initial population of random solutions;
2: while the number of generations not met do
3: Evaluate solutions using a fitness measure;
4: Copy elite solutions to the next generation;
5: Select parent solutions;
6: Apply crossover and mutation operators to form the next generation;
7: end while

return SolutionWithBestF itness;

results in two offspring, each carrying some genetic information from both
parents. A simple mutation operator is to select one solution as the parent
and flip the bit in a random position. Crossover and mutation operator
used in this theses are explained in detail in Chapter 4.

Non-dominated Sorting Genetic Algorithm II (NSGA-II)

For multi-objective optimisation problems, a set of Pareto solutions are
desired. The achieved solution set is not only the closest possible set to the
Pareto front, but also required to be well spread and covering wide areas.
Therefore, the best way to solve a multi-objective optimisation problem is
by using an EC technique.

The notion of an optimal solution does not apply anymore when ad-
dressing a multi-objective problem. A solution x1 in the multi-objective
case outperforms another solution x2 if it is better than x2 in at least one
objective and not worse for any of the remaining objectives. Definition 1
introduces the Pareto-dominance concept. The goal of a Pareto-dominance
algorithm is to return all solutions representing different trade-offs.

Definition 1. (Pareto dominance). A solution x1 is said to dominate a solution
x2 (x1 ≺ x2) if and only if

1) for all k ∈ {1..,m}, fk(x1) ≤ fk(x2) and
2) there exists at least one k ∈ {1..,m}, so that fk(x1) < fk(x2)

where fk denotes the specific value of objective k.

Herein, we have assumed minimisation objective functions. Therefore,
lower values for objective functions are desirable.
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Definition 2. (Mutually non-dominated solutions). Solutions x1 and x2 are
said to be mutually non-dominated (x1‖x2) if and only if neither x1 ≺ x2 nor
x2 ≺ x1, and x2 6= x1.

The above relations will be extended to the distributed DWSC problem
in Chapter 6.

The pseudocode of NSGA-II [61] is shown in Algorithm 2. NSGA-
II presents a fast non-dominated sorting approach. NSGA-II starts
with a random population of solutions (or individuals) ordered by non-
dominated sorting approach. In this sorting procedure, NSGA-II applies
an iterative process that searches for non-dominated solutions at different
levels. First, for each solution x if the number of solutions dominating x

is zero, then x belongs to the first front. This process is iterated for the set
of solutions dominated by x (i.e., with each member in this set to form the
second level and so on). This continues until all solutions are sorted. The
population of parents for the next generation is identified by applying a
tournament selection strategy to the current population. In this selection
strategy, two solutions are picked from the current population, and then,
the better one is selected according to the non-domination front.

Solutions at the same non-domination front are compared using a sec-
ond measure called crowding distance (CD). CD is a measure of the density
of the solutions at the neighbourhood of that solution and is calculated
as the average of the Euclidean distance of a solution to other solutions
in the objective space. Subsequently, a population of offspring is gener-
ated by applying the genetic operators (i.e., crossover and mutation) to the
population of parents. The next population is formed by taking the best
solutions from the combined population of parents and offspring. The
selection criteria are first the non-domination rank and then the crowd-
ing distance. The procedure is terminated when a user-defined maximum
number of generations is reached.

Simplicity, effectiveness, modularity and the low number of user-
defined parameters are the determining reasons for the popularity of
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NSGA-II among multi-objective optimisation algorithms [59]. For WSC,
for instance, NSGA-II has been used to generate a set of solutions cover-
ing a diverse range of QoS values [46, 53, 150].

Additionally, a study of various evolutionary multi-objective optimi-
sation algorithms, including NSGA-II, SPEA2 and MOEA/D, has been
conducted on the semi-automated multi-objective WSC problem [44]. Dif-
ferent performance comparisons such as the hypervolume (see Chapter
6) indicated that NSGA-II can often outperform SPEA2 and MOEA/D on
this problem.

Memetic Algorithms (MAs)

To further enhance the effectiveness of EC algorithms, hybridised EC en-
hanced with some local search techniques have been developed [46, 52,
160, 222], resulting in Memetic Algorithms (MAs) [132]. Through em-
phasising the synergy between exploration and exploitation, MAs can ef-
fectively exploit the neighbourhood area of a current solution. The local
search operator focuses on the exploitation and a population-based algo-
rithm tries to add more diversity by exploring a wide area of the solution
space.

Previous studies for WSC problem have indicated that MAs contribute
to excellent performance in searching high-quality solutions [46, 54, 92,
131, 211]. Their success is often attributed to the algorithms’ ability to
properly combine the intensification and diversification. For DWSC, it
has been proven that MAs can significantly outperform GA on benchmark
datasets for DWSC problems [220].

Three important points should be clarified for every local search:
which individuals to apply the local search on (starting points for the lo-
cal search), how to create a neighbour solution, and what criteria to use to
accept/reject neighbour solutions.
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Algorithm 2 NSGA-II
1: procedure NSGA-II (N )
2: Randomly generate initial population P 0 with N (population size)

individual solutions;
3: Evaluate solutions in P 0;
4: while the maximum number of generations not reached do
5: Select solutions from P 0 using a tournament selection;
6: Apply crossover and mutation on selected solutions to form the

offspring solutions set;
7: Combine P 0 and offspring solutions as the new population;
8: Sort the new population into Pareto-fronts (PFS);
9: Set P 1= {}

10: Set the current front to PFS[0]
11: while |P 1| < N do
12: Sort solutions from the current front by Crowding Distance;
13: for each solution in the ordered front do
14: if |P 1| < N then
15: Include the solution in P 1;
16: end if
17: end for
18: P 0=P 1;
19: Go to the next PFS.
20: end while
21: end while
22: end procedure

Pareto Local Search

Pareto Local Search (PLS) [66, 142] is a simple yet effective local search tech-
nique dedicated to MOEAs. is based on the Pareto dominance concept.
Existing PLS research on multi-objective WSC problems has verified that
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hybrid NSGA-II enhanced by PLS can significantly outperform NSGA-II
[45].

Three key components of PLS, namely selection (which individuals
should be selected for applying the local search), neighbourhood explo-
ration (how to create a neighbourhood solution of the selected individual)
and acceptance criterion (whether to accept or reject a neighbour solution
after it has been evaluated) are crucially important for the performance of
PLS [75, 116, 169].

Various versions of PLS have been proposed in the literature [67]. In
one of the popular versions, PLS starts with an initial set of all non-
dominated solutions, called archive. It then explores their neighbourhoods.
PLS extends iterative improvement procedures from the single-objective
case to the multi-objective case by changing the acceptance criterion. In
the single-objective case, an iterative improvement algorithm usually ac-
cepts a new solution if it is better than the current one according to the
fitness value. In the multi-objective algorithm, PLS accepts a new solution
only if it is not dominated by any solution in the archive. Further, PLS only
accepts solutions that dominate their parent and have a higher crowding
distance. A newly accepted solution is added to the archive. This iterative
process of PLS stops when no other solution has been left (even the newly
added solutions should be considered for the local search.)

The performance of NSGA-II has been investigated with the use of
three different local search techniques in [143]: 1) PLS, 2) Path-Relinking
(PR) [78], which starts from a high-quality solution generating a path in
the neighbourhood space that leads toward another solution, and 3) Tabu
search [77]. It has been shown in [143] that all memetic MOEAs can clearly
outperform NSGA-II, and PLS is more effective than PR and Tabu search.
However, PLS has a restrictive nature and a strict acceptance criterion.



2.2. LITERATURE REVIEW 41

2.2 Literature Review

In this section, we review existing works on WSC. Subsections 2.2.1 and
2.2.2 review approaches for static and dynamic WSC, respectively. The
structure of the literature review is also shown in Figure 2.9.

2.2. Review of WSC Approaches

2.2.1. Static WSC

EC approaches

Semi-automated Single-objective

Semi-automated Multi-objective

Fully-automated Single-objective

Fully-automated Multi-objective

Non-EC approaches

Semi-automated

Fully-automated

2.2.2. Dynamic WSC

Figure 2.9: Overall structure of literature review

2.2.1 Approaches for Static WSC

In this subsection, we review existing approaches for static WSC. This sub-
section discusses those approaches into five groups: non-EC approaches
for WSC, EC-based approaches for semi-automated single-objective WSC,
EC-based approaches for semi-automated multi-objective WSC, EC-based
approaches for fully-automated single-objective WSC, and EC-based ap-
proaches for fully-automated multi-objective WSC, respectively.

Non-EC Approaches for Static WSC

In this subsection, we present existing works which are based on other
techniques than EC. In particular, we review them in two groups: semi-
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automated and fully-automated approaches.

Semi-automated WSC has been addressed by non-EC methods. An
approach for the semi-automated WSC is proposed in [161] for service
composition mobile network. Uniform and proportional distribution of
service in the environment have been considered, and then, the temporal
distance between services are estimated. The proposed method in [161]
finds the shortest path on a pre-defined graph for each request using Di-
jkstra’s Algorithm. Another approach for semi-automated multi-objective
WSC is proposed [37] which considers the correlation of QoS values of
different services. A candidate pruning algorithm for removing the un-
promising candidates regarding their QoS value and to find a set of ser-
vices with no dependency on others is used. Afterwards, Vector Ordinal
Optimisation (VOO) [86] technique is employed to find the compositions.
VOO performs a global optimisation and uses Pareto-dominance concepts
to compare solutions.

Integer Linear Programming (ILP) is used to address the fully-automated
WSC problem [15, 28, 119]. ILP is a mathematical optimisation model with
constraints and a linear objective function. For example, [15] addresses
the single-objective semi-automated WSC using an ILP model. In that
method, where violation in global constraints is permitted by a defined
user threshold but with an associated penalty. Several mathematical mod-
els are calculated for a constraint (e.g., the aggregated value of that QoS)
violation of users preference, and the degree of relaxation in violation de-
pending on the willingness of user willingness. Afterwards, aggregated
QoS values are obtained, where constraints are applied in the utility func-
tion.

Graph search is an alternative approach to EC-based approaches for
solving fully-automated WSC [30, 32, 152]. Graph search works on search-
ing composite services, which are constructed by sub-graphs or paths from
a service dependency graph based on service dependencies. However,
constructing such a service dependency graph could suffer a scalability is-
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sue when dealing with a large service repository with complexity service
dependencies. This issue can get even worse when QoS optimisation is
considered [97]. For example, a search method is employed to search com-
posite services presented as paths, which are constructed from a sub-graph
of a service dependency graph [152]. This sub-graph is extracted based
on service requests. However, these works only focus on minimising the
number of candidate services in the preprocessing step. Further, the scal-
ability of those methods suffers when the service repository grows. To
address this critical issue, [31] proposes a QoS-aware service composition
via a scalable way of pruning dependency graphs, and a novel path-based
construction and selection method. This method can efficiently construct
near-optimal composite services.

A method, called abstraction refinement, is proposed in [29] which re-
quires services to be grouped according to certain functional relationships.
Afterwards, a representative is selected for each group, which is the most
promising individual service within that group concerning the QoS val-
ues. The above research, then, creates composite services using the depen-
dency graphs [206].

To consider multiple quality criteria in QoS, recent works [30, 32] pro-
pose an improved path-based search method based on [31]. Particularly, a
node (i.e., an atomic service) associated with a higher rank is preferred in
a path construction, and nodes are ranked based on the concept of domi-
nance over multiple QoS quality criteria. However, all of the above meth-
ods [30, 31, 32, 206] prune services based on their QoS value and they do
not have any consideration of the location and distance of services to each
other.

GraphPlan [16], a well-known AI planning algorithm, has been widely
used for WSC [35, 105, 202, 206]. GraphPlan contains two stages: a for-
ward expand stage that constructs a planning graph, and a backward
search stage that retrieves a solution. GraphPlan may be combined with
other techniques, such as fuzzy techniques for ranking services [228], and
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skyline operators for filtering services [110] to reduce the number of ser-
vices to be considered for the composition. However, skyline might filter
available services and fail to find a solution, particularly when the filtered
services are located in very close proximity to other services in distributed
DWSC.

EC for Semi-automated Single-Objective WSC

A majority of existing EC-based methods aim to solve semi-automated
single-objective WSC problem [9, 19, 82, 129, 197, 198, 210, 225]. A WSC
with the privacy-preserving ability in the cloud environment is proposed in
[9], where a model is defined to obtain the privacy-preserving level pro-
vided by the composite services. To solve the problem, the authors pro-
pose to cluster the composite services according to their fitness values and
privacy-preserving levels. Afterwards, GA is hybridised with another EC
technique, Shuffled Frog Leaping Algorithm (SFLA) [69], for finding near-
optimal composite services.

Local and global optimisations are combined to solve the semi-
automated single-objective DWSC in [197]. First, a local utility function
is calculated to select a concrete service for each abstract service in the
workflow. An optimised overall solution is then found among the pos-
sible composition paths in the workflow using Ant Colony Optimisation
(ACO) algorithm.

Before the composition phase, data placement strategy is used to re-
duce the datasets transfer cost in [19]. To this aim, a dependency matrix
of datasets is created, which grouping two datasets or more which are
mostly used together for many services. Afterwards, dependent datasets
are sorted and located in the same data centre in order to lower the fre-
quency of datasets transfer in the network and to reduce cost and response
time. GA is used to find the final solution.

Since placing data on data centres is not a matter of Web service compo-
sition but defined by data providers, this idea can be considered for other
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problems rather than the composition. They have also classified Web ser-
vices based on their inputs and outputs to organise the search area.

EC for Semi-automated Multi-Objective WSC

Several methods have approached the semi-automated multi-objective
WSC problem [8, 36, 37, 63, 88, 102, 150, 166, 167, 188]. Some of the manip-
ulate existing EC algorithms to achieve higher performance. For example,
a time-varying multi-objective PSO algorithm is proposed to address this
problem with two objectives [88], service cost and multi-cloud risk view-
points. Parameters of the algorithm are tuned based on elapsed time so
that a good balance between exploration and exploitation is achieved.

A method proposed in [102] employs NSGA-II and MOEA/D to ad-
dress a semi-automated multi-objective WSC. The approach considers two
types of application workflows: professional and enterprise. Independent
optimisations are performed in each generation by applying EC operators.
A chromosome is divided into two parts where the first part optimises the
professional service composition plan, while the second part accounts for
optimising enterprise service composition plan.

A flexible NSGA-II is proposed for the semi-automated WSC problem
[34], which employs a relaxed dominance relationship (i.e., ε-dominance)
and an archive to choose parents of the crossover operator. This work
reports a decent performance compared to the standard NSGA-II.

Seeding strategies have been investigated for injecting problem-
knowledge into the NSGA-II for the semi-automated WSC problem [36].
The seeding strategies are used to strengthen the quality of the initial pop-
ulation for the NSGA-II to start working with. Their results indicated that
the seeding strategy improves the performance of NSGA-II. However, the
implication of the number of seeds on the service composition problems is
minimal.

NSGA-II is combined with a local search and the Differential Evolu-
tion (DE) algorithm [176] to perform an inter-cloud service composition
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in [167]. EC operators in NSGA-II are performed by DE algorithm which
combines two mutation strategies and changes the evolutionary parame-
ters adaptively.

Little attention has been paid to add the constraint handling ability to
MOEAs for WSC problems [84, 111, 112, 183]. For example, A DE-based
method for the multi-objective semi-automated WSC with QoS constraints
is proposed in [63]. The method converts the problem into an uncon-
strained multi-objective problem through constraint-based service filter-
ing and converting a local utility based on the global constraint.

In [84, 111], multi-objective QoS-constrained WSC has been addressed
by employing a penalty-based technique, where the fitness of an infeasible
solution is degraded by a penalty, depending on the amount of the con-
straint violation. However, it is difficult to define the penalty function
properly and, therefore, these methods are highly sensitive to the choice
of the penalty function [43, 164]. On the other hand, optimal solutions
of most engineering problems lie on the constraint boundary [172, 209],
which means that an invalid solution near the constraint boundary may
be converted to a high-quality valid solution with a repair technique. For
instance, random repair operators have been proposed in [163]. However,
this repair operator is not effective since random changes cannot efficiently
and effectively fix solutions.

EC for Fully-automated Single-objective WSC

Fully-automated single-objective WSC composition using EC techniques
has been studied in the literature [50, 154, 187, 219, 222].

Some of the approaches for fully-automated WSC have employed the
tree-based representation, where all composition structure types are rep-
resented as inner nodes of trees and the services as the outer nodes
[50, 118, 154, 208, 219, 220]. Genetic Programming (GP) [99] is the first
choice to solve the WSC problem when using this representation. While
some approaches randomly initialise the tree-based composite services



2.2. LITERATURE REVIEW 47

[219], [154] proposes a context-free grammar for randomly initialising tree-
based composite services with the correct structure of composite services.
The above two approaches filter incorrect solutions in their fitness func-
tions by penalising them. GP has been hybridised with Tabu search [77] to
overcome the premature and proneness of GP in [220], to solve the DWSC
problem. Different constructs are considered in the mentioned method for
predefined workflows.

WSC solutions can be directly represented as DAGs, which is done by
taking into consideration the dependencies between services in the graph
[49, 165, 212]. GraphEvol is introduced in [49] with graph-based genetic
operators, which are utilised to evolve individuals represented by DAGs.
GraphEvol is compared to the previously discussed GP-based approaches
[47, 118], and their experiment shows that graph-based approaches can
produce composite services with much higher QoS.

Sequence-based representations (e.g., permutations) have been em-
ployed in the literature for the fully-automated WSC [46, 51, 191]. Such
permutations need to be interpreted into service composition workflows
using a decoding strategy. For example, PSO in [51, 186] and GA in [54]
investigate the permutation-based representation to optimise solutions.
Additionally, the authors suggested an exhaustive local search operator
on permutations for WSC, which produces all neighbours of a solution.
Exhaustive local search operators are likely to be decoded into the same
composite service. The experiments in [54] indicated that this representa-
tion with the combination of the local search and decoding strategy can
achieve higher performance compared to GraphEvol [49].

EC for Fully-automated Multi-objective WSC

A limited number of EC-based works are proposed for solving fully-
automated multi-objective WSC problem [30, 45, 53, 193, 221].

Hybridised NSGA-II with coloured Petri nets [144] is proposed in [193].
This method considers qualitative and quantitative preferences as well as
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the global trust of composite services. Consequently, the authors in [193]
model the service composition problem as a multi-objective optimisation
where each of the considered aspects forms an objective function to be
optimised. They employ the concept of relaxation degree to ensure the
effective calculation for quantitative preferences.

A multi-objective approach for solving the centralised DWSC is pro-
posed in [221], where a tree-based representation and search space re-
duction are adopted before optimisation using the concept of fully and
partially dependent Web services. However, the size of data and the loca-
tion of Web services which influence the communication distance between
services and causes varied communication cost and communication time
have been omitted.

Another approach is proposed in [30] to the multi-objective fully-
automated WSC problem. Similar to [221], this approach employs
the search space reduction, where Web services are clustered into non-
overlapping groups based on their input(s) and output(s). Afterwards,
the skyline technique is used to find a non-dominated set of services for
each cluster, which will be used in the service composition (skyline is an
operator frequently used for finding individuals that are not dominated
by other individuals [17, 178]). This approach has introduced several new
measures for evaluating composite services.

NSGA-II with a fragmented tree-based representation is proposed in
[53] to fully-automated multi-objective WSC. However, this fragmented
tree-based representation does not show its effectiveness for finding better
Pareto solutions in their experiment, comparing to an indirect representa-
tion. To improve the performance of NSGA-II, the hybridisation of NSGA-
II and other techniques are also explored. For example, the same authors
in [45] later have proposed a hybrid approach, which combines NSGA-II
and MOEA/D. This combination decomposes the multi-objective problem
into single-objective sub-problems, producing a set of Pareto-optimal so-
lutions with a variety of trade-offs. A single-objective local search is then
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applied to each sub-problem. This work has introduced the local search
to MOEA/D. However, a large number of decomposed sub-problems are
predefined, and a simple form of local search is not effective to be per-
formed on each sub-problem. Despite achieving some promising results,
opportunities still exist to address these limitations.

2.2.2 Approaches for Dynamic WSC

In this subsection, we present recent approaches on dynamic WSC. These
approaches fall under the category of prediction-based, backup-based or
re-optimisation-based approaches. Most of the existing approaches have
been proposed to solve the semi-automated WSC.

An approach based on the prediction of QoS attributes has been pro-
posed in [168, 200] for the semi-automated WSC. This approach adjusts
the value of network attributes with the change of context information
(such as novel path latency and workloads) during the execution to fore-
cast more accurate network QoS while finding a composite service.

Historical QoS performance retrieved from service logs has been
utilised in [42] to solve the dynamic semi-automated WSC. In this ap-
proach, services are ranked based on recently observed QoS measures
for related services. Another approach using time-series prediction model
and GA has been proposed in [177] to handle time-varying QoS of services
in a semi-automated WSC.

On the other hand, some research resorts to the use of backup solu-
tions [26, 56, 148, 184]. Backup solutions are identified before the execu-
tion of the service composition so that if a problem occurs, these solu-
tions can be employed to maintain the successful execution of services.
In these approaches, all backup solutions are determined before the exe-
cution without taking into account environment changes which cause the
method not being efficient in substantially dynamic and high-dimensional
environments. For example, [184] obtains a sufficient number of backup
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services for each service employed, which are distributed to prevent a task
failure in case of network failure.

However, these techniques do not allow any changes to the work-
flow structure of any composite service. A workflow which works well
in one network environment may not be effective when the environment
changes. Additionally, these approaches are not efficient in substantially
dynamic and high-dimensional environments since they require a great
number of backup solutions to cope with all the possible changes.

Some existing approaches handle the dynamic WSC by proposing re-
placements of a sub-solution during the execution of a composite service
[18, 115]. That is, when a composite service fails due to the failure of a sin-
gle service, these approaches compare the failing service and some other
services with possible candidates. For example, meta-heuristics have been
used to discover substitutes for multiple failing services [18]. As another
example, parts of the composite service which include the failing service
are replaced with another subset that satisfies the global QoS values [115].

As another approach to the dynamic WSC problem, re-optimisation
has been employed at the service execution stage [81, 133], where the fre-
quency of re-optimisation is updated to handle the fluctuations in the com-
position environment that are assumed to happen periodically. For ex-
ample, specific characteristics related to the presence of time-dependent
QoS properties are considered [81] for developing proactive use of re-
optimisation techniques in response to anticipated future changes, or re-
optimisation is applied periodically [133]. Re-optimisation techniques can
effectively choose another service from the service repository and replace
the flawed service.

Another method discussed in [198] applies the same model as in [197],
but with two improvements. First, it addresses dynamic data-intensive
service composition to handle the arrival of new services, failure or stop
of some services and changing in some QoS attributes. Second, this
method discusses strategies for modifying the pheromone information in
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Ant Colony Optimisation to find a balance between preserving enough
old information to speed up the search process and modifying enough
new information to help the ants finding a new solution for the changing
scenarios and thus prevents a sub-optimal solution.

All of the above approaches are semi-automated and require prede-
fined workflows, rendering them not suitable for the fully-automated
DWSC. Further, [42] and [177] have overlooked the distribution of ser-
vices, and hence the corresponding communication attributes, assuming
that all services are located locally. Therefore, the problem formulation,
bandwidth simulation model, and the considerations of the influence of
inter-service distances on the QoS and efforts to reduce them through a
specifically designed mutation operator are all technical novelties of our
method over the above methods.

The only approach that deals with the dynamic fully-automated WSC
problem is proposed in [191]. This approach consists of two stages: a de-
sign stage, where a robust solution is designed; and the execution stage,
where a local search technique performs a repair operator whenever a fail-
ure happens. The robust solution is designed to run in dynamic QoS en-
vironments without major performance degradation. This approach gen-
erates QoS failure scenarios at random. Additionally, a robust solution is
easier to be re-optimise [191] and it does not rule out the chance for re-
optimisation. Compared to other approaches, using robust solutions has
the advantages of being efficient (the backup method is not efficient in
substantially dynamic and high-dimensional environments).

However, most of the above approaches have been proposed to solve
the semi-automated WSC. The only approach for fully-automated dy-
namic WSC, [191], has been proposed to solve the centralised WSC with-
out network considerations. According to the existing works on dynamic
WSC and due to the lack of enough studies, it is essential to design a new
method. In particular, this method must consider the distributed environ-
ment for the WSC. Therefore, bandwidth fluctuations, as the main source
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of network changes, should be taken into account while designing a robust
solution during the design stage.

2.3 Representation of Composite Services and

the Decoding

To apply EC algorithms effectively and efficiently, proper representations
of solutions need to be designed. In this section, we present three different
representations which have been used in the literature: graph represen-
tation, tree representation and sequence representation. These represen-
tations can directly or indirectly represent the composite Web service. In
this thesis, we apply an indirect representation (i.e., sequences). A decod-
ing process is then required to convert each sequence to a corresponding
workflow. In the following, the representations for WSC problems, and
their pros and cons will be discussed. Afterwards, the decoding process
which is used in combination with our representation will be presented.

Service compositions are often represented as directed acyclic graphs
(DAGs) [39]. DAGs are the most natural ways to represent composite
services [49]. The DAG representation facilitates the enforcement of de-
pendencies between services because it directly represents the solution,
making it straightforward to check feasibility. In DAGs, one node repre-
sents the start point of the composition, S0, and another node serves as the
endpoint, Sp+1 (p is the number of component services in the composite
service). All other nodes represent Web services. An edge expresses the
output of one service feeding into the input of another.

In tree-based representations, solutions are represented using trees
where inner nodes consist of various workflow constructs (see details in
Subsection 2.1.3) directing the flow of the composition, and leaf nodes con-
sist of Web services used as basic components [47, 220].

Tree-based representation presents all composition structure types as
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inner nodes of trees and the services as the outer nodes [50, 118, 154, 208,
219, 220]. Firstly, they allow for the creation of compositions with vari-
able lengths and configurations, reflected in the breadth and depth of the
tree structure. Secondly, they allow for the inner and leaf nodes of the
tree to adopt different meanings according to the representation scheme
used. Finally, during the evolutionary process tree-based representations
can be modified by genetic operators relatively simply, since it is possible
to isolate changes to a given sub-tree within the overall structure. Despite
these advantages, there may be multiple leaf nodes representing the same
candidate service, and the dependencies with other nodes must be correct
for all of them. This makes it more difficult to ensure the feasibility of a
solution.

When compared to the tree representation, the graph-based structure
simplifies the process of verifying the functional correctness of a given so-
lution, since each candidate service is represented by a single node only
and the connections between nodes are explicitly represented. However,
the modification of graph-based representations using genetic operators
can be difficult, as removing any given node in the graph may impact a
chain of successors. However, both tree and graph representations require
sophisticated EC operators which also must ensure the functional correct-
ness of the composite service when manipulating them.

Sequence representations [30, 46, 160] do not show the final service
composition solutions directly. Sequences must be decoded to produce
an executable workflow of service composition solutions. A sequence
representation for Web service composition owns the benefit of simplify-
ing the evolutionary process by separating the quality optimisation from
the enforcement of functional correctness constraints and being memory-
efficient because of the linear structure [52]. Additionally, the performance
of indirect representation has been compared with the DAG representa-
tion in previous work [52] on a very similar problem (i.e., fully-automated
WSC) with the same decoding process. That work has confirmed that the
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sequence representation combined with the decoding process (Subsection
2.3.1) outperforms the graph representation in terms of both efficiency and
effectiveness.

In this thesis, we consider two levels of representations. The DAG rep-
resentation is used for evaluation, while the sequence representation is
used for searching (EC operators are applied on sequences). We will use
a separate step, called the decoding process, to convert a sequence to the
corresponding workflow which must ensure the functional correctness.

2.3.1 Decoding Sequences into Workflows

The decoding process is a graph-building algorithm [54] and automati-
cally transforms sequences into a corresponding executable service com-
position, i.e., a feasible workflow [158]. The decoding process is a crucial
part of our fully-automated DWSC and is responsible for the functional
correctness of the composite service. This process starts form the end node
and constructs the graph until it reaches to the start node.

We use the decoding algorithm proposed in [51] which employs layer
information of services. Layer information of a node specifies the mini-
mum depth of predecessors between it and the start node and is obtained
by a simple discovery algorithm [185]. The algorithm identifies a set of lay-
ers, L, ensuring that each service Si ∈ SR belongs to at most one layer (SR
is the service repository). In other words, for all layers Lk,Lm ∈ L where
1 ≤ k,m ≤ |SR|, Lk 6= Lm ∧ Si ∈ Lk → Si /∈ Lm. The decoding approach
works from the end node towards the start node, progressively fulfilling
pending service inputs. Dangling nodes do not occur when building com-
positions from the end node, because services must provide useful outputs
to be included in the composition [51]. In this context, the layer informa-
tion helps to prevent cycles from forming during the decoding process.
The decoding process is shown in Algorithm 3, which is also illustrated in
Example 1.
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Algorithm 3 The decoding algorithm [51]
INPUT: a sequence(Z), a set of layers L
OUTPUT: a composite solution (CS)

1: Set the set of concepts O0 to include the inputs of the task (O0=I(T ));
2: Set CS to include the end node;
3: while not all the concepts in O0 have been satisfied do
4: Get the next service, S , in Z
5: if outputs of S satisfy at least one concept in O0, and S layer < current

service layer then
6: Update O0 by removing that concept and adding the inputs of S;
7: Connect S to CS
8: end if
9: end while

return CS

In principle, running a depth-first search (DFS) on the reverse DAG
starting from the end node traverses the reverse DAG in level order and
obtains the sequence. This is the concept that is used in the backward de-
coding process. Therefore, every possible composite service for the given
service composition problem can be obtained by using our indirect rep-
resentation and the decoding process. This means that our algorithm has
the possibility to evolve a service sequence that can be converted to a com-
posite service in the DAG form with optimal performance.

Example 1. Figure 2.10 (a) shows a sequence of services, a task T = 〈{a}, {g}〉,
(with {a} as the input and {g} as the output). A table indicating inputs and
outputs of each service is also shown in the figure. The decoding process checks
the sequence from left to right and generates a workflow until the task is satisfied.
It starts with the output of the service task, End(g,∅) and looks for services
in the sequence that provide the input of End. Since service S4 outputs {g},
which is required by End, the decoding process connects it to End. Afterwards,
the decoding process continues to scan the sequence for services that can satisfy
I(S4)={d, e}. Since O(S1) = {e}, and O(S6) = {d}, the union of the two services
S1 and S6 satisfies the input of service S4, both S1 and S6 are separately connected
to service S4 as the predecessor services of S4. Afterwards, the decoding process
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looks for service(s) whose outputs satisfy the inputs of service S1 and S6. Since
service S2 outputs {c, b}, which satisfy the inputs required by both services S1

and S6, service S2 is connected to both S1 and S6 as their predecessor. The process
continues by connecting service S5 (i.e., until Start is reached). The original
sequence is then modified to contain only those services used in the workflow.

S1

S6
S4

S2Start End

1st

S5 S2 S6 S3 S4 S1
Service Input(s) Output(s)

S1 {c} {e}
S2 {h} {c, b}
S3 {e, h} {f}
S4 {d, e} {g}
S5 {a} {h}
S6 {b} {d}

Start I(T)={a, b}
End O(T)={g}

Task  T:   O(T)={g},   I(T)={a} 

∅
∅

S5
{g}

{d}

{e}{c}

{b}

2nd

3rd
4th5th

{h}{a}

(a)

S5 S2 S6 S4 S1
S3 is dropped since it is not used in the 

composition, resulting in a sequence with 
different length than the parent

(b)

Figure 2.10: Decoding process: (a) a sequence representing a solution
which is converted to a DAG during a backward decoding process, and
(b) the sequence after decode.

As it is shown in Figure 2.10 (b), after the decoding process, the length
of a sequence may be reduced to include only those services used during
the decoding. This results in shorter sequences compared to their parents.
We call this variable-length sequence representation [54]. As we will see in
Subsection 4.4.1 and Section 4.5, EC operators that manipulate services in
the sequence might add extra services to the sequence. If the length of the
sequence is not controlled, extremely long sequences can be created with
many redundant and repeated service. In particular, the variable-length
technique is useful because it allows us to use flexible EC operators which
are not restricted to the length of the sequence and removes redundant
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services after the decoding. However, when using general EC operators
[54], which does not add other services to the sequence but re-order ser-
vices in the sequence, fixed-length representation can be used which does
not require refining the sequence after decode.

2.4 Chapter Summary

In this chapter, we presented a background on Web services and WSC.
In particular, we briefly discussed the distributed DWSC and provided a
motivating example of the real-world application of DWSC. We also dis-
cussed existing solution methods for the WSC problem in EC-based and
non-EC groups.

We then reviewed current approaches on WSC. Most of existing WSC
approaches do not deal with the distributed environment for services.
Therefore, there is a need for effective problem definition for service com-
position approaches that take consideration of distributed nature and
data-intensity of the component services. In particular, we need to de-
fine our problem in a way that our method can produce service composi-
tions that involve the least amount of data transportation between services
while selecting services with good quality. Our proposed approaches in
this thesis can effectively handle the single-objective, multi-objective and
dynamic distributed DWSC.

In addition to updating the optimisation objective to include distribu-
tion attributes, specific methods should be designed for the distributed
DWSC. For example, some research has dealt with the distributed DWSC
problem only through changing the objective function to include data-
related attributes [220]. However, the QoS of the composite services is
poor due to the use of general approaches and ignoring problem-specific
knowledge, such as the location of services. To find effective composite
services, we must design new methods to the distributed DWSC.

A small collection of approaches has also been proposed to solve the
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fully-automated multi-objective WSC [45, 53, 221]. However, existing re-
search works have ignored the distributed nature of Web services. For the
multi-objective distributed DWSC, developing methods which both im-
prove the quality of solutions and alleviate the computational complexity
of the local search is still an open problem. Accordingly, this has motivated
us to use problem-specific techniques to develop efficient and effective al-
gorithms to solve the distributed DWSC.

Further, the current capability of MOEAs to handle constraints in
DWSC should be extended to: 1) perform the challenging task of simulta-
neously satisfying QoS constraints, 2) find a functionally correct composi-
tion with a considerable number of existing services, and 3) optimise QoS
with trade-offs between them. The focus will be on proposing an effective
repair technique to repair infeasible solutions.

Additionally, based on the preceding discussions, existing research on
WSC problems lacks designing an efficient composite service to handle the
dynamic network environment. Motivated by the large-scale distributed
DWSC problem, the aim of this thesis is to propose an efficient fully-
automated GA-based method for solving the distributed DWSC problem,
considering the distributed nature of data-intensive services.



Chapter 3

Single-Objective Distributed
DWSC Problem

3.1 Introduction

In this chapter, we define a formal model for the static single-objective dis-
tributed DWSC problem. This model will be extended to multi-objective
distributed DWSC and dynamic distributed DWSC in Chapters 6 and 7,
respectively. As we described in Chapter 1, we need to model the loca-
tion information of services and data as well as the bandwidth for each
communication link. Existing approaches have mainly considered a cen-
tralised service environment for WSC without any considerations of real-
world bandwidth or location of services [46, 220]. However, the distri-
bution of services and communication attributes are crucial factors in the
final QoS of composite solutions.

In this chapter, we focus on the problem model and benchmark
datasets. The following objectives are sought in this chapter:

1. To propose a model that explicitly considers communication, data
and service attributes that affect the QoS of a composite service;

2. To propose an objective function for the single-objective distributed
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DWSC;

3. To propose a model to obtain location information of services and
their geographical distance. We can obtain latitude and longitude
of services. Afterwards, we calculate the pairwise distance between
services using the haversine formula; This formula calculates the dis-
tance between two points on a sphere (e.g., earth surface) using their
latitudes and longitudes;

4. To propose a bandwidth simulation model based on the real-world
observations, using Curtin dataset [145]. W obtain bandwidth dy-
namics for each communication link on the network for evaluating
dynamic distributed DWSC.

3.2 Chapter Organisation

The remainder of this chapter is organised as follows: Section 3.3 presents
the problem model. Section 3.3.3 discusses the objective function of
the single-objective distributed DWSC problem. Section 3.4 presents the
benchmark dataset. Finally, Section 3.5 summarises this chapter.

3.3 Problem Model

This subsection presents concepts and terminology used in the distributed
DWSC. In particular, this subsection discusses the distribution model, the
service and data model and the objective function of the single-objective
distributed DWSC problem. We introduce the following definitions:

Definition 3. A data-intensive Web service is a tuple Si =

〈I(Si), O(Si), D(Si), QoS(Si), hj〉, where I(Si) is a set of inputs required
for the execution of Si, and O(Si) is a set of outputs produced by Si. D(Si) =

〈Di,1, ..., Di,m〉 is a set of m data items required by Si. hj denotes the server
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which is hosting Si. Si obtains the data from a data centre and can receive
other data from a previous service in the composition workflow through its
inputs. QoS(Si) = 〈Q1(Si), Q

2(Si), ..., Q
q(Si)〉 is an associated tuple of quality

attributes describing the non-functional properties of Si.

In this thesis, for each Web service, we suppose QoS(Si) =

〈Tservice(Si), Cservice(Si)〉, indicating the two frequently used quality at-
tributes (i.e., the total time and cost of executing service Si). They are the
most commonly used QoS attributes in most WSC works [30, 48, 191, 195,
227].

Definition 4. A service repository is denoted as SR and consists of a finite col-
lection of Web services Si, i ∈ {1, ..., n}, with n as the number of services in the
repository [50].

Definition 5. The geographical location of a server, hj , is identified by its longi-
tude and latitude (〈Latj, Longj〉). Services in a service repository are distributed
over servers in a distributed environment. Any two services on the same server
share the same location.

In this thesis, we assume that all data and services have been deployed
on servers distributed across the network and have location information.

Definition 6. A service request (or a task) is defined as T = 〈I(T ), O(T )〉,
where I(T ) is a set of inputs provided to the composition by a user, and O(T ) is
a set of task outputs expected by the user to be produced by the composite service
[50].

Definition 7. A composite service, CS , is essentially a workflow of p component
services specifying the order in which they should be run, as well as the neces-
sary communication between them, to reach the desired outputs. Two special ser-
vices can be used to describe the overall composition’s inputs and outputs: Start
with I(Start) = ∅ and O(Start) = I(T ), and End, with I(End) = O(T ) and
O(End)= ∅. Our composed workflows consist of a combination of parallel and
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sequence construct, mirroring the common structures offered in Web service com-
position languages such as Business Process Execution Language (BPEL4WS)
[23].

Constructs can be recalled from Chapter 2. For a given task T , we aim
to find a composite service (CS) that takes I(T ), and produces O(T ).

Definition 8. A composition is functionally correct, or feasible if (1) the input(s)
of each of the component services is (are) fulfilled by the outputs of its preced-
ing services or by I(T ), and (2) the output of the composition produces O(T )

(node End is satisfied). A direct edge which connects two services Si and Sj in a
workflow indicates that there must be a communication link and data dependency
between them in the network [50].

3.3.1 Distribution Model

In this subsection, we define communication link attributes for the static
distributed DWSC, which are shown in Figure 3.1. However, these at-
tributes for the dynamic distributed DWSC will be introduced in Chapter
7, where the communication attributes are time-dependent.

Definition 9. A communication link, lk, is a logical link between two di-
rectly connected services in a composite service, and represented as an edge
in the corresponding workflow. A communication link is defined as the tuple
lk = 〈Shead, Stail, Blk〉, where Shead is the source service of lk and Stail is the
destination service of lk. In a composite Web service, a point-to-point communi-
cation happens between Shead and Stail if communication link lk in the workflow
connects Shead and Stail. Blk is the bandwidth of lk. The set of all communication
links in CS is denoted by CL(CS).

Definition 10. The inter-service distance between two services Si and Sj is the
length of the physical link or a combination of physical links if there is no direct
but a multi-hop link between Si and Sj in the network.
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S1

S2
S3

Start
End

TL(l1)
CL(l1)l1

l2

D2,1

D1,1

D3,1

D3,2

TL(l2)
CL(l2)

Figure 3.1: A composite service and communication attributes of each link.

We employ the inter-service distance concept to design crossover, local
search and mutation operator in Chapters 4 and 7, respectively.

Definition 11. Communication cost, CL(lk), is the cost associated with each
communication link lk and is defined as the cost to transfer a data over lk (be-
tween two communicating Web services). Additionally, data can move from a
data centre to a Web service, where the communication cost is denoted by CLD.

In this thesis, we suppose that the communication cost depends on the
length of the communication link according to the literature [171, 227].

Definition 12. Transfer time, Ttr(lk), is the required time for a service to put all
bits of data Di,m over lk and depends on the bandwidth, Blk and the size of data
to be transferred over lk. Transfer time is obtained using Equation (3.1):

Ttr(lk) =
size(Di,m)

Blk

. (3.1)

Definition 13. Communication time, TL(lk), is the time required for commu-
nicating between two services through communication link lk. Communication
time consists of the transfer time and the propagation delay TP (lk) (Definition
14). The source server is either a data centre hosting the data or a service in the
composition which produces data required by other services. In the second case,
we denote the communication time by TLD.
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Definition 14. Propagation delay is the duration required for the first byte of the
data to travel from the source to the destination over the communication link lk.

According to the literature [227], in this thesis, we assume that the
propagation delay depends on the communication link length. Therefore,
in this thesis, we obtain a propagation delay for each communication link
by generating a random number between zero and the value of the geo-
graphical distance between its Shead and Stail. The reason behind this is
that studies have verified the communication time mainly depends on the
communication link’s length, e.g. [168, 227].

The QoS of a composite solution is derived from aggregating the cor-
responding QoS attributes of all of the component services involved, and
the communication time and cost between those services. In the following,
we introduce the service and data model, and the communication model,
respectively.

3.3.2 Service and Data Model

In this subsection, we calculate Cservice and Tservice which are cost and time
of a data-intensive Web service. An example of a workflow with all the
required terms for calculating Cservice and Tservice (Tproc, Csp, Cdp, TLD, CLD)
is illustrated in Figure 3.2. These terms are introduced below:

Definition 15. Service execution time (Tproc(Si)) is the time for executing Si
[197].

Definition 16. Service provision cost, Csp(Si), is the price charged to use service
Si and is usually specified by service providers.

Definition 17. Data provision cost, Cdp(Di,m), is the cost applied by the data
provider, i.e., the cost to provide the data.

We can calculate the cost of a component service, Si, by aggregating its
data access and execution cost, as shown in Equation (3.2) and Figure 3.2:
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Di,2 Di,1

Tproc (Si)
Csp (Si)

Cdp (Di,1)

TLD (Di,2) 
CLD (Di,2)

TLD (Di,1) 
CLD (Di,1)

Cdp (Di,2)

Tservice (Si) = Tproc (Si)+ TLD (Di,1)+TLD (Di,2)    
Cservice (Si) = Csp (Si)+Cdp (Di,1)+CLD (Di,2)+Cdp (Di,1)+ Cdp (Di,2)

Si

Figure 3.2: A component service and its attributes.

Cservice(Si) = Csp(Si) +
∑

Di,m∈D(Si)

(Cdp(Di,m) + CLD(Di,m)) (3.2)

where D(Si) is the set of data items required by Si and Di,m is the mth

element in D(Si). A Web service obtains these data items from the data
centre.

Similarly, the execution time for a component service is obtained by
Equation (3.3) and Figure 3.2:

Tservice(Si) = Tproc(Si) +
∑

Di,m∈D(Si)

TLD(Di,m) (3.3)

where TLD(Di,m) is the communication time for service Si to access Di,m.

3.3.3 Objective Function

In addition to the service-related cost and time, a Web service receives data
from a previous service in a composition through its inputs. Therefore, the
total cost of a composite service is obtained using Equation (3.4).



66 CHAPTER 3. DISTRIBUTED DWSC PROBLEM

Ctotal(CS) =
∑
Si∈SR

Cservice(Si) +
∑
k∈CL

CL(lk) (3.4)

where SR is the service repository and CL is the set of component services
in CS .

As mentioned in Chapter 2, in the presence of the parallel construct, the
execution time is calculated in a different way than the cost. A path form
Start toEnd is a sequence of services in the workflow and communication
links between them. Suppose that δ is the set of all paths in a composition
CS . ∆j is the execution time of path j. ∆j includes the time for executing
component services and the communication time of each link on path j.
∆j can be obtained through Equation (3.5):

∆j =
∑
Si∈Q

TS(Si) +
∑
lk∈L

TL(lk) (3.5)

whereQ and L are the set of component services and communication links
(between two consequence services) on path j, respectively. Hence, Ttotal,
the overall response time of CS , is calculated as the time of the most time-
consuming path in the composition as it is shown in Equation (3.6):

Ttotal(CS) = max
j∈δ
{∆j} (3.6)

The longest path time-wise from the start node to the end node is iden-
tified using the Bellman-Ford algorithm [24].

Finally, the goal is to minimise the function in Equation (3.7) by finding
the optimal composite services composed of individual services over a
given repository. Accordingly, the best solution is a composition with the
minimum value of F .

F (CS) = wT̂total(CS) + (1− w)Ĉtotal(CS) (3.7)

where T̂total and Ĉtotal are normalised values of Ttotal and Ctotal, respec-
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tively. w is a positive real weight.
The normalised attributes are obtained through following Equations:

T̂total =
Ttotal −minTtotal

maxTtotal −minTtotal
(3.8)

Ĉtotal =
Ctotal −minCtotal

maxCtotal −minCtotal
(3.9)

The lower bounds (i.e., minCtotal and minT total) are set to zero. The
upper bounds (i.e., maxCtotal and maxT total) are obtained by adding the
cost and time of all communication links and services in the repository,
respectively.

The user of the composite service can set the weight (w in Equation
(3.7) to specify the relative importance of total time and cost according to
their wish. Following other WSC research works [20, 54, 125, 204], we set
weight preferences to w = 0.5, to put equal importance on the time and
cost in the fitness function (note that the value of w can be chosen freely in
practice).

3.4 Benchmark Dataset

Experiments will be performed in Chapters 4, 5, 6 and 7 using WSC-2008
[11] and WSC-2009 [98] benchmark datasets. WSC-2008 and WSC-2009
contain eight and five repositories, respectively, with a varying number
of services. A taxonomy of concepts is provided for determining which
inputs and outputs are compatible and several service composition tasks
are also given per repository [11, 98]. These datasets were chosen because
they are the largest benchmarks that have been broadly exploited in the
WSC literature [30, 49, 54, 104, 159, 220];

To extend existing benchmark datasets for WSC (WSC2008 [11] and
WSC2009 [98]) and to add the location and bandwidth information, we
have employed two other datasets, i.e., WS-Dream [227] and Curtin [145].
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We have used the latitude and longitude of real-world services in WS-
Dream to specify a location to each Web service. Additionally, we have
used this information to obtain the geographical distance on the earth sur-
face between each pair of services in Subsection 3.4.1. Curtin dataset in-
cludes packets inter-arrival time and packets length and will be used to
define a bandwidth model in Subsection 3.4.2.

Since the original WSC datasets did not include QoS information for
any service, we have further obtained QoS settings, e.g. Tproc(Si) and
Csp(Si), from the QWS dataset [4]. Cdp is generated randomly in the in-
terval (0,1].

Finally, according to the previous discussion in this chapter, we require
two types of data: the data from a data centre and the data from a previ-
ous Web service output. The size of the first one is generated randomly
and assigned a location. The second one is set based on the input/output
number of each Web service, which is provided in benchmark datasets
WSC2008 and WSC2009.

3.4.1 Geographical Distance of Services

In this thesis, we employ geographical distance of services as a heuristic, to
design effective algorithms. Additionally, we obtain location information
of services and extend benchmark datasets to include this information. We
use the geographical distance, dj,k, between servers hj and hk on the earth
surface as the length of the communication link. Therefore, we employ a
simplified version of the haversine formula, shown in Equation (3.10) (Note
that several servers can be located on the same server).

dj,k = 2r × arcsin

× (

√
sin2 (

Latk − Latj
2

) + cos (Latj)cos(Latk) sin2 (
Longk − Longj

2
)

(3.10)
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where r is radius of the earth, Latj and Latk are latitudes of servers hj and
hk, and Latj and Latk are longitudes of the two servers, respectively.

3.4.2 Communication Bandwidth

In this section, we propose a method to obtain bandwidth values. We
calculate the bandwidth variations at one-minute intervals across a full
day using Curtin dataset [145], which includes packets inter-arrival time
and packets length. Thereafter, the maximum and the minimum value of
the observations are recorded. Maximum and minimum values indicate
the maximum and minimum available bandwidth for a communication
link (which correspond to the lowest and highest workloads, respectively).
Based on the maximum and minimum bandwidth observed, we set 20%
and 70% of the bandwidth range as thresholds on the bandwidth to de-
termine the percentage of time for a communication link to provide low,
medium and high bandwidth, which can be indicated respectively as pl,
pm and ph. Details on the calculation of the percentages are given in Exam-
ple 2 below:

Example 2. Suppose that Bm = 0 and BM = 10 are the minimum and max-
imum observed bandwidth values, respectively. There exist 1440 (24*60=1440)
observations per day. The bandwidth range is BM − Bm = 10. Therefore, the
threshold values are two and seven, and the low, average and high bandwidth
ranges are [0,2], (2,7] and (7,10], respectively. If the number of observations
within [0,2], (2,7] and (7,10] bandwidth ranges are 700, 300 and 440, respec-
tively, then pl, pm and ph are calculated as follows: pl = 700/1440 = 0.486,
pm = 300/1440 = 0.21 ph = 440/1440 = 0.305

To obtain a bandwidth value, a random number, r, is generated accord-
ing to the percentages pl, pm and ph obtained. Each communication link
will have a bandwidth value according to the percentage obtained. The
link is assigned with the minimum available bandwidth if r ≤ pl. Simi-
larly, the maximum and the average bandwidth are assigned to the link if
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pl < r ≤ pm and pm < r ≤ ph, respectively. However, two servers might be
connected through a multi-hop link. To obtain the bandwidth of a multi-
hop communication link, we independently obtain bandwidth values for
each sub-link and their minimum is treated as the main communication
link’s bandwidth. The number of hops between each pair of servers has
been obtained from the network topology map of Sprint. In our band-
width calculation, a multi-hop communication link is more likely to have
low bandwidth. This is consistent with the findings in the literature [168].
After the bandwidth has been sampled for each communication link, the
transfer time can be calculated using Equation (3.1).

The bandwidth value obtained in this subsection, will be employed
during the static WSC. However, for the dynamic WSC, a set of bandwidth
samples will be generated (details can be found in Chapter 7).

3.5 Chapter Summary

In this chapter, we defined the distributed DWSC problem. In particu-
lar, we proposed a model for the distributed DWSC problem that con-
siders the location of services and the communication among them. We
explained how we obtained communication, data, and service-related at-
tributes. To set up benchmark datasets for the distributed DWSC for ex-
perimental evaluations, we proposed a method to obtain location infor-
mation form a real-world dataset as well as a simulation model to obtain
the bandwidth values of each communication link.



Chapter 4

Single-Objective Distributed
DWSC Methods

In this chapter, we will propose new and effective methods to the single-
objective distributed DWSC. We will design Memetic Algorithms (MAs),
which employ domain knowledge during the initialisation (Cluster-guided
MA) of the EC algorithm, during the local search and within crossover
operators (Distance-guided MA).

4.1 Introduction

Existing approaches to WSC employ general EC operators [51, 54]. They
assign crossover points randomly without considering any problem-
knowledge in particular knowledge regarding which part of the solutions
should be preserved to the next generation. The following objectives will
be considered in this chapter:

1. To propose an effective initialisation for the GA using a clustering
technique;

2. To propose effective crossover operators for GA which can find high-
quality composite services through reducing time while executing
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composite services. Based on these crossover operators, we will pro-
pose the distance-guided MA for distributed DWSC. Two different
heuristics, namely the distance between services and the longest com-
mon sub-sequence, will be developed to create crossover operators;

3. To propose two efficient local search strategies by exploiting the dis-
tance information. A Memetic Algorithm, called flexible distance-
guided MA, will be proposed based on the two strategies. Thor-
ough comparisons of the two strategies and with an existing local
search for a very similar problem (i.e., fully-automated WSC) ) will
be conducted to show the effectiveness of the proposed Memetic Al-
gorithm;

4. To perform empirical experiments that demonstrate the effectiveness
of explicitly considering communication distance between any re-
lated services while optimising the composite service. We will specif-
ically study the initial population in cluster-guided MA and EC op-
erators in distance-guided and flexible distance-guided MAs. The
newly developed crossover and local search operators, including the
distance-guided crossover and the flexible local search, will be ex-
plored further in Chapters 5, 6 and 7.

4.2 Chapter Organisation

The chapter is organised as follows: The cluster-guided MA is presented
in Section 4.3. Section 4.4 discusses the distance-guided MA with new
crossover operators. New local search procedures and neighbourhood
finding strategies are presented in Section 4.5. Evaluations and results are
presented in 4.6. Finally, Section 4.7 summarises this chapter.
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4.3 Cluster-Guided Memetic Algorithm

In the literature, the initial population of MA is mainly generated at ran-
dom. The cluster-guided MA exploits the distributed nature of services to
generate the initial population for the MA. To build up the initial popula-
tion, services are clustered according to their geographical locations using
k-means clustering. Afterwards, the MA creates solutions in each cluster.
In this way, the algorithm encourages composite services to use locally lo-
cated component services to find composite services with low communi-
cation cost and time (by using services which are located near each other).
This is important because communication delay and cost depend on the
distance between services. To this aim, we propose to build the initial
population within each cluster instead of the repository.

The outline of the proposed approach is shown in Figure 4.1. Se-
quences of services are created within each cluster only by using those
services in the same cluster. Each sequence has the same size as that clus-
ter. Each sequence is then given to the decoding process which converts
them to the corresponding workflow (Subsection 2.3). The fitness is then
calculated for each workflow and the most appropriate candidates are se-
lected. Finally, the whole process is repeated after applying the crossover,
mutation and local search operators on the corresponding sequences (Sub-
section 4.3.1).

Repository

Cluster 
1

Cluster 
2

Cluster 
n

…

…
.

…
.

…
.

weight 1

Crossover

Mutation 

Local 
search

…
.

if stopping criteria not met

clustering initialisation decoding selection

weight 2

weight n

Figure 4.1: Steps of the cluster-guided GA
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The pseudo-code of cluster-guided MA for distributed DWSC is pre-
sented in Algorithm 4. After the clustering is performed, the mean fit-
ness value is calculated for each cluster (the mean fitness of all solutions’
workflows). Clusters are sorted according to their mean fitness values and
then are given weights so that clusters with better fitness value gain more
weight and more chances for their individuals to be selected for crossover,
mutation and local search operators.

Algorithm 4 Cluster-guided MA for service composition
INPUT: Service Repository
OUTPUT: A Service Composition Solution, BestF itness

1: Apply clustering to the service repository and generate n clusters;

2: Generate permutations (solutions) within each cluster;

3: Decode permutations into workflows (Subsection 2.3);

4: Calculate mean fitness of each cluster (mean value of all workflows inside the

cluster) and assign the value to permutations in that cluster;

5: while the maximum number of generations not reached do
6: Among all clusters, select permutations based on their assigned fitness

value using roulette wheel selection operator [79];

7: Apply crossover, mutation and local search operators to generate new per-

mutations;

8: Decode all newly generated permutations and calculated fitness;

9: if fitness is better than Bestfitness then
Bestfitness=fitness;

10: end if
11: end while

return Composite service with Bestfitness.

The probability of a cluster being selected is obtained by Equation (4.1):

pi =
fi∑C
j=1 fj

(4.1)

where C is the number of clusters and fi is the average fitness for cluster
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i.
Crossover, mutation and local search operators are discussed in Sub-

section 4.3.1. The crossover operator is first applied among clusters to
interchange services between clusters. In the next generations, solutions
are selected based on their individual fitness values.

4.3.1 Evolutionary Operators for Cluster-guided MA

In this subsection, we present EC operators used in the cluster-guided MA
for the distributed DWSC. These operators mainly focus on modifying the
order of the services in the sequence to produce better solutions.

For the mutation operator, one solution is selected from the population
and then two services are swapped in the solution sequence. Consider
Figure 4.2 as an example of the mutation operator, where services S3 and
S8 are randomly selected on the parent and swapped to produce the child.

S1 S2 S3 S4 S5 S6 S7 S8 S9 S10

Parent

Child

S1 S2 S8 S4 S5 S6 S7 S3 S9 S10

Figure 4.2: Mutation operator, two random Web services are chosen from
parent and swapped to generate child.

We use the index crossover [57] employed for a very similar problem
(i.e., fully-automated WSC) in [54], where a random crossover point for
each parent is determined (i.e., indices are independently chosen for the
two parents). Subsequently, each parent is split from the index point into
two sub-sequences (i.e., a prefix and a suffix). To generate offspring se-
quences, a parent is embedded within the prefix and the suffix of the other
parent. Figure 4.3 illustrates an example of this crossover operator.
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The local search operator, illustrated in Figure 4.4, repeatedly creates
neighbours of the current sequence [51]. The pseudocode of the local
search is presented in Algorithm 5. The input of the local search procedure
is a Web service composition sequence. This procedure randomly chooses
a service in the sequence. Subsequently, it swaps the selected service with
all of the other services in the sequence, each time creating a different se-
quence. Each sequence is decoded into a composite Web service DAG and
evaluated. The DAG with the best fitness is chosen to replace the original
sequence.
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S1 S2 S8 S9 S10 S11 S12 S13 S3 S4 S5 S6 S7

S8 S9 S10 S11 S12 S1 S2 S3 S4 S5 S6 S7 S13

Figure 4.3: Index crossover for WSC [54].

4.3.2 Clustering of Web services

We have used a modified version of the standard K-means algorithm to
produce clusters of equal size, which is presented in Algorithm 6. This
version of K-means tries to produce clusters with a similar size (a cluster
with a small number of services most likely produces functionally infeasi-
ble solutions). The algorithm regularly checks whether each cluster is full
or not.
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S1 S2 S3 S4 S5 S6 S7 S8 S9

S4 S2 S3 S1 S5 S6 S7 S8 S9

Parent

Neighbour 1

S1 S4 S3 S2 S5 S6 S7 S8 S9 Neighbour 2

S1 S2 S4 S3 S5 S6 S7 S8 S9 Neighbour 3…
Figure 4.4: Local search operator [54]

Algorithm 5 Local Search procedure
INPUT: a service sequence (Z)
OUTPUT: Best sequence

1: Best fitness = F (Z);
2: Best sequence=Z ;
3: Randomly select a service, S, in Z ;
4: for each service S ′ in Z do
5: Swap S with S ′ to obtain sequence Z ′;
6: Decode and evaluate Z ′ ;
7: if F(Z ′) < Best fitness then
8: Best fitness=F (Z ′);
9: Best sequence=Z ′;

10: end if
11: end for

return Z ′;

4.4 Distance-Guided Memetic Algorithm

GAs rely heavily on crossover operators to derive an offspring popula-
tion by combining parts of existing solutions. In this section, we design
distance-guided crossover operators to generate new offspring compos-
ite services that eliminate bottleneck communication links (i.e., the longest
link between two adjacent services in a composite service). In distributed
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Algorithm 6 Equal-size K-means clustering for cluster-guided MA.
INPUT: Repository, Pairwise haversine distance of services
OUTPUT: A set of non-overlapped clusters

1: Initialisation phase
2: Set the cluster size;
3: Initialise the mean of each cluster by random services;
4: Calculate δ for each service (δ = distance to the nearest cluster mean - distance

to the farthest cluster mean);
5: Order services by δ value;
6: Go through the ordered services and assign each service to its nearest cluster

(if a cluster is full, consider the next nearest cluster).
Iteration phase

7: for each cluster do
Compute the new mean;

8: end for
9: for each service do

Compute δ;
10: end for

Sort services based on δ;
11: for each service based in the sorted list do
12: for each other cluster, by service gain, unless already moved do
13: if there is a service wanting to leave the other cluster and this swap

yields and improvement then
Swap the two services;

14: end if
15: if the service can be moved without violating size constraints then

Move it;
16: end if
17: if the service was not moved then

Add to outgoing transfer list;
18: end if
19: end for
20: end for
21: if no more transfers were done (or max iteration threshold was reached) then

Terminate.
22: end if
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DWSC, bottleneck links determine to a large extent the QoS of a compos-
ite service [33]. We further develop a service composition algorithm with
new crossover operators that not only resolves bottleneck links but also
preserves promising common sub-components in existing solutions while
using them to build new composite services. To this aim, we propose a
heuristic named the longest common sub-sequence (LCS). All of the above
crossover operators will be examined in Section 4.6.

In this subsection, we propose three different crossover operators
for the distributed DWSC and study their performance in MA. These
crossover operators are distance-guided single-point, distance-guided
double point and distance-guided LCS.

Algorithm 7 presents the pseudocode of the distance-guided MA. The
initial population is created by randomly ordering all the services in the
repository to form sequences. At line 2, the decoding process is performed
(see Subsection 2.3), after which solutions are evaluated using the fitness
function (Section 3.3). Elite solutions are copied to the next generation (line
4). Solutions chosen by a tournament selection (line 5) are involved in the
crossover operator (line 6). One of the crossover operators (see Subsection
4.4.1) is used to produce offspring solutions. Subsequently, the mutation
and local search are applied to the offspring solutions (lines 7 and 8). These
two operators are the same for cluster-guided and distance-guided MAs
(for details see Subsection 4.3.1). Distance-guided crossover operators can
produce long sequences with duplicated services. Therefore, redundant
services are removed from the sequence of newly generated solutions after
the decoding process. The above steps are repeated until the predefined
number of generations is reached.

4.4.1 Crossover Operators for Distributed DWSC

In this section, we first introduce the distance-guided single-point crossover
operator. We then define the longest common sub-sequence (LCS) heuristic
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Algorithm 7 Distance-guided MA for distributed DWSC
INPUT: Service Repository (R ), Task (T ), Number of Generations (G)
OUTPUT: A Service Composition Solution

1: Generate N sequences with randomly ordered services inR;
2: Decode each sequence into a workflow and calculate the fitness;
3: while number of iterations < G do
4: Find e elite solutions and copy them to the next generation;
5: Use tournament selection to select individuals based on their fitness values;
6: Apply a distance-guided crossover operator to the tournament winners, to gen-

erate N offspring solution;
7: Apply mutation operator to the offspring solutions;
8: Apply local search operator to the offspring solutions;
9: Decode all newly generated solutions (remove redundant services) and calculate

their fitness;
10: end while

return Sequence With the Best F itness;

and enhance the crossover with the LCS heuristic to preserve good sub-
solutions (or building blocks) in offspring solutions.

New crossover operators are created based on the Index Crossover [54]
(for details, see Subsection 4.3.1). This crossover is chosen because it has
been effective in WSC with sequence representation [54]. However, this
crossover does not employ any heuristics to produce effective offspring
solutions. Moreover, this crossover selects the crossover point randomly
without any consideration of domain knowledge.

Three distance-guided crossover operators are developed to utilise the
distance information. It is expected that our proposed MA with these
crossover operators outperforms existing algorithms in terms of both ef-
fectiveness and efficiency.

Distance-guided single-point crossover: this crossover uses the location
of services as the key factor in determining the crossover point. As illus-
trated in Figure 4.5, this crossover is very similar to the index crossover.
However, in this crossover, the crossover point is selected based on the
distance of services to each other. The largest distance in Parent1 is 150km
which is between service S3 and service S4, and 140km for Parent2 be-
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tween service S10 and service S11. This crossover aims to enhance the fit-
ness of the offspring solutions by eliminating the longest links of parents.
To achieve this goal, the crossover point is set at the longest communica-
tion link expecting to reduce the inter-service distance and improving the
QoS.
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Figure 4.5: Distance-guided single-point crossover

Distance-guided double-point crossover: the crossover point in each
parent is chosen based on the first and second longest distances between
any pair of consecutive services. Using these two crossover points, each
parent is split into three parts. To produce children (offspring solutions),
parts of the first parent are combined with those of the second parent, one
in between. An example of the distance-guided double-point crossover
operator is illustrated in Figure 4.6. Two offspring solutions differ from
each other in the order of combination. The diversity in the population is
expected to increase by combining different-size parts.

Distance-guided LCS crossover: as illustrated in Figure 4.7, a heuristic
is incorporated in this crossover operator to preserve the promising part
of each parent. This heuristic uses the longest sub-sequence of services
which appears in both parents and, therefore, is called the longest common
sub-sequence (LCS). The LCS is inherited directly by their children with-
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Figure 4.6: Distance-guided double-point crossover

out any change. The crossover point is selected in the same way as the
distance-guided single-point crossover operator except that this point can-
not be inside the LCS. This is to avoid any change to LCS so that children
can easily preserve good sub-solutions embedded in the LCS. Resulted
sequences have redundant services which will be removed after the de-
coding process.

4.5 Flexible Local Search for Distributed DWSC

Despite the recent success of MA on WSC problems [46], only primitive
forms of local search borrowed from algorithms designed for other rele-
vant problems have been applied to DWSC [94, 149, 220]. A neighbour-
hood structure of local search specifies how to manipulate a solution to
generate a neighbour solution which can outperform the original solu-
tion. We design problem-specific approaches for the distributed DWSC
to address those issues.

In this section, we propose new local search strategies to be combined
with the distance-guided MA. The GA algorithm is effectively hybridised
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Figure 4.7: Distance-guided LCS crossover (the longest common sub-
sequence is identified with grey).

with local search techniques designed based on the location information
of Web services. Two neighbourhood creating strategies are designed us-
ing the location information of services giving rise to three different lo-
cal search processes for the distributed DWSC problem, (i.e., DistanceCR-
LCS-I, DistanceCR-LCS-II and DistanceCR-LCS-Flexible). The first and
second local search processes employ one neighbourhood creating strat-
egy. DistanceCR-LCS-II allows big changes to be applied to previously
evolved composite services. The DistanceCR-LCS-Flexible employs a
combination of the two strategies. The local search processes designed
in this section replaces the local search step in Algorithm 7.

4.5.1 Neighbourhood Creating Strategies for Distributed

DWSC

In this subsection, the local search aims to avoid long communication
links, which lead to an increase in the overall communication time and
cost. To demonstrate the proposed local search strategies an example of a
solution is illustrated in Figure 4.8, where, the longest communication link
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S7

S4S6
S1

S5S3
S2S8
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80km180
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Start End

Figure 4.8: An example of a composite service and the bottleneck

of the solution and its two corresponding services, i.e., Web services S1 and
S6, are shown inside the dashed area. If we can eliminate this link or re-
place it and the two services by another alternative sub-path that performs
the same task but with a shorter communication link, we can enhance the
total quality of the solution.

The first strategy, Strategy-I, is to replace service S6 in the example in
Figure 4.8 by an alternative service provided that its output(s) can satisfy
the input(s) of S1. If at least some of those services are probably located in a
shorter distance to S1, the local search improves the quality of the solution.
Suppose that there are four services in the repository that can perform the
same functionality as S6 (i.e., S11, S15, S16 and S19). New neighbours are
created each time by replacing S6 with one of those services, as shown
in Figure 4.9(a). Moreover, a prefix including random services from the
repository (except those in the sequence) is attached to the beginning of
neighbour sequences. As shown in [54], adding the prefix to the neigh-
bour solutions is important for diversifying the composite services in the
neighbourhood.

Referring to Figure 4.9(b), Strategy-II is to consider alternatives for the
whole sub-path identified within the red dashed area in Figure 4.8, which
includes S1, S6 and their communication link. Rather than replacing Web
service S6, which forces us to consider only feasible services that can fol-
low immediately service S1, we first replace Web service S1. The justifica-
tion of this local search is that if S1 itself is located on a very distant server,
(which is most likely), solution quality can be improved by avoiding that.
Therefore, in this local search, alternative services are discovered to re-
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Figure 4.9: Local search strategies (a) Strategy-I, and (b) Strategy-II.

place S1. This causes changes in a relatively larger part of a solution rather
than a single Web service. Recall that the backward decoding process (see
Chapter 2) generates a DAG from End to Start. In this example (Figure
4.9(b)), service S7 is added to the composite service first. Next, service S4

and service S5 are connected. Afterwards, service S3 is added. However,
to eliminate the bottleneck link, service S1 must be avoided. Therefore,
the local search algorithm considers alternative services of S1 that can also
satisfy the inputs of service S4. Hence, upon creating neighbours, the de-
coding process creates four new solutions. Each solution is created by
connecting one of the four services to service S4.
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4.5.2 Flexible Local Search Process for Distributed DWSC

We examine both strategies (see Subsection 4.5.1) in the local search of
the memetic algorithm for distributed DWSC. The local search procedure
is represented in Algorithm 8. A composite service (current solution) is
sent to the local search procedure after it has been selected. Exploring the
neighbourhood of the solution is performed either by one of the strate-
gies (explained in Algorithm 8) or by a combination of them where each
strategy generates half of the neighbour solutions. Neighbours are eval-
uated and the one with the best fitness value replaces the original so-
lution. If there are no improvements in neighbours, no replacement is
performed. The hybridisation of the three local search techniques with
distance-guided MA results in DistanceCR-LCS-I, DistanceCR-LCS-II and
DistanceCR-LCS-Flexible, which will be examined in Section 4.6.

Algorithm 8 Flexible Local Search Process for distributed DWSC
INPUT: Current Solution, Nl(NeighbourhoodSize), Service Repository
OUTPUT: Neighbouring Solution

1: Generate Nl neighbours for Current Solution using Strategy-I (or Strategy-II) neigh-
bourhood strategy, or Nl/2 neighbours for Current Solution using Strategy-I and
Nl/2 neighbours for Current Solution using Strategy-II neighbourhood strategy
(flexible local search);

2: Evaluate all neighbours;
3: if Best Neighbour’s fitness is better than Current Solution’s fitness then
4: Current Solution=Best Neighbour;
5: end if

return Current Solution;

4.6 Evaluations

In this section, we present the evaluation settings in Subsection 4.6.1. We
then evaluate and discuss cluster-guided and distance-guided MAs in
Subsections 4.6.2 and 4.6.3, respectively. Finally, the evaluation and the
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discussion on flexible MA is provided in Subsection 4.6.4.

4.6.1 Parameter Settings and Datasets

For all methods in this chapter, the size of the initial population and num-
ber of generations are 100 and 30, respectively. Local search, mutation
and crossover rates are 0.05, 0.05 and 0.95, respectively. These parameters’
values were chosen based on popular settings discussed in the literature
[99, 170, 204]. Following the literature [99], tournament selection of size
two is adopted as the strategy for choosing candidate solutions for local
search, mutation and crossover operators in all methods. Elitism with size
two is applied.

Since EC algorithms are stochastic, all algorithms are run 30 times, each
time with a different random seed. We then employ the Wilcoxon rank-
sum statistical test (U-test) with a significance level of 5% to confirm the
observed difference in the average of the fitness value. We have imple-
mented all competing algorithms in Java 8. Experiments were conducted
on a desktop computer with 8 GB RAM and an Intel Core i7-4790 and
3.6GHz processor running Linux Arch 4.9.6. We used the implementa-
tion of GA provided by the ECJ toolkit (Java evolutionary computation)1.
Github links for the full implementation of all proposed algorithms have
been provided 2.

We employ the datasets set up in Chapter 3 for empirical evaluations,
which include bandwidth value, data, and location information of ser-
vices.

1https://cs.gmu.edu/eclab/projects/ecj/
2https://github.com/soheilasadeghi
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4.6.2 Evaluation of Cluster-guided and Distance-guided

MAs

To examine the importance of using domain-knowledge in generating
an effective initial population, we first compare the cluster-guided MA
against the Simple-MA [54]. Simple-MA was first proposed to address
the centralised WSC in [54]. However, we update it to use our objective
function. Therefore, the difference between the two algorithms is that the
cluster-guided MA employs the clustering for producing the initial popu-
lation, which is expected to result in a better performance.

For the cluster-guided MA, various sizes of clusters (20, 30, 40, 50 and
100) have been considered and the best results have been reported in Ta-
ble 4.1. Additionally, we examine the three newly designed crossover
operators in Section 4.4. Therefore, four MAs which only differ in their
crossover operator are compared: Simple-MA (employs index crossover
in Subsection 4.3.1), DistanceCR-I (MA with single-point distance-guided
crossover operator), DistanceCR-II (MA with a double-point distance-
guided crossover operator), and DistanceCR-LCS (MA with the distance-
guided LCS crossover operator). These experiments also help us to iden-
tify the most effective crossover operator for the distributed DWSC prob-
lem and employ that in future experiments (Note that we compare and
combine cluster-guided and distance-guided MAs in Chapter 5).

4.6.3 Discussions on Cluster-guided and Distance-guided

MAs

Comparing cluster-guided and simple-MA in the first two columns
of Table 4.1 indicates that cluster-guided MA which employs domain-
knowledge in generating the initial population achieves better results.
Simple-MA randomly generates the initial population. The next gener-
ations are built based on the initial population. If the initial population is
carefully created, as in cluster-guided MA, the algorithm is more likely to
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find high-performance composite services.

Table 4.1: Mean fitness values and standard deviations per 30 runs. Signif-
icantly better values in all four comparisons are highlighted (U-test with
the significance level 0.05) (Note: the lower the fitness the better).

Task (SR size) Simple-MA[54] Cluster-MA DistanceCR-I DistanceCR-II DistanceCR-LCS
WSC8-1 (158) 0.55± 0.09 0.46± 0.04+ 0.45± 0.01 0.42 ± 0.04 0.41 ± 0.12

WSC8-2 (558) 0.52± 0.1 0.44± 0.14+ 0.46± 0.03 0.42 ± 0.05 0.42 ± 0.02

WSC8-3 (604) 0.54± 0.1 0.53± 0.03 0.51± 0.04 0.48± 0.01 0.44 ± 0.02

WSC8-4 (1041) 0.53± 0.2 0.5± 0.09 0.48± 0.1 0.44± 0.08 0.4 ± 0.01

WSC8-5 (1090) 0.54± 0.1 0.52± 0.2+ 0.5± 0.04 0.49± 0.1 0.46 ± 0.16

WSC8-6 (2198) 0.58± 0.13 0.56± 0.08+ 0.57± 0.01 0.55± 0.02 0.46 ± 0.22

WSC8-7 (4113) 0.57± 0.01 0.55± 0.236+ 0.59± 0.01 0.58± 0.04 0.54 ± 0.02

WSC8-8 (8119) 0.54± 0.08 0.49± 0.04+ 0.53± 0.02 0.44 ± 0.09 0.45± 0.05

WSC9-1 (572) 0.59± 0.03 0.54± 0.23+ 0.55± 0.03 0.57± 0.07 0.53 ± 0.02

WSC9-2 (4129) 0.56± 0.01 0.51± 0.04+ 0.5± 0.002 0.46 ± 0.1 0.47± 0.02

WSC9-3 (8138) 0.55± 0.09 0.54± 0.04 0.52± 0.06 0.52± 0.09 0.5 ± 0.06

WSC9-4 (8301) 0.539± 0.08 0.51± 0.04 0.525± 0.01 0.48 ± 0.01 0.47 ± 0.09

WSC9-5 (15211) 0.58± 0.09 0.46± 0.04+ 0.49± 0.02 0.51± 0.02 0.42 ± 0.03

According to Table 4.1, the cluster-guided MA for distributed DWSC
obtains significantly better values compared to the MA for distributed
DWSC for 69 % of the tasks (Significantly better values are shown with
“+” for each task). For example, for WSC8-6, the cluster-guided MA has
achieved 0.56 while the simple-MA has achieved the average fitness of
0.58.

Table 4.1 also presents results for distance-guided MA. Bold values in
each column indicate that the corresponding method has outperformed
all the other four methods. Two bold columns for a task state that both
methods equally outperform the other three methods. For example, for
task WSC8-3, DistanceCR-LCS is significantly better than the four al-
gorithms; however, on WSC8-2, both DistanceCR-LCS and DistanceCR-
II significantly outperform the other three methods. This also demon-
strates that there was no significant difference between DistanceCR-LCS
and DistanceCR-II on WSC-8-2.

Overall, results show that utilising distance-guided crossover opera-
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Figure 4.10: Mean fitness values over 30 runs for tasks WSC8-3 (left) and
WSC9-4 (right). (Cluster-MA evaluation is truncated at 5000 instead of dis-
playing up to 10,000 as the variation in values is minimal after this point.)

tors in general performed better than Simple-MA and Cluster-MA. Ta-
ble 4.1 clearly demonstrates the importance of eliminating bottleneck
and preserving good sub-solutions using crossover operators. Further,
DistanceCR-LCS method performed the best among the five methods, be-
cause of its capability of maintaining valuable sub-solutions embedded in
the LCS and simultaneously employing distance information.

Additionally, DistanceCR-II performed mostly better than DistanceCR-
I. This implies that increasing the diversity between offspring chromo-
somes and their parents can improve the effectiveness of MAs. The combi-
nation of cluster-guided MA and distance-guided MA will be investigated
in Chapter 5.

Figure 4.10 illustrates the mean fitness values over 30 runs for tasks
WSC8-3 and WSC9-4, where, for both tasks, Cluster-MA outperformed
Simple-MA in the early stages of the evolutionary process. Task WSC9-4
includes more services resulting in longer service sequences to be evalu-
ated which demand more evaluations during the local search process.
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4.6.4 Evaluation of Flexible Distance-guided MA

After confirming the distance-guided LCS as the most effective crossover
operator among other proposed methods, in Subsection 4.6.2, it is de-
sirable to examine distance-guided local search operators introduced in
Section 4.5. Therefore, in this subsection, we use three competing algo-
rithms: 1) DistanceCR-LCS-I, which only employs Strategy-I for build-
ing up neighbour solutions in the local search; 2) DistanceCR-LCS-II,
which only employs Strategy-II for building up neighbour solutions in
the local search; 3) the flexible distance-guided MA for distributed DWSC
(DistanceCR-LCS-Flexible), which employs both Strategy-I and Strategy-
II; and 4) the distance-guided LCS MA (DistanceCR-LCS-0), which does
not use any distance-guided local search but the local search introduced
in Subsection 4.3.1. In fact, DistanceCR-LCS-0 is the same as DistanceCR-
LCS in Subsection 4.6.2. All of the methods employ the same mutation op-
erator as explained in Subsection 4.3.1 and distance-guided LCS crossover
operator. Therefore, the three methods only differ in their local search op-
erator.

Neighbourhood size for local search is 20 for DistanceCR-LCS-I,
DistanceCR-LCS-II and DistanceCR-LCS-Flexible; however, DistanceCR-
LCS-0 does not have a fixed neighbourhood size because it depends on
the length of the sequences, i.e., the number of services in the sequence.
Other parameters share the settings described in Subsection 4.6.1.

Table 4.2 shows the mean solution fitness and standard deviation
for the 30 independent runs of each approach. The quality of solu-
tions produced by using DistanceCR-LCS-Flexible is generally surpass-
ing the results of the other MAs. Further, comparing DistanceCR-LCS-
I and DistanceCR-LCS-II indicates that DistanceCR-LCS-II outperforms
DistanceCR-LCS-I in terms of fitness. This can be explained in the local
search that DistanceCR-LCS-I uses, which is more restrictive. On the other
hand, DistanceCR-LCS-Flexible has achieved the best results due to its use
of flexible operators.
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Table 4.2: Mean fitness values and standard deviations per 30 runs. The
significantly better values are shown in bold for each task (U-test with
significance level of 0.05 is applied). (Note: the lower the fitness the better)

Task DistanceCR-LCS-0 DistanceCR-LCS-I DistanceCR-LCS-II DistanceCR-LCS-Flexible
WSC8-1 0.41± 0.12 0.42± 0.02 0.4± 0.1 0.39 ± 0.03
WSC8-2 0.42± 0.02 0.46± 0.04 0.41 ± 0.01 0.41 ± 0.02
WSC8-3 0.44± 0.02 0.48± 0.02 0.44± 0.03 0.43 ± 0.01
WSC8-4 0.4 ± 0.01 0.41± 0.01 0.41± 0.03 0.4 ± 0.06
WSC8-5 0.46± 0.16 0.48± 0.04 0.46± 0.2 0.45 ± 0.22
WSC8-6 0.46 ± 0.22 0.51± 0.15 0.47± 0.03 0.47± 0.05
WSC8-7 0.54± 0.02 0.56± 0.02 0.53± 0.09 0.52 ± 0.2
WSC8-8 0.45 ± 0.05 0.48± 0.08 0.46± 0.2 0.46± 0.1
WSC9-1 0.53± 0.02 0.56± 0.05 0.51± 0.03 0.5 ± 0.02
WSC9-2 0.47± 0.02 0.5± 0.01 0.46± 0.2 0.45 ± 0.2
WSC9-3 0.499± 0.06 0.523± 0.001 0.48± 0.05 0.48 ± 0.16
WSC9-4 0.47 ± 0.09 0.51± 0.21 0.5± 0.2 0.46 ± 0.1
WSC9-5 0.42 ± 0.03 0.48± 0.06 0.46± 0.1 0.46± 0.12

Further, results of DistanceCR-LCS-0 in Table 4.2 show that this is the
second-best MA among all competing methods. For example, on task
WSC8-1, the fitness achieved by the DistanceCR-LCS-Flexible was signif-
icantly better than the other methods. For WSC8-3, there was no signif-
icant difference among all algorithms. However, according to Table 4.2,
on WSC8-8, WSC9-4 and WSC9-5, DistanceCR-LCS-0 has produced better
results. This is because of the large neighbourhood size of DistanceCR-
LCS-0 since that local search swaps a service from all other services in the
sequence and each time creates a new neighbour solution. Therefore, the
sequences Neighbourhood size in this method is not fixed but depends on
the number of Web services in the sequence (unlike the two other meth-
ods). For example, for task WSC9-5 the average neighbourhood size for
30 runs is 90. On the other hand, a large neighbourhood size can cause an
increase in the execution time. Therefore, we have also compared meth-
ods in terms of both execution time and the results in Table 4.3. This table
demonstrates that DistanceCR-LCS-0 requires extra execution time com-
pared to other methods.
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Table 4.3: Mean execution time [seconds] for each approach per 30 runs.

Task DistanceCR-LCS-0 DistanceCR-LCS-I DistanceCR-LCS-II DistanceCR-LCS-Flexible
WSC8-1 0.5± 0.06 0.42 ± 0.12 0.45± 0.06 0.43± 0.03
WSC8-2 0.57± 0.13 0.42± 0.14 0.42± 0.02 0.4 ± 0.02
WSC8-3 1.32± 0.07 1.1 ± 0.42 1.2± 0.04 1.2± 0.02
WSC8-4 0.7± 0.02 0.71± 0.01 0.73± 0.04 0.71± 0.02
WSC8-5 0.98 ± 0.11 1.11± 0.04 1.01± 0.35 1.02± 0.36
WSC8-6 5.52± 0.49 4.1 ± 0.15 4.45± 0.15 4.45± 0.17
WSC8-7 2.64± 0.23 2.16± 0.02 2.16± 0.05 2.2± 0.19
WSC8-8 5.68± 0.48 5.13 ± 0.31 5.4± 0.2 5.18± 0.12
WSC9-1 0.46± 0.01 0.45± 0.02 0.46± 0.09 0.44 ± 0.01
WSC9-2 4.18± 0.32 4.02± 0.01 4.1± 0.2 4.02± 0.02
WSC9-3 4.32± 0.2 4.32± 0.001 4.15± 0.3 4.09 ± 0.02
WSC9-4 29.85± 0.48 4.8± 0.21 5.1± 0.3 4.04 ± 0.39
WSC9-5 6.14± 0.19 4.65± 0.36 4.2 ± 0.1 4.15 ± 0.12

Table 4.4: Average improvements over 30 runs, made by each local search
strategy in DistanceCR-LCS-Flexible .

Task Local Search
Strategy-I

Local Search
Strategy-II

No
Improvements

WSC8-1 4% 52% 44%
WSC8-2 1% 47% 52%
WSC8-3 3% 51% 46%
WSC8-4 2% 39% 59%
WSC8-5 4% 47% 49%
WSC8-6 3% 50% 47%
WSC8-7 1% 39% 60%
WSC8-8 1% 44% 55%
WSC9-1 4% 40% 56%
WSC9-2 3% 35% 62%
WSC9-3 3% 56% 41%
WSC9-4 4% 42% 54%
WSC9-5 0% 50% 50%

Discussions on the Flexible Distance-Guided MA

Our experimental evaluations in Tables 4.2 and 4.3 show that DistanceCR-
LCS-Flexible produces better results than other existing methods.

Additionally, the effectiveness of the two local search strategies
(Strategy-I and Strategy-II) in DistanceCR-LCS-Flexible has been com-
pared in Table 4.4 in terms of the number of improvements they made.
According to Table 4.4, Strategy-II has made significantly more improve-
ments than Strategy-I. This demonstrates that it has been able to produce
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Figure 4.11: Mean fitness values for WSC8-3 (left) and WSC9-4 (right)
(Note: the smaller the fitness the better)

enhanced neighbours for the majority of the time. For example, for WSC8-
1, in 47% of local recalls, improvements have been made by Strategy-II.
Only over 4% of the cases the local search Strategy-I has made improve-
ments. In 51% of cases, neighbour solutions outperformed the current
solution. Strategy-II does not restrict itself to include the Web service in
the solution which serves as the source node of the longest communica-
tion link. If the Web service is located on a very distant place, including it
in the composition can prevent the actual improvement in the solution.

Unlike DistanceCR-LCS-0, DistanceCR-LCS-I, DistanceCR-LCS-II and
DistanceCR-LCS-Flexible employ the distance information as the heuris-
tic in local search. Moreover, according to Table 4.2, DistanceCR-LCS-0
outperforms DistanceCR-LCS-I in most cases. The neighbourhood size
for local search in the DistanceCR-LCS-0 is large, which leads to a good
performance at the cost of execution time. Meanwhile, DistanceCR-LCS-
II, which combines Strategy-I and Strategy-II strategies, outperforms both
DistanceCR-LCS-0 and DistanceCR-LCS-I. Additionally, DistanceCR-LCS-
I has a shorter execution time than DistanceCR-LCS-0. WSC8-3 and
WSC9-4 have been used to compare all methods in terms of their speed
of convergence as shown in Figure 4.11.

An example solution for WSC8-2 before and after undergoing local
search Strategy-II is illustrated in Figure 4.12. The Web service S9 was re-
placed by the combination of two services, S10 and S11. This shows that the
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Figure 4.12: Example of a solution (a) before (b) after, applying local search
strategy Strategy-II.

link between S9 and S1 in Figure 4.12(a) has been identified as the longest
communication link in the composite service. Although the number of
services has grown in Figure 4.12(b) after applying local search, the total
communication cost and time are improved. Therefore, this local search
has led to an improvement in fitness value.

4.7 Chapter Summary

In this chapter, we proposed effective MAs for the single-objective dis-
tributed data-intensive Web service composition problem. The location
information was used for a variety of purposes. For example, for gen-
erating initial population in cluster-guided MA in Section 4.3, construct-
ing effective crossover operators in distance-guided MA in Section 4.4, or
designing problem-specific local search strategies in DistanceCR-LCS-0 in
Section 4.5.

In the cluster-guided MA, the initial population, based on which the
rest solutions are generated, is carefully designed. That is, instead of
blindly generating a set of random initial solutions, the location informa-
tion is used to design a sensible initial population. In this way, the com-
munication time and cost among services is reduced, which in turn, helps
to improve the overall QoS value of the composite service. Experimental
evaluations showed that the cluster-guided MA outperforms traditional
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MA. Particularly for larger datasets, this method was more effective since
it is a problem-specific method developed particularly for a distributed
environment.

For the distance-guided MA, we proposed novel crossover operators.
Those crossover operators (i.e., distance-guided crossover operators) were
designed to utilise the location information from the problem. The idea
behind using them was to eliminate long communication links from a
composite service. Further, one crossover operator employed a heuristic
to preserve decent sub-solutions from the parents. This crossover oper-
ator is called distance-guided LCS crossover. Experimental evaluations
confirmed that the MA when combined with the distance-guided LCS
operator outperforms other techniques for the distributed DWSC. This
crossover operator will then be used all through this thesis.

Finally, two local search techniques were proposed using domain-
knowledge of the distributed DWSC. They replaced the long communi-
cation link along with its services with another Web service in the repos-
itory. Subsequently, in the DistanceCR-LCS-Flexible was designed to
employ those local search strategies. Our experimental evaluation us-
ing benchmark datasets showed that the DistanceCR-LCS-Flexible outper-
forms other existing MAs when applied to the distributed DWSC problem.
This high performance is presumably due to its higher flexibility which al-
lows a path replacement in the composition graph.

In the next chapter, we will expand our study to further improve our
proposed algorithm. We will consider the deliberate selection of individ-
ual solutions for the local search. We will also study combining the cluster-
guided and distance-guided MAs.



Chapter 5

Adaptive Memetic Algorithm
with Priority-based Selection for
DWSC

In this chapter, we address the problem of adaptively selecting solutions
for the local search for the single-objective distributed DWSC. We propose
Memetic Algorithms (MAs), which employ a new priority measure for
effectively selecting solutions.

5.1 Introduction

This chapter aims to develop a new measure called SelectionPriority (see
Equation (5.5)) for priority-based selection of individuals for local search.
Based on SelectionPriority, we further develop memetic algorithms for
distributed DWSC.

To fulfil this goal, we propose a novel framework for adaptive use of
local search during the global search process regarding the population,
which is widely applicable to many MAs for the distributed DWSC. For
example, it can be integrated with cluster-guided and distance-guided

97
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MAs (see Chapter 4) to significantly improve their performance. The fol-
lowing objectives will be considered in this chapter:

1. Two new measures, novelty and improvability, are proposed to priori-
tise solutions in a population. Specifically, the novelty is measured by
comparing statistical values over all communication links in a solu-
tion with other archived solutions. The improvability is measured by
the maximum possible improvement in fitness (the execution time
and cost of a composite service) achievable by removing the bottle-
neck link in the solution.

2. To enhance the most widely used fitness-driven selection meth-
ods for local search, a novel priority-based selection method (i.e.,
SelectionPriority) is proposed. In SelectionPriority, we jointly con-
sider the solution, population and problem-related information to
select appropriate solutions, adaptively. To this aim, we use the nov-
elty, improvability and fitness measures (fitness is obtained through
the weighted sum of the execution cost and time of the composite
service). The priority of a solution depends not only on its fitness
but also on its similarity to other solutions. Therefore, we adaptively
adjust the probability of selecting any solution based on the popu-
lation. No existing work has ever studied the use of similar mea-
sures to guide the local search. Furthermore, this selection method is
widely applicable to many memetic algorithms (MAs).

3. Cutting-edge adaptive MAs for DDWSC (i.e., adaptive cluster-
guided, adaptive distance-guided and adaptive Combined cluster-
distance-guided MAs (Com-C-D)) are developed by integrating re-
cent MAs for DDWSC with our priority-based selection method.
Empirical experiments show that our proposed MAs significantly
outperform existing methods for DDWSC problems, including the
abstraction refinement method [29], cluster-guided MA [157] (Sec-
tion 4.3) and flexible distance-guided MA [158] (Section 4.5), as
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well as their combined version. Additionally, empirical evidence
strongly demonstrates that both novelty and improvability mea-
sures play irreplaceable roles in SelectionPriority and must be used
jointly to achieve high performance. We show that integrating with
SelectionPriority helps MAs further enhance their effectiveness.

5.2 Chapter Organisation

The remainder of this chapter is organised as follows: An overview of the
adaptive MA for the distributed DWSC is provided in Section 5.3. Af-
terwards, the priority-based selection method is presented in Section 5.4.
Subsequently, evaluations and experiments are provided in Section 5.5.
Section 5.6 summarises this chapter.

5.3 Overview of Adaptive MA

In this section, we present an overview of proposed adaptive MAs for
distributed DWSC, which aims to optimise the objective function defined
in Section 3.3.

We propose to use SelectionPriority to decide the chance of each indi-
vidual solution to be selected for the local search.

The pseudocode of the proposed MA methods for distributed DWSC
is given in Algorithm 9. At line 3, the decoding process is performed
(see Subsection 2.3), after which solutions are evaluated by the fitness
function (Section 3.3). Crossover and mutation operators are applied to
individual solutions chosen by a tournament selection (lines 5-8). The
SelectionPriority is calculated for each individual, which is used by the
local search (line 9). Calculating SelectionPriority will be explained in
detail in Subsection 5.4. The SelectionPriority is then used to select in-
dividuals for the local search (line 10). Finally, a local search operator is
applied to the selected individual. We consider two different local search
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operators employed in cluster-guided and distance-guided MAs (for de-
tails see Sections 4.3 and 4.5, respectively). The above steps are repeated
until the predefined number of generations is reached.

5.4 Priority-based Selection method for Local

Search

Through adaptively selecting individuals for local search, we direct the
evolutionary search towards regions of the search space in MAs, where
more interesting compromise solutions can be found. Some important fac-
tors need to be taken into account to achieve this goal: 1) solutions that
increase diversity, 2) solutions that lead to better fitness, and 3) solutions
that can be easily improved during local search.

One way to approach desirable diversity is to employ a diversity-based
method. For example, the method might select solutions that are far apart
from each other. Inspired by the novelty search [108], we take solutions
novelty into account. The novelty represents the degree to which a solution
is dissimilar to existing solutions. The definition of novelty varies from one
problem to another and remains an important yet difficult task to be deter-
mined. Although novelty search only prioritises solutions that are behav-
iorally different from the rest of the population, we employ this character-
istic along with the objective-based measure. The aim is to purposefully
drive search to the most ambitious objectives for identifying which solu-
tions or individuals to choose for the neighbourhood search. To enable the
explicit use of domain-knowledge, we define our novelty measure based
on the communication links of composite services.

Further, in this chapter, we go beyond novelty and consider another
method of biased selection for local search. We define the improvability to
determine the likelihood that a local search will improve the solution. This
requires us to incorporate knowledge regarding when a problem-specific
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Algorithm 9 Adaptive Memetic Algorithm for distributed DWSC
INPUT: Composition Task (T ), Service Repository (SR)
OUTPUT: A Service Composition Solution

1: Generate N permutations of services inR, as the initial population;
2: while the number of iterations not reached do
3: Decode sequences into composite services and evaluate them;
4: Find elite solutions and copy them to the next generation;
5: Select solutions using a fitness-based tournament selection;
6: Apply crossover operator to generate N offspring solutions;
7: Select five percent of the offspring solutions;
8: Apply mutation operator to the selected offspring solutions;
9: Calculate SelectionPriority of all offspring solutions;

10: Select individuals using the priority-based tournament selection (which employs
SelectionPriority);

11: Apply local search;
12: end while

return Individual With Best F itness

local search operator is most effective. For example, this can be imple-
mented by including the length of communication links in the composite
service. This information can be used as the estimate of future effective-
ness, along with the novelty. Therefore, less crowded regions in the search
space can be adaptively cultivated and emphasised by controlling the lo-
cal search based on the fitness function and communication links. novelty
and improvability are explained in the following subsections.

5.4.1 Novelty of Individual Solutions

To direct the search toward any unexplored part of the solution space and
maintain a high solution diversity in the GA population, we introduce a
new diversity measure. A solution is considered for the local search if it is
more novel than the effective solutions achieved so far. For this reason, an
archive of previously discovered good solutions (regarding fitness values)
must be constantly maintained. The archive is updated at each generation
to include the fittest solutions (the number of solutions depends on the
archive size). For each solution, the archive stores the statistics of commu-
nication links (e.g., how often they appear in the DAG). A vector, called
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freq, is generated to store the frequency of communication links (freq is
calculated for any new composite service CS). The same communication
link may appear multiple times in one composite service.

Example 3. Figure 5.1 shows a composite service, CS , and the corresponding
freq vector. Suppose that four servers, i.e., h1, h2, h3 and h4, are used to host all
the nine services contained in CS . The frequency of each communication link is
shown in Fig. 4 (b). For example, the communication link between h2 and h3 has
been used three times: (S9, S13), (S13, S6) and (S13, S7). The freq vector of CS is
compared to the freq vector of all archived composite services one at a time, based
on their Euclidean distance, which is one of the simplest and most commonly used
measures of similarity [207, 217].

Subsequently, the average Euclidean distance of CS to its k nearest
neighbours in the archive is calculated as novelty, as shown in Equation
(5.1):

Server Service
h1 S1, S3, S5

h2 S6, S7, S8, S9

h3 S13

h4 S16

S13

S16

S3

S5

S8

S6

S7Start EndS9

S1

(a)
Servers h1, h1 h1, h2 h1, h3 h1, h4 h2, h2 h2, h3 h2, h4 h3, h3 h3, h4 h4, h4

Links -

(S1, S6)(S9, S1)
(S9, S3)(S3,S8)
(S9, S5)(S5,S8)

(S5, S7)

- - (S6, S7)
(S8, S7)

(S9, S13)
(S13, S6)
(S13, S7)

(S9, S16)
(S16, S8) - - -

Frequency 0 7 0 0 2 3 2 0 0 0

(b)

Figure 5.1: Example of the novelty measure: (a) a composite service, CS,
(top right) and the location of services (top left), (b) freq vector.

Novelty(CS) = (1/k)
k∑
i=1

D(freq(CS), freq(CS i)) (5.1)
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where CS i is an archived solution evolved previously. CS i is the ith nearest
neighbour of CS .

A solution with a higher novelty has a higher priority for the neigh-
bourhood search. The main rationale behind utilising this distance met-
ric is to generate new genotypes and put more effort into exploiting the
neighbourhood of novel solutions to avoid premature convergence. Ad-
ditionally, this novelty measure facilitates incorporating problem-specific
knowledge in the selection method.

5.4.2 Improvability of Individual Solutions

The second challenge in selecting individuals for local search is how
to find solutions that can be easily improved. Because fitness evalu-
ation is computationally expensive, it is not worth performing a local
search if a better neighbouring solution cannot be found through the time-
consuming neighbourhood search.

we introduce a measure for the priority-based selection method. We
utilise domain-knowledge to find individuals that have the potential to
be enhanced during the local search, through the improvability measure.
The improvability measure is developed to match the local search for the
flexible distance-guided MA (see Section 4.5).

It is desirable to apply local search on solutions with diverse commu-
nication links and high average communication distance. In other words,
when the solution includes links with significantly different lengths, the
links are diversified, and services are farther from each other. This is also
to be taken into account for individual selection.

To consider the length diversity of communication links in a composite
service, standard deviation and mean of the lengths are calculated for each
composite solutions. Afterwards, one z value for the mean and another
for the standard deviation are calculated. z value is a numerical measure-
ment used in statistics to determine a value’s relationship to the average
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or standard deviation of the population. The z value of deviations is ob-
tained using Equation (5.2):

z value(σ) =
σCS − µσ

σσ
(5.2)

where z value(σ) is the z value of the deviation of the current solution to
determine how different its deviation is from the deviation of the popula-
tion. σCS represents the deviation of the current solution, σσ and µσ are the
mean and standard deviation of all solution’s deviations in the population.

Similarly, to determine the difference of the current solution’s mean
value and the population’s mean value, we calculate the z value for the
mean, as in Equation (5.3):

z value(µ) =
µCS − µµ

σµ
(5.3)

where z value(µ) is the z value for the mean of the current solution’s
communication links length (µCS is the mean of its communication links
length), µµ and σµ are the standard deviations and the mean over all solu-
tion’s mean in the population. Note that this measure takes the diversity
in the length of all links into account. The calculation of z value is exem-
plified in Example 4.

𝐶𝑆1
Communication	

link
Length

𝑙! 0.5
𝑙" 0.8
𝑙# 0.1
𝑙$ 0.2
𝜇%&	=	0.4

𝜎%&=	0.3162

𝐶𝑆2
Communication	

link
Length

𝑙! 0.3
𝑙" 0.9
𝑙# 0.7
𝑙$ 0.6
𝑙( 0.8
𝜇%&=0.66
𝜎%&=0.23

𝐶𝑆3
Communication	
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Length

𝑙! 0.7
𝑙" 0.5
𝑙# 0.4
𝑙$ 0.5
𝑙( 0.3
𝜇%&=0.48
𝜎%&=0.148

Figure 5.2: Length of communication links for three composite services,
with averages and standard deviations.
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Example 4. Consider a population of three composite services, as shown in Fig.
5.2. The links and their lengths are shown in the associated table for each compos-
ite service. The last two columns demonstrate the average and standard deviation
of the link’s length for each composite service. According to the value in Fig. 5.2,
we can obtain means and standard deviations as follows: µµ = 0.513 (the mean
of 0.4, 0.66 and 0.48), σµ = 0.133 (the standard deviation of 0.4, 0.66 and 0.48
). Similarly, µσ = 0.23 (the mean of 0.3162, 0.23 and 0.148), σσ = 0.084 (the
standard deviation of 0.3162, 0.23 and 0.148). Therefore, the z value for CS2, for
example, is calculated as shown below:

z value(µ) =
0.66− 0.513

0.133
= 1.1

z value(σ) =
0.23− 0.23

0.084
= 0

Finally, the improvability of CS is calculated as the sum of two z values:

Imp(CS) = z value(µ) + z value(σ) (5.4)

A higher value of Imp(CS) represents a higher average length and devia-
tion of communication links than the population.

5.4.3 Selection Criteria for Local Search

Finally, a selection priority of CS for the local search is obtained using
Equation (5.5):

SelectionPriority(CS) =w1Novelty
∧

(CS)+

w2Imp
∧

(CS)+

w3F (CS)

(5.5)
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where F (CS) is defined by Equation (3.7) (Section 3.3), and Novelty
∧

and
Imp
∧

are normalised values of Novelty(CS) and Imp(CS), respectively. w1,
w2 and w3 are integer weight parameters in {0, 1}, where w1 +w2 +w3 6= 0.
These parameters are changed during the experiments to show the contri-
bution of each measure to the performance of MAs. If a weight parameter
is zero, the corresponding criterion does not contribute to the selection
priority.

5.5 Evaluations

In this section, a series of experiments are performed to answer the follow-
ing research questions (RQ):

• RQ1: Can the proposed MAs in this chapter, including adaptive
cluster-guided, adaptive distance-guided, and adaptive Combined
Cluster-Distance-guided (Com-C-D) MAs, outperform other MAs for
distributed DWSC?

• RQ2: Which of the novelty, improvability and fitness measures play
a more important role in MAs?

• RQ3: Does the improvement in fitness value of solutions found by
our algorithms lead to the enhancement in both response time and
cost?

• RQ4: What are the computation time of each method?

These research questions are addressed in Subsections 5.5.3, 5.5.4, 5.5.5,
and 5.5.6, respectively.

5.5.1 Competing Methods

Four methods are used as the competing methods: 1) cluster-guided
MA (Section 4.3); 2) flexible-distance-guided MA (Section 4.5); 3) Com-
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bined Cluster-Distance-guided MA that combines the cluster-guided and the
distance-guided approaches. This algorithm is named (Com-C-D) where
the cluster-guided approach helps the GA find a better quality initial
population while the distance-guided approach improves the fitness of
evolved solutions by using distance-guided crossover and local search op-
erators; and 4) abstraction refinement method [29], which is an existing
state-of-the-art method (introduced in Section 2.2, Chapter 2). We make
a few modifications to the abstraction method to make it suitable for the
distributed DWSC. Abstraction refinement is chosen mainly since it is one
of the recently proposed algorithms for fully-automated WSC.

We also integrate the proposed priority-based selection method
with the above three MAs (cluster-guided, flexible distance-guided and
combined-cluster-distance MAs), which results in adaptive distance-
guided MA, adaptive cluster-guided MA and adaptive Com-C-D MA.

5.5.2 Parameter Settings

All MAs (adaptive and non-adaptive) share the same parameter settings
as summarised in Table 5.1, Column 3. After deciding on the operator,
a conventional fitness-driven tournament selection with size two chooses
candidate solutions for the mutation and crossover operators. Addition-
ally, as shown in Table 5.1, all adaptive MAs use tournament size two over
the SelectionPriority, which is updated in each generation, archive size of
10 and neighbourhood size of three for calculating novelty.

We have experimentally evaluated the abstraction refinement method
introduced in [29] using the test dataset WSC-2009. Our WSC test prob-
lem is the same as the distributed DWSC except that we do not consider
the communication characteristics and data characteristics in the objective
function. In fact, while evaluating the abstraction refinement method, we
assume that all services are located close to each other. Thereafter, we
adopt it for distributed DWSC.
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Table 5.1: Common parameter settings for adaptive MAs

Parameter Value Methods
Generations 100 All MAs
Elitism size (e) 2 All MAs
Population Size 30 All MAs
Selection (for mutation and crossover) Tournament (size=2) All MAs
Crossover Probability (pc) 0.95 All MAs
Data size 3 All MAs
Local Search Probability 0.05 All MAs
Mutation Probability (pm) 0.05 All MAs
SelectionPriority-based tournament size 2 Adaptive MAs
k (Neighbours) 3 Adaptive MAs
Archive Size 10 Adaptive MAs

Similar to Chapter 4, we employ the datasets set up in Chapter 3 for
empirical evaluations, which include bandwidth value, data, and location
information of services.

5.5.3 Evaluation of the Priority-based Selection Method

(RQ1)

To answer the first research question, RQ1, and to investigate the effec-
tiveness of the new priority-based selection method, we compare our MAs
against existing methods.

Results on distributed DWSC are shown in Table 5.2 and compared to
(adaptive) cluster-guided and (adaptive) distance-guided MAs. A pair-
wise one-sample statistical t-test at 0.05 significance level (p-value = 0.05)
was performed between each pair of algorithms in Table 5.2.

Results demonstrate that adaptive MAs outperform the abstraction
refinement method on all tasks on distributed DWSC. For example, for
WSC8-1 adaptive distance-guided MA is significantly better than the ab-
straction refinement method. The cluster-guided method, however, does
not significantly outperform the abstraction refinement method on WSC8-
1. The abstraction refinement and cluster-guided methods focus on group-
ing Web services according to only one aspect of their quality. The former
groups Web services based on their functional characteristics and then se-
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lects the one with the best QoS, while the latter clusters Web services con-
sidering locations of Web services exclusively and prefers those Web ser-
vices located close to other Web service used for the composition.

Table 5.2 shows that Com-C-D outperforms both cluster-guided and
distance-guided MAs. We further apply our selection method to Com-C-
D. As shown in Table 5.2, considering Com-C-D and adaptive distance-
guided MA, Com-C-D shows higher performance on four tasks, WSC8-6,
WSC8-7, WSC9-1 and WSC9-3. Additionally, adaptive Com-C-D indicates
significantly higher performance than all other algorithms on all tasks.
These results indicate that our proposed priority-based selection method
can be applied to many existing MAs for distributed DWSC and improve
their performance.
Table 5.2: Comparison of the abstraction refinement for DWSC, (adap-
tive) distance-guided, (adaptive) cluster-guided, and (adaptive) Com-C-D
MAs. (Note: the lower the fitness the better). All three factors have been
considered in the selection priority. Significantly better values are shown
in bold for each task, with the significance level of 0.05.

Task abstraction
ref. [29]

cluster
-guided

MA

distance
-guided

MA

adaptive
cluster-guided

MA

adaptive
distance-guided

MA

Com-C-D
MA

adaptive
Com-C-D

MA
WSC8-1 0.45 0.45± 0.01 0.39± 0.03 0.42± 0.02 0.36± 0.02 0.36± 0.09 0.35 ± 0.01
WSC8-2 0.42 0.43± 0.01 0.41± 0.02 0.4± 0.04 0.36 ± 0.05 0.37± 0.15 0.36 ± 0.04
WSC8-3 0.49 0.52± 0.06 0.44± 0.01 0.44± 0.13 0.41 ± 0.05 0.43± 0.02 0.41 ± 0.07
WSC8-4 0.51 0.5± 0.02 0.39± 0.06 0.46± 0.02 0.36± 0.09 0.36± 0.12 0.35 ± 0.08
WSC8-5 0.52 0.53± 0.03 0.45± 0.22 0.49± 0.06 0.41± 0.01 0.44± 0.07 0.4 ± 0.01
WSC8-6 0.56 0.56± 0.1 0.47± 0.05 0.51± 0.1 0.44± 0.14 0.43± 0.05 0.42 ± 0.15
WSC8-7 0.55 0.55± 0.27 0.52± 0.02 0.51± 0.23 0.49± 0.1 0.47± 0.1 0.46 ± 0.1
WSC8-8 0.48 0.49± 0.15 0.46± 0.1 0.45± 0.09 0.41± 0.09 0.43± 0.11 0.4 ± 0.2
WSC9-1 0.54 0.54± 0.21 0.5± 0.02 0.48± 0.02 0.46 ± 0.16 0.45 ± 0.12 0.46 ± 0.02
WSC9-2 0.52 0.51± 0.2 0.45± 0.2 0.48± 0.2 0.41± 0.13 0.41± 0.17 0.4 ± 0.15
WSC9-3 0.53 0.54± 0.2 0.48± 0.16 0.5± 0.16 0.45± 0.17 0.42± 0.18 0.41 ± 0.2
WSC9-4 0.51 0.5± 0.05 0.48± 0.1 0.46± 0.2 0.43 ± 0.2 0.45± 0.12 0.43 ± 0.2
WSC9-5 0.48 0.46± 0.1 0.46± 0.12 0.45± 0.2 0.42 ± 0.16 0.43± 0.2 0.42 ± 0.2

5.5.4 Evaluation of Different Selection Criteria (RQ2)

To answer the second research question, RQ2, we examine the influence of
different selection criteria. To examine how MAs can benefit from consid-
ering improvability and novelty, the effectiveness of each measure in the
SelectionPriority in Equation (5.5) are assessed separately.
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Table 5.3: Mean and standard deviation of fitness values per 30 runs for
distance-guided MA with different selection parameters. Significantly bet-
ter values are shown in bold for each task (Note: the lower the fitness the
better).

Task w1 = w2 = 0, w3 = 1 w1 = 0, w2 = w3 = 1 w2 = 0, w1 = w3 = 1 w1 = 1, w2 = w3 = 0 w1 = w2 = w3 = 1
WSC8-1 0.39± 0.03 0.38± 0.12 0.36± 0.11 0.39± 0.18 0.36 ± 0.11
WSC8-2 0.41± 0.02 0.39± 0.08 0.37± 0.06 0.39± 0.08 0.36 ± 0.04
WSC8-3 0.44± 0.01 0.43± 0.02 0.41 ± 0.02 0.42± 0.03 0.41 ± 0.08
WSC8-4 0.39± 0.06 0.38± 0.04 0.36 ± 0.05 0.37± 0.12 0.36 ± 0.14
WSC8-5 0.45± 0.22 0.41± 0.1 0.41± 0.15 0.44± 0.09 0.4 ± 0.14
WSC8-6 0.47± 0.06 0.46± 0.12 0.45± 0.05 0.45± 0.1 0.43 ± 0.09
WSC8-7 0.52± 0.02 0.51± 0.17 0.48 ± 0.07 0.5± 0.1 0.48 ± 0.1
WSC8-8 0.46± 0.01 0.45± 0.08 0.44± 0.2 0.45± 0.02 0.41 ± 0.13
WSC9-1 0.5± 0.02 0.49± 0.04 0.48 ± 0.02 0.49± 0.04 0.47 ± 0.1
WSC9-2 0.45± 0.02 0.43± 0.12 0.41± 0.2 0.44± 0.1 0.4 ± 0.8
WSC9-3 0.48± 0.16 0.46± 0.06 0.46± 0.04 0.48± 0.01 0.45 ± 0.2
WSC9-4 0.48± 0.01 0.47± 0.1 0.47± 0.08 0.48± 0.09 0.43 ± 0.14
WSC9-5 0.46± 0.12 0.47± 0.1 0.46 ± 0.15 0.48± 0.09 0.45 ± 0.9

Table 5.4: Mean fitness values and standard deviations per 30 runs for
the cluster-guided MA with different selection parameters. Significantly
better values are shown in bold. The significance level is 0.05 (Note: the
lower the fitness the better).

Task w1 = w2 = 0, w3 = 1 w1 = 0, w2 = w3 = 1 w2 = 0, w1 = w3 = 1 w1 = 1, w2 = w3 = 0 w1 = w2 = w3 = 1
WSC8-1 0.45± 0.01 0.45± 0.02 0.42 ± 0.2 0.44± 0.18 0.42 ± 0.09
WSC8-2 0.43± 0.01 0.42± 0.1 0.39 ± 0.1 0.41± 0.07 0.4± 0.07
WSC8-3 0.52± 0.06 0.52± 0.08 0.46± 0.1 0.48± 0.1 0.45 ± 0.06
WSC8-4 0.5± 0.09 0.49± 0.01 0.48± 0.01 0.49± 0.02 0.46 ± 0.03
WSC8-5 0.53± 0.03 0.52± 0.23 0.5± 0.2 0.52± 0.1 0.49 ± 0.2
WSC8-6 0.56± 0.01 0.56± 0.09 0.51 ± 0.2 0.55± 0.15 0.51 ± 0.2
WSC8-7 0.55± 0.27 0.54± 0.2 0.51 ± 0.3 0.53± 0.3 0.51 ± 0.3
WSC8-8 0.5± 0.02 0.51± 0.04 0.49 ± 0.1 0.5± 0.1 0.49 ± 0.1
WSC9-1 0.54± 0.03 0.53± 0.05 0.5 ± 0.17 0.54± 0.1 0.5 ± 0.2
WSC9-2 0.49± 0.15 0.48± 0.05 0.44 ± 0.09 0.45 ± 0.2 0.44 ± 0.2
WSC9-3 0.54± 0.01 0.53± 0.1 0.5 ± 0.1 0.52± 0.22 0.5 ± 0.19
WSC9-4 0.5± 0.09 0.5± 0.09 0.47 ± 0.01 0.49± 0.03 0.46 ± 0.06
WSC9-5 0.46± 0.1 0.46± 0.1 0.44± 0.1 0.45± 0.1 0.43 ± 0.2

Measurements for RQ2 We evaluate the following combinations for the
priority-based selection: fitness with novelty, fitness with improvability,
and, fitness with novelty and improvability. We conduct experiments with
five separate weight configurations for Equation (5.5) (i.e., C1 to C5). C1
indicates the initial algorithm which only employs fitness value during
the selection (w1 = w2 = 0 and w3 = 1). Configuration C2 implies that the
contribution of novelty in the priority-based selection is zero (w1 = 0 and
w2 = w3 = 1), while w2 = 0 and w1 = w3 = 1 in C3 mean that only novelty
and fitness affect the selection process. Configuration C4 is for applying



5.5. EVALUATIONS 111

only novelty (w1 = 1 and w2 = w3 = 0). Finally, in C5, all three criteria are
applied (w1 = w2 = w3 = 1).

Results Results of the priority-based selection method integration with
distance-guided and cluster-guided MAs are shown in Table 5.3 and Ta-
ble 5.4, respectively. The Wilcoxon statistical test with p-value = 0.05 has
been performed on the average fitness values. Priority-based selection of
individuals has significantly enhanced the quality of composite services.
The first column in each table represents the task. SThe second columns
of tables indicate the original algorithm that relies purely on the fitness
value for selecting individuals for the local search. The rest columns in
both tables present results obtained by using one criterion along with the
fitness value in priority-based selection. In most of the tasks, the priority-
based selection method produces better results compared to the original
algorithm. For example, for WSC8-1, the fitness of the best solution found
by the original algorithm is 0.4. However, when applying priority-based
selection (in columns 3-6) we obtain solutions with better fitness. This
applies for WSC8-4, WSC8-5, WSC8-6, WSC8-7, WSC9-1 and WSC9-5, as
well. The Wilcoxon statistical test reveals that the method presented in the
last column which utilises all measures for priority-based selection out-
performs all other methods for task 08-1. Overall, the configurations C2,
C3, C4 and C5 outperformed the original algorithms (i.e., configuration
C1) on 92%, 62%, 54%, and 100% of the tasks, respectively.

For C2, we can witness a slight improvement in performance, when the
improvability of a solution (Imp) is utilised along with the fitness value
(F ) in selecting solutions for local search. For example, on tasks WSC8-1,
WSC8-2 and WSC8-5 as well as all WSC9 tasks, the final fitness value of
the solution is lower (better) than the final fitness value for C1. However,
for the cluster-guided MA, this improvement is not significant (i.e., C2)
has not yielded to better results than C1. In other words, for the cluster-
guided MA, C2 outperforms the original configuration C1 only on a small
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number of tasks. For example, in task WSC8-2 the solution’s fitness with
C1 is 0.44 and with C2 is 0.43 which is marginally better, while in task
WSC8-3 the value is the same (0.53) for both C1 and C2.

We obtain higher quality results using both Novelty criterion and the
fitness value in configuration C3. We subsequently considered the effect
of Novelty without F and Imp, which is in association with the fifth col-
umn (i.e., C4) in both tables. For about half of the tasks, e.g. WSC8-2,
WSC8-8, WSC9-2 and WSC9-4, we obtained solutions with similar qual-
ity to the original method (column two). However, for the rest of the
tasks, marginally superior solutions were achieved (supported by WSC8-
1, WSC8-3, WSC8-4, etc.). On task WSC8-8 for the cluster-guided MA, the
novelty was able to find even fitter solutions compared to the combined
use of novelty and fitness. Comparing the configurations C2 and C3 in Ta-
ble 5.3 and Table 5.4, we find out thatNovelty (C3) plays a more important
role than Imp (C2) in enhancing the performance of MAs.

Finally, in association with the last columns of Table 5.3 and Table 5.4,
the performance using all the three criteria (i.e., Novelty, Imp and F ) is
studied for selecting individuals for the local search. An overall improve-
ment on all tasks for distance-guided MA and on all tasks except WSC8-2
for the cluster-guided MA can be confirmed.

Figure 5.3 shows the convergence of each method for tasks WSC8-8 and
WSC9-5. For example, for WSC8-8, the blue plot associated with the green
plot distance-guided MA has converged to a local optimum and, therefore,
failed to discover a satisfactory solution compared to other methods which
are all adaptive. The blue is achieving improvements in initial generations.
Overall, the blue plot which employs the combination of fitness, novelty
and improvability, outperformed all other techniques.

Figure 5.4 shows the convergence of each method for tasks WSC8-8 and
WSC9-5 for the cluster-guided MA. For both tasks, methods that include
novelty and fitness together (i.e., blue and purple plots), outperform other
methods.
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Figure 5.3: Mean fitness over evolution numbers for tasks WSC8-8 (left)
and WSC9-5 (right) for adaptive distance-guided MA (the lower the fitness
the better).
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Figure 5.4: Mean fitness over evolution numbers for tasks WSC8-8 (left)
and WSC9-5 (right) for adaptive cluster-guided MA (the lower the fitness
the better).
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5.5.5 Evaluation of Response Time and Cost (RQ3)

To answer the third research question, RQ3, and to demonstrate the prac-
tical significance of the improvement made by our MAs, we separately
examine the response time and cost besides fitness values.

We have compared the performance of different algorithms based on
the weighted sum in Equation (3.7) (Section 3.3) so far, following the com-
mon practice in the literature [29, 49, 189]. The weighted sum approach
provides the user with a single final solution. Therefore, unlike in multi-
objective Pareto-based approaches, the user is not required to select one
solution out of a possibly large number of compromising solutions in the
Pareto front. However, to prove the practical significance of our method,
the improvements in time and cost should be investigated separately.

In view of this, additional evaluation results regarding the response
time and cost achieved by the evolved composite services are shown in
Table 5.5, for distance-guided and Com-C-D MAs. These two methods
are chosen because they have achieved higher performance compared to
other baselines as shown in Table 5.2.

According to Table 5.5, the savings in the time and cost achieved by
the proposed MAs are significant. The average improvements in response
time and cost over all benchmark problems for distance-guided MA are
13% and 3%, respectively and for Com-C-D (columns four and five) are
5% and 10%, respectively. For example, comparing columns two and three
of both tables for WSC8-1 shows that both response time and cost have
been reduced significantly along with improvement in fitness, i.e., 16% for
the response time and 26% for the cost (the response time reduces from
32251.9 ms to 27001.6 ms and the cost reduces from $159.3 to $103.9). For
another example, comparing Com-C-D and adaptive Com-C-D on task
WSC8-8, the reduction in cost and time are 19% and 6% respectively. Ad-
ditionally, the case where one objective degrades in favour of the other
objective has only appeared occasionally on a few tasks when fitness can-
not be improved further. For example, for task WSC8-3, columns two and
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three have the same fitness value but the cost degrades in favour of the
response time. Results confirm that the improvement in the fitness value
is usually a consequence of improvements in both objectives.

Table 5.5: Mean and standard deviation of cost and response time per 30
runs for distance-guided, Com-C-D, adaptive distance-guided and adap-
tive Com-C-D MAs. Significantly better values are shown in bold. The
significance level is 0.05.

distance-guided MA adaptive distance-guided MA Com-C-D MA adaptive Com-C-D MA
Fitness Fitness Fitness FitnessTask

Time Cost Time Cost Time Cost Time Cost
0.39± 0.03 0.36± 0.02 0.36± 0.09 0.35 ± 0.01WSC8-1

32251.9 ±1247 159.3± 21 27001.6 ±599 103.9± 9 26169.14 ±799 110.1± 11 26001.1±809 101.6 ± 15
0.41± 0.02 0.36 ± 0.05 0.37± 0.15 0.36 ± 0.04WSC8-2

24701.5 ±395 180.1± 14 18515.8 ±365 99.6 ± 8.5 18951.98 ±501 101.1 ± 13 17999.6±998 101.9± 13
0.44± 0.01 0.41 ± 0.05 0.43± 0.02 0.41 ± 0.07WSC8-3

75661.65 ±1010 219.1± 15 72093.1 ±587 196.45 ± 16 75913.59 ±599 214.09± 17 72893.9 ±580 192.9 ± 15
0.39± 0.06 0.36± 0.09 0.36± 0.12 0.35 ± 0.08WSC8-4

17121.54 ±109 126.8± 11 12709.12 ±114 99.9± 6 12569.45 ±101 101.1± 7 11061.9±75 95.4 ± 5
0.45± 0.22 0.41± 0.01 0.44± 0.07 0.4 ± 0.01WSC8-5

34121.18 ±312 255.45± 33 30911.19 ±379 209.9± 16 32660.9 ±481 234.33± 15 29966.1±111 204.1 ± 20
0.47± 0.01 0.44± 0.04 0.43± 0.08 0.42 ± 0.15WSC8-6

31213.19 ±387 388.35± 15 27429.25 ±263 300.14± 15 26901.18 ±362 299.9± 16 25422.5±299 281.95 ± 16
0.52± 0.02 0.49± 0.1 0.47± 0.1 0.46 ± 0.1WSC8-7

34301.8 ±299 301.23± 59 29496.1 ±150 199.09± 19 27859.2 ±343 192.1± 25 27099.8±198 185.64 ± 45
0.46± 0.01 0.41± 0.09 0.43± 0.11 0.4 ± 0.2WSC8-8

58022.74 ±454 313.92± 33 50126.9 ±329 239.13± 20 53319.1 ±341 260.3± 40 49995.15±409 211.9 ± 31
0.5± 0.1 0.46 ± 0.16 0.45 ± 0.12 0.46 ± 0.02WSC9-1

24713.7 ±913 112.93± 11 20195.4 ±629 92.1± 5.3 19610.15 ±659 90.01 ± 6 19002.11±491 90.5 ± 10
0.45± 0.2 0.41± 0.13 0.41± 0.17 0.4 ± 0.15WSC9-2

48876.15 ±6875 304.13± 36 44381.19 ±360 214.9± 21 43819.9 ±399 218.17± 23 42706.9 ±6699 211.57± 37
0.48± 0.16 0.45± 0.17 0.42± 0.18 0.41 ± 0.2WSC9-3

31760.56 ±115 293.43± 39 27114.5 ±69 204.19± 22 25719.5 ±77 202.11± 15 24013.13±119 199.08 ± 34
0.48± 0.1 0.43 ± 0.02 0.45± 0.12 0.43 ± 0.02WSC9-4

74340.9 ±2314 699.49± 125 66439.5 ±1309 491.13 ± 78 71117.1 ±1599 596.31± 132 65042.2±1211 506.74 ± 108
0.46± 0.12 0.42± 0.16 0.43± 0.2 0.42 ± 0.2WSC9-5

66505.9 ±990 491.89± 68 61650.92 ±681 389.89± 29 60070.32 ±401 406.35± 28 59777.92±250 362.9 ± 13

Table 5.6: Mean and standard deviation of computation time (seconds)
for each algorithm over 30 runs (Wilcoxon sum rank test with significance
level of 0.05 is applied).

Task abstraction
ref. [29]

cluster
-guided

MA

distance
-guided

MA

adaptive
cluster-guided

MA

adaptive
distance-guided

MA

Com-C-D
MA

adaptive
Com-C-D

MA
WSC8-1 0.4 3.7± 0.14 0.43± 0.03 4.2± 0.54 1.19± 0.15 4.6± 0.03 4.9± 0.04
WSC8-2 0.33 3.6± 0.12 0.4± 0.03 4.11± 0.5 1.2± 0.04 4.36± 0.6 5.02± 0.08
WSC8-3 1.23 7.13± 0.83 1.28± 0.02 7.49± 1.01 2.1± 0.14 8.08± 1.03 8.37± 1.07
WSC8-4 1.01 5.5± 0.09 0.74± 0.02 6.01± 0.14 2.46± 1.03 6.64± 0.22 6.87± 0.3
WSC8-5 2.12 7.63± 2.1 1.02± 0.07 7.94± 1.04 1.9± 0.39 8.75± 0.9 8.94± 1.02
WSC8-6 4.66 11.56± 2.08 4.45± 0.17 11.94± 2.1 5.91± 1.12 12.86± 3.3 12.95± 3.4
WSC8-7 3.28 7.15± 1.21 2.42± 0.19 8.52± 0.8 3.51± 0.09 9.94± 1.2 10.23± 1.19
WSC8-8 4.98 9.49± 1.04 5.18± 0.12 10.63± 0.07 6.95± 1.16 13.24± 1.3 13.86± 1.4
WSC9-1 0.97 4.98± 1.02 0.44± 0.02 6.02± 0.2 0.98± 0.18 6.43± 0.3 7.03± 0.32
WSC9-2 3.98 6.95± 0.7 4.05± 0.02 7.08± 0.12 4.39± 0.09 7.58± 0.19 7.78± 0.18
WSC9-3 4.45 8.54± 1.1 4.08± 0.03 5.98± 1.06 5.05± 0.6 6.71± 2.1 7.02± 1.9
WSC9-4 3.01 12.5± 3.11 4.16± 0.09 14.8± 0.73 4.95± 0.04 15.9± 1.4 16.65± 1.7
WSC9-5 2.99 13.68± 4.2 4.15± 0.12 15.02± 1.08 5.92± 1.0 15.73± 1.36 16.13± 1.47
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5.5.6 Evaluation of Computation Time (RQ4)

To answer RQ4, we compare all algorithms in term of their execution time.
Table 5.6 indicates that the abstraction refinement [29] is the fastest algo-
rithm.

For example, it requires only 0.33 seconds to provide solutions for
08-2. The cluster-guided MA is always slower than the distance-guided
MA. For example, the cluster-guided MA spends 3.6 seconds while the
distance-guided MA requires only 0.4 seconds on 08-2. Therefore, the
combination of cluster-guided MA and distance-guided MA (i.e., Com-
C-D MA) requires slightly more computation time than the cluster-guided
MA and substantially more time than the distance-guided MA. All adap-
tive MAs take slightly more computation time than their non-adaptive
version. Finally, adaptive cluster-guided and adaptive distance-guided
MAs are faster than Com-C-D MA.

5.6 Chapter Summary

In this chapter, we proposed a priority-based selection method to select in-
dividuals for local search in MAs. Our proposed method not only adopted
the fitness value as a selection criterion but also the two novel measures
(i.e., the solution novelty and improvability). We proposed methods to
carefully calculate the novelty and the improvability. We then defined the
selection priority using the fitness value, the improvability and the nov-
elty measures. The fitness component of SelectionPriority ensures that
good solutions still maintain a reasonable chance for local search.

For preventing premature convergence of MAs to a local optimum, it
is essential to be able to identify if the GA is converging to an optimum.
One possible way of detecting convergence is to observe novelty concern-
ing the solutions in the archive. Solutions with lower fitness but higher
novelty still have a chance to be improved by local search. While the high
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fitness solutions aid in the convergence of the GA, the low fitness solutions
prevent the MA from getting stuck at a local optimum.

Moreover, the improvability of a solution can be taken into account
while selecting a solution for the neighbourhood search.

We hybridised all MAs with SelectionPriority and results showed that
MAs integrated with SelectionPriority (i.e., adaptive MAs) can scale up a
wide range of MAs with conventional fitness-based selection.

We also examined different components of SelectionPriority sepa-
rately. Results confirmed that including all components together is su-
perior compared to other combinations of the components.

In conclusion, we conducted in-depth experiments to answer mul-
tiple research questions. Experimental results clearly showed that our
proposed priority-driven selection method can significantly enhance the
performance of some cutting-edge MAs for DWSC. First, we discov-
ered that combining the two methods, (i.e., cluster-guided and distance-
guided MAs) results in an algorithm with a higher performance than
the two methods (i.e., Com-C-D). Additionally, our developed adaptive
MAs in this chapter, including adaptive cluster-guided, adaptive distance-
guided and adaptive Combined Cluster-Distance-guided MAs (Com-C-
D) outperformed cluster-guided and distance-guided MAs for distributed
DWSC. In particular, we discovered that both the novelty and improvabil-
ity measures play irreplaceable roles in the SelectionPriority. They jointly
enable our MAs to substantially outperform several algorithms on a range
of benchmark DWSC problems. However, careful examinations disclosed
that the novelty measure plays a more important role than the improvabil-
ity in enhancing the performance of MAs. Finally, the results confirm that
the improvement in the fitness value is usually the result of improvements
in both objectives (i.e., cost and time). This indicates that optimising the
weighted sum of the objectives as the single objective of our EC algorithms
does not degrade the performance.
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Chapter 6

Multi-Objective Distributed
DWSC Methods

In previous chapters, we proposed approaches for single-objective dis-
tributed DWSC to generate composite solutions with a given task and op-
timised QoS. In this chapter, we address the multi-objective distributed
DWSC problem, to generate a set of compromised solutions with trade-
offs between time and cost.

6.1 Introduction

Armed with a population-based search strategy, the ability for EC al-
gorithms to simultaneously handle multiple objectives associated with
WSC problems has been widely demonstrated for the centralised WSC
[30, 34, 44, 45, 53, 54, 110, 150].

In this chapter, we study three problems. Motivated by Subsection 1.2,
the first problem is to design a local search method for NSGA-II. Build-
ing on the standard PLS (Pareto Local Search for MOEAs [93]) introduced
in Section 2.1.6 of Chapter 2, we develop a new knowledge-driven local
search method. We specifically introduce some flexibility to PLS for relax-
ing the acceptance of neighbour solutions considering the communication

119
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link attributes. We propose the link dominance concept and employ it in
designing a local search technique, Link Pareto Local Search (LPLS). LPLS
is embedded into NSGA-II in Section 6.4 to effectively solve the multi-
objective distributed DWSC. Our new technique relaxes the acceptance
criteria of PLS. In addition to solutions with better fitness values, LPLS
accepts solutions that outperform their parent in terms of communication
attributes. This helps the algorithm to explore more diverse solutions, in
particular, solutions with promising communication attributes. We exper-
imentally show that the PLS focuses mainly on exploiting existing solu-
tions; however, the exploration of the search space with promising new
solutions is discouraged, affecting the algorithm performance.

The second problem that we solve in this chapter is the QoS-
constrained multi-objective distributed DWSC. We develop an effective
MOEA supported by a repair method, called Power repair. The power
repair enjoys a set of heuristics obtained from domain-knowledge. The
power repair is then combined with NSGA-II to effectively search for
Pareto-optimal service compositions that satisfy QoS constraints. This re-
pair method facilitates the construction of constraint-obeying composite
services. Experimental results show that our algorithm outperforms exist-
ing NSGA-II based approaches for this problem on standard benchmark
datasets.

The third problem that we aim to address in this chapter is DWSC with
user preferences. Users often have QoS preferences, e.g. one QoS attribute
is deemed more important than the others. QoS preferences are crucial
parts of a service composition request. User preferences have not been
considered in the current composition research. However, in the literature,
approaches for other multi-objective problems considered using a user’s
region of interest (ROI) in the objective space to increase the density of so-
lutions in this area [2, 13, 14, 173, 174]. Through the extensive exploration
of the ROI, these algorithms can achieve higher performance within the
available algorithm running time.
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To model users preferences easily, we define the service composition
with user preferences as a multi-objective optimisation problem with lexi-
cographic preferences, DWSC-LexUR. In DWSC-LexUR, different priorities
are assigned to different objectives.

The objectives of this chapter are as follows:

1. To develop a new local search, Link Pareto Local Search (LPLS) and
combined it NSGA-II to form an effective memetic NSGA-II, (LPLS-
NSGA-II) for the distributed DWSC;

2. To propose an effective repair method, power repair, for solving the
QoS-constrained fully-automated DWSC. The power repair is en-
hanced by a set of heuristics that guide the repair method; It is com-
bined with NSGA-II to form DWSCRepair method for effective search
of valid solutions;

3. To develop Lex-NSGA-II method to solve the distributed DWSC-
LexUR problem effectively. Lex-NSGA-II models users’ QoS pref-
erences using lexicographic ordering. The method also features the
use of a clustering technique to ensure both diversity and preference
satisfaction.

Experimental evaluations are conducted first to examine the impact
and importance of the LPLS and then to analyse DWSCRepair method for
the QoS-constrained DWSC. DWSCRepair is also compared with an exist-
ing repair-based method as well as a cutting-edge constrained handling
method [84, 179]. Finally, experiments are conducted to examine the pro-
posed Lex-NSGA-II for the DWSC-Lex-UR problem.

6.2 Chapter Organisation

The remainder of this chapter is organised as follows: Section 6.3 outlines
the multi-objective distributed DWSC. Proposed methods for the multi-
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objective distributed DWSC are discussed in Section 6.4. DWSCRepair
for QoS-constrained DWSC is presented in Section 6.5. Section 6.6 dis-
cusses the user-preference driven lexicographic approach and Lex-NSGA-
II method. Subsequently, experiments are presented in Section 6.7. Finally,
Section 6.8 summarises this chapter.

6.3 Multi-objective Data-Intensive Web Service

composition Problem

Every WSC problem can be modelled as a single-objective or a multi-
objective optimisation problem. In the single-objective formulation intro-
duced in Chapter 3, a weighted sum of CTotal and Ttotal has been calculated
as the objective function. However, in this chapter, we employ two objec-
tive functions, f1(CS) = Ttotal and f2(CS) = Ctotal, where CTotal and Ttotal

are obtained by Equations (6.1) and (6.3) (also obtained in the same way
for single-objective DWSC in Chapter 3).

Ctotal(CS) =
∑
Si∈SR

Cservice(Si) +
∑
k∈CL

CL(lk) (6.1)

where SR is the service repository and CL is the set of component services
in CS .

Suppose that δ is the set of all paths in a composition CS . ∆j is the
execution time of path j. ∆j includes the time for executing component
services and the communication time of each link on path j. ∆j can be
obtained through Equation (6.2):

∆j =
∑
Si∈Q

TS(Si) +
∑
lk∈L

TL(lk) (6.2)

whereQ and L are the set of component services and communication links
(between two consequence services) on path j, respectively. Hence, Ttotal,
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the overall response time of CS , is calculated as the time of the most time-
consuming path in the composition as it is shown in Equation (6.3):

Ttotal(CS) = max
j∈δ
{∆j} (6.3)

Accordingly, the formal definition of the Pareto dominance in Section
2.1 can be extended to the WSC problem with two objectives as follows:

Definition 18. (Strict dominance) A composite service CS1 dominates solution
CS2 (CS1 ≺ CS2) if and only if:

f1(CS1) ≤ f1(CS2) and f2(CS1) ≤ f2(CS2) and

(f1(CS1) < f1(CS2) or f2(CS1) < f2(CS2))
(6.4)

where f1(CS1) and f1(CS2) refer to the first objective (total execution time) of
composite services CS1 and CS2, respectively. Similarly, f2(CS1) and f2(CS2)

refer to the second objective (total execution cost) of the corresponding composite
services.

According to Definition 2 in Section 2.1, CS1 and CS2 are mutually non-
dominated if they are two different solutions which do not dominate the
other. In this chapter, we use the term strict dominance for Definition 18 in
order to differentiate it from communication link dominance for distributed
DWSC, which will be defined in Section 6.4.

Definition 19. (Pareto optimal). A composite service CS∗ is Pareto optimal if
and only if it is not dominated by any other solution, CS , in the solution set.

6.3.1 QoS-Constrained DWSC Problem

In this subsection, we define the QoS-constrained DWSC problem. To this
aim, we update the definition of the service request in Chapter 3 to include
constraints as follows:
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Definition 20. A composition request (or a task) for the QoS-constrained DWSC
problem is defined as a triple T = (I(T ), O(T ),G(T )) where IT is a set of inputs
provided to the composition by a user, and OT is a set of task outputs expected
by the user to be produced by the composite service. For task T , we should find
a composition (CS) that takes I(T ), produces O(T ) with optimised QoS and
satisfies global QoS constraint G(T ).

The QoS-constrained multi-objective distributed DWSC problem can
be written as follows:

min
CS

f(CS) = {f1(CS), f2(CS)},

s.t. f1(CS) ≤ k1 and f2(CS) ≤ k2. (6.5)

where k1 and k2 are constants provided by the user (G(T )= {k1, k2}). The
objective space in which f1(CS) ≤ k1 and f2(CS) ≤ k2 is called the valid
region. This definition and the constraints model for the WSC problems
has been employed in the literature for semi-automated WSC problem
[34, 63]. In [63] the problem is converted into an unconstrained multi-
objective problem through constraint-based service filtering, where the
constraints are applied locally on each Web service. [34] converts the con-
strained problem into the unconstrained multi-objective problem through
formulating constraints as one objective.

In order to measure the quality of solutions regarding constraint satis-
faction, we define constraint violation degree in Definition 21.

Definition 21. Constraint violation degree is a measure to indicates to which
extent a composite service violates constraints and is obtained by Equation (6.6):

CV = max((f1(CS)− k1), 0) +max((f2(CS)− k2), 0) (6.6)

that is, if CV = 0, no constraint is violated.
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Definition 22. A composite service is invalid if CV > 0 for that service compo-
sition.

6.4 Link Pareto Local Search (LPLS) for Dis-

tributed DWSC

We propose a new local search technique, link Pareto local search (LPLS),
through extending PLS by the link dominance concept, for the distributed
DWSC. The link dominance serves as a selection criterion for the local
search. The proposed local search is then hybridised with NSGA-II (i.e.,
LPLS-NSGA-II).

Major steps of our proposed LPLS-NSGA-II are presented in Algorithm
10. Solutions are selected by a tournament selection which employs the
strict dominance concept introduced in Definition 18 (line 4). Crossover
and mutation operators are applied (line 5). We employ the distance-
guided LCS crossover operator in Subsection 4.4.1 and the mutation op-
erator introduced in Subsection 4.3.1. LPLS is applied at line 9 (see Section
6.4).

Algorithm 10 LPLS-NSGA-II for distributed DWSC.
INPUT: SR, T
OUTPUT: a set of CS

1: Randomly initialise population P with N (population size) individual solutions;
2: Evaluate solutions by decoding them into DAGs;
3: while the maximum number of generations not reached do
4: Select candidates from the pool using a tournament selection;
5: Apply crossover and mutation on selected candidates;
6: Combine mating pool and offspring as the new population;
7: Calculate crowding distance and perform non-dominated Sorting, putting non-

dominated solutions in the first front;
8: Select initial individuals for local search;
9: Apply Link Pareto Local Search (LPLS) local search.

10: Select N individuals for the next generation.
11: end while
12: Return non-dominated set of solutions in the final generation.
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We first define the link dominance concept regarding the communica-
tion link attributes. We then propose Link Pareto Local Search (LPLS) based
on the PLS and the link dominance to address the limitations of PLS men-
tioned in Section 6.1.

6.4.1 Selection of Individuals for LPLS and the Acceptance

Criterion

LPLS starts with a set of solutions (initially including those solutions in
the Pareto front) that have not been explored yet. A neighbour solution is
then created using the flexible distance-guided local search (Section 4.5).
The local search is iteratively applied to every solution in the set to pro-
duce offspring solutions. Afterwards, an acceptance criterion based on the
link dominance (to be discussed in the following) is applied. Thereafter,
offspring solutions are added to the set if they are accepted according to
the acceptance criterion. This process stops when all solutions in the set,
including the newly added offspring, have been explored. The local search
procedure is presented in Algorithm 11. The complexity of LPLS mostly
depends on the utilised neighbourhood definition strategy.

To define the acceptance criterion of LPLS, the link dominance concept,
regarding the communication components of each composite service is de-
fined as follows:

Definition 23. (Link dominance). A composite service CS ′ link dominates solu-
tion CS (CS ′ ≺L CS) over communication-centric objectives if and only if:

fcT ime(CS ′) ≤ fcT ime(CS) and

fcCost(CS ′) ≤ fcCost(CS) and

(fcT ime(CS ′) < fcT ime(CS) or fcCost(CS ′) < fcCost(CS))

(6.7)

where fcT ime and fcCost are the communication time and communication cost of
the corresponding composite service, respectively.
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Suppose that solution CS ′ has been generated by applying the local
search on a solution CS . In LPLS, (Algorithm 11, line 5), the acceptance
criterion initially checks for the strict dominance relationship. If it is not
satisfied, the LPLS gives one more chance to CS ′ by considering only com-
munication attributes (line 9), where the link dominance relationship is
checked. In all cases, the neighbour solution must have a higher crowding
distance (CD) than the initial solution.

Acceptance(CS′, CS) =
CS′ ≺ CS ∧ (CD(CS′) < CD(CS)) True

CS′‖CS ∧ CS′ ≺L CS ∧ (CD(CS′) < CD(CS)) True

Otherwise False

(6.8)

Most importantly, Equation (6.8) emphasises that the solutions CS and CS ′

must be mutually non-dominated (refer to Definition 2) to be considered
for the link dominance relationship. Therefore, the procedure only accepts
neighbour solutions that strictly dominate the initial solution (parent so-
lution), or are non-dominated by the parent while dominating it via the
link dominance relationship.

Considering the neighbourhood definition strategy, LPLS is expected
to increase the exploration ability by allowing the local search to carry on
with every new promising solution discovered and are most likely to be
improved by the above local search. LPLS encourages more explorations
towards promising solutions due to the use of the link dominance, and
therefore, effectively increases the chance of discovering promising new
solutions.
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Algorithm 11 LPLS algorithm for the distributed DWSC
INPUT: S (A set of start solutions)
OUTPUT: Updated solution set

1: procedure LPLS(S)
2: for each CS ∈ S do

Find neighbours of CS (N(CS))
3: for each CS ′ ∈ N (CS) do
4: if CrowdingDistance(CS′) > CrowdingDistance(CS) then
5: if (CS ′ � CS) then // Strict dominance
6: Accept(CS ′, CS)
7: S =Update(S, CS ′)
8: else
9: if (CS ′ �L CS) then //Link dominance

10: Accept(CS ′, CS)
11: S =Update(S, CS ′)
12: end if
13: end if
14: end if
15: end for
16: end for
17: end procedure

6.5 Repair-based Multi-Objective Algorithm for

QoS-Constrained DWSC

In this section, we propose a repair method (i.e., power repair) to be com-
bined with NSGA-II to solve the QoS-constrained DWSC problem. The
resulted algorithm is called DWSCRepair method.

Algorithm 12 shows an overview of DWSCRepair method. Parents
are selected for the crossover and mutation operators, (line 4), using the
selection rules (see Subsection 6.5.1). After evaluating all offspring solu-
tions, invalid solutions are identified (line 7). These solutions are sent to
the power repair technique, which aims to repair solutions using a set of
heuristics (line 8). All solutions are sorted using the non-dominated sort-
ing and the best solutions are transferred to the next generation (line 9).
The above process continues for the maximum number of generations.
Each key component of this algorithm will be explained in detail in the
following subsections.
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Algorithm 12 NSGA-II with power repair (DWSCRepair)
INPUT: Task (T ), Service Repository (SR), population size (N)
OUTPUT: Solution set

1: Randomly initialise population P from SR by creating N solutions;
2: Decode individuals into DAGs and evaluate them;
3: while the maximum number of generations is not reached do
4: Select solutions using a tournament selection based on the Selection rules (see Sub-

section 6.5.1);
5: Apply crossover and mutation on selected solutions to generate offspring;
6: Decode and evaluate offspring solutions;
7: Identify invalid solutions (see Definition 22);
8: Apply the power repair technique on invalid solutions (Algorithm 13);
9: Perform non-domination sorting using Selection rules;

10: Select N individuals for the next-generation.
11: end while
12: Return non-dominated set of solutions in the final generation;

6.5.1 Selection Rules

A tournament selection, based on the pairwise comparison of solutions,
is proposed in [122] for a single-objective optimisation problem. That se-
lection uses selection rules to rank solutions in the population where both
valid and invalid solutions exist. The flowchart of this selection is illus-
trated in Figure 6.1 for two composite services, CS1 and CS2. These
selection rules are as follows: 1) any valid solution is preferred to any
invalid solution; 2) between two valid solutions, the one with better ob-
jective function value (or better front and crowding distance in case of
the multi-objective method) is preferred; and 3) between two invalid so-
lutions, the one with the smallest violation of constraints, CV (Equation
(6.6)), is preferred. If used alone, these rules can discard many invalid so-
lutions which might carry useful information in their structure. However,
optimal solutions to the unconstrained problems often lie on constraint
boundaries [147]. Therefore, simply discarding close-to-boundary solu-
tions makes it difficult to discover optimal solutions and reduces the pop-
ulation diversity. To tackle the above-mentioned shortcoming, we design
a repair method that enhances these rules, in Section 6.5.2.
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Figure 6.1: Flowchart of the selection rules

6.5.2 Power Repair Technique

In this subsection, we propose to repair invalid solutions and create en-
hanced neighbouring solutions without destroying valuable genetic infor-
mation. It is proven that solutions with moderate violation of constraints
enjoy the nice chance of producing good valid solutions in their neigh-
bourhood [21, 60, 122, 126, 201] (this is also confirmed by our experiments
in Subsection 6.7). As shown in the example in Figure 6.2, only a small por-
tion of non-dominated solutions is located in the valid region. However,
two invalid solutions are located in a closer distance to the valid region on
the Pareto-front. If repaired properly, e.g., in the direction of minimising
one of the objective functions in this example, good valid non-dominated
solutions are produced through exploiting these invalid solutions, which
will help the algorithm to discover high-quality solutions.

A set of seven novel heuristics (i.e., selection heuristics set) are defined to
locate services in a composite service for repair. We are interested in using
structural information, such as the communication links used to connect
two services and the QoS of component services, to repair and improve
invalid solutions with minor violation of constraints. The power repair
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Figure 6.2: Feasible region

technique aims to reduce the constraint violation degree (CV) of any in-
valid solution (see Definition 21).

The power repair method tries to address both time and cost con-
straints. This is specifically achieved by swapping a Web service S with
all other services in the same layer as S (details on layers can be found in
Section 2.3).

We define the heuristic set for choosing the Web service for replace-
ment. Hence, for each invalid composite service, up to seven component
services can be selected. Selection heuristics jointly cover the majority of
chances for repair as follows: 1) the longest execution time among all ser-
vices in the workflow; 2) the highest cost among all services in the work-
flow; 3) the highest sum of execution time and cost; 4) the longest link in
the workflow as its output; 5) the longest link in the workflow as its in-
put; 6) the most expensive link in the workflow as its output; 7) the most
time-consuming link in the workflow as its output.

Algorithm 13 presents the pseudo-code of the proposed repair method.
A simple example is also illustrated in Figure 6.3. Suppose that service S1

is one of the selected services by the selection heuristic set and there ex-
ist two other services, S3 and S4, in the same layer of S1 [54]. Therefore,
two solutions are generated by swapping S1 with S3 and S4, respectively.
Neighbour solutions are decoded and evaluated, and the one with the
smallest CV is chosen to replace the original solution if the corresponding
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Algorithm 13 Power repair technique.
1: while Not all invalid solutions are investigated for the repair do
2: Select an invalid composite service CS ;
3: Select a set of component services in CS using the selection heuristic set;
4: for all selected services in CS do
5: Swap the selected service with other services in the same layer;
6: end for
7: Decode and evaluate the new permutations;
8: Calculate CV for each newly generated solution;
9: Select a solution from the neighbours with the smallest CV to replace the original

solution.
10: end while

S6 S7 S13 S11 S8 S2 S1 S4 S5 S3

S6 S7 S13 S11 S8 S2 S4 S1 S5 S3

S6 S7 S13 S11 S8 S2 S3 S4 S5 S1

neighbor 1: service S1 swapped with service S4

neighbor 2: service S1 swapped with service S3

original invalid solution

Services in the same layer:
layer 1: S2, S7, S8 layer 2: S11, S14 
layer 3: S5, S6 layer 4: S1, S3, S4

assumption: service S1 is selected by selection 
heuristics set to be modified.

Figure 6.3: Example of the power repair operator.

CV is smaller than or equal to that of the original solution. Simultaneous
enhancing both objectives in Equation (6.5) during the local optimisation is
achieved by eliminating an expensive communication link that appeared
in the composite service, and/or a costly and time-consuming component
(single Web service).



6.6. DWSC WITH LEXICOGRAPHIC USER PREFERENCES 133

6.6 A User-Preference Driven Lexicographic Ap-

proach for Multi-Objective Distributed Web

Service Composition

In this section, we address the WSC problem with user preferences. Pop-
ular MOEAs with user preferences, such as reference solution-based non-
dominated sorting Genetic Algorithm (r-NSGA-II) [162], are based on one or
more reference points predefined by the user. However, we address the
problem in a way that no reference points are required. The lexicographic
user preference is defined as follows:

Definition 24. Given two QoS attributes of the final composite service (two ob-
jective functions in our problem), f1 and f2, a lexicographical user preference,
P : (f1(CS), f2(CS)) is an ordered set of QoS attributes, which indicates that
f1(CS) has higher priority than f2(CS).

According to the above discussion, the lexicographic ordering that
does not require any significant interaction with the user is a suitable
method of presenting user preferences. The user is only required to es-
tablish a predefined ordering of the competing objectives.

6.6.1 Preference-driven Algorithm for DWSC: Lex-NSGA-

II

In this Subsection, we describe our proposed algorithm, Lex-NSGA-II.
Lex-NSGA-II employs a clustering technique for selecting solutions for
the next generation. The clustering technique used in this chapter is a hi-
erarchical clustering which repeatedly divides solutions into two groups
and then selects one solution from each group. This is to ensure diver-
sity and to provide a mechanism for the algorithm for incorporating user
preferences.
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Lex-NSGA-II is presented in Algorithm 14. Solutions are sorted into
different fronts (line 5). To apply mutation and crossover operators, a
tournament-based selection is used to first select parent solutions for re-
production (line 5). This tournament selection compares solutions based
on their fronts: a solution in a lower front (closer to the first front) is always
preferred to a solution in a higher front. However, if two solutions are in a
similar front, as a secondary criterion, the lexicographic user-preferences
(see Definition 24) are used to prioritise solutions with the higher priority
objective. The joint population (i.e., the pool of parents and offspring solu-
tions) is sorted into fronts again (lines 9 and 10). Solutions are then moved
to the next generation starting from the best front. However, if only a por-
tion of solutions can survive to the next generation, an extra step is taken
to decide which solutions from that front should survive to the next gen-
eration. In the standard NSGA-II, crowding distance is employed to select
solutions in this step. However, in our approach, we employ a clustering
technique that allows us to employ the combination of user preferences
and the crowding distance.

A divisive hierarchical clustering technique is employed to help the Lex-
NSGA-II algorithm select appropriate solutions for the next generation
while preserving the diversity of the solution space. Performing a top-
down process, this clustering technique starts by including all solutions in
the front in a single large cluster. A representative solution for the cluster
is chosen to be moved to the next generation, which is then removed from
the current cluster. This representative is selected according to user prefer-
ences. For example, the value of the most important objective (f1) is taken
into account to compare two solutions. If two solutions have equal f1, they
are compared regarding the second most important objective and the so-
lution with the better f2 is selected and so on. Each cluster is then split
into two other clusters and the process of selecting representative, moving
it to the next generation and creating new clusters are iterated until the
next generation is filled. To divide a cluster into two clusters, two solu-
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tions that are the most distant to other solutions in terms of the crowding
distance are selected as the seeds of two new clusters. The rest of the solu-
tions are placed in one of the new clusters based on their proximity to each
seed. This clustering is very simple, and in our algorithm, the clustering
iteration stops when the next generation is filled.

Algorithm 14 Proposed Lex-NSGA-II algorithm for distributed DWSC-
LexUR.
INPUT: Service Repository (SR ) Task(T ), N(population size)
OUTPUT: A Set of Service Composition Solution

1: Generation counter t← 1;
2: Randomly initialise population Pt by creating N permutations;
3: Decode individuals into DAGs and evaluate them;
4: while the maximum number of generations not reached do
5: Sort Pt (the parent population) into different non-dominated fronts;
6: Select solutions and apply crossover and mutation on them until

∣∣Qt|=
∣∣Pt| off-

spring solutions are generated;
7: Decode and evaluate offspring solutions;
8: Combine parents and offspring solutions into the joint population (Rt=Pt ∪Qt);
9: Sort Rt into fronts Fi, 1, ..., p, by non-dominated sorting;

10: Pt+1 ← ∅;
11: Add all solutions of the smallest fronts to Pt+1 provided that the total number of

individuals of those fronts does not exceed
∣∣Pt+1

∣∣;
12: if |Fi| > N −

∣∣Pt+1

∣∣ then
13: while

∣∣Pt+1

∣∣ < N do
14: Perform/continue divisive hierarchical clustering on Fi;
15: Identify one solution in each of the newly generated clusters as the rep-

resentative;
16: Add the representatives to Pt+1;
17: Remove added representatives from front Fi;
18: end while
19: end if
20: t← t+ 1;
21: end while

return Pt;

The clustering serves an important role in our algorithm. It helps the
algorithm maintain the diversity of solutions in the new population along
with encouraging alignment with user preferences. The clustering groups
solutions based on their distances in the objective space and ensures that at
least one solution from each group is involved in forming the next gener-
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ation. Furthermore, the clustering process is where we employ user pref-
erences during the search, which could not be achieved only by using the
crowding distance in the original NSGA-II (the lexicographic user prefer-
ence information is used twice: first when selecting solutions for the EC
operators, and second when selecting the representative of each cluster).
This helps the algorithm find high-quality solutions in the ROI. Finally,
compared to many other clustering techniques, our clustering does not re-
quire any predefined parameters, such as the cluster size, and stops when
the next generation is completely formed.

6.7 Evaluations

In this section, performance metrics for our multi-objective methods are
presented in Subsection 6.7.1. Experimental Evaluations for the LPLS-
NSGA-II, DWSCRepair and Lex-NSGA-II are presented in Subsections
6.7.2, 6.7.3 and 6.7.4, respectively.

6.7.1 Performance Metrics

Methods are compared according to their execution time, as well as the in-
verted generational distance (IGD) and hypervolume (HV) [113]. Those
metrics provide a comprehensive measure of the performance of each
method [113] and are commonly used for evaluating multi-objective ap-
proaches [54]. IGD is the average distance of all Pareto solutions to the ref-
erence solution set. In this thesis, the reference solution set for IGD is ob-
tained using an aggregated Pareto front consisting of the non-dominated
solutions obtained from all runs of all approaches of a given dataset. Hy-
pervolume is defined as the area enclosed by a reference point (obtained in
a different way for each method, see the following subsections for detail)
and the Pareto optimal solutions.

We ran all algorithms 30 times each with a different random seed. We
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then employed Wilcoxon rank sum statistical test (U-test) with a signifi-
cance level of 5% to verify the observed difference in the mean of all runs
on IGD, HV and execution time values.

For all methods, a population of size 500 was evolved for 51 genera-
tions.

6.7.2 Evaluation of LPLS-NSGA-II

In this Subsection, parameter settings, competing algorithms, results and
analysis for MA with LPLS are presented.

Parameter Settings

In this method, (1,1) is used as the reference point for calculating the HV
because in the worst case a composite solution’s objectives are (1,1).

Competing Algorithms

Experiments were conducted to compare the performance of LPLS-NSGA-
II and PLS-based NSGA-II (PLS-NSGA-II) [143]. Additionally, a relaxed
version of LPLS was implemented (i.e., Relaxed-LPLS-NSGA-II). In Relaxed-
LPLS-NSGA-II, a newly generated solution is accepted if it dominates its
parent regarding the link dominance relationship even if it is dominated
by the parent regarding the strict dominance relationship. The differ-
ence between the conditions in LPLS-NSGA-II and Relaxed-LPLS-NSGA-II
is further clarified through a diagram in Figures 6.4. An example is also
provided in Figure 6.5. It is crucial to compare our proposed method to the
relaxed version in order to verify if accepting an offspring that link dom-
inates its parent (but might be strictly dominated by the parent) can pro-
mote effective local search. This difference is shown through a real exam-
ple of a dominated offspring solution which is accepted by Relaxed-LPLS-
NSGA-II but rejected by LPLS-NSGA-II, in Figure 6.5. If LPLS-NSGA-II
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Figure 6.4: Acceptance conditions in (a) LPLS, (b) Relaxed LPLS.

𝑷𝒂𝒓𝒆𝒏𝒕:
𝒇𝑻𝒐𝒕𝒂𝒍𝑻𝒊𝒎𝒆 = 0.624402198, 	𝒇𝑻𝒐𝒕𝒂𝒍𝑪𝒐𝒔𝒕 = 0.510041684
		𝒇𝑪𝑻𝒊𝒎𝒆 = 0.483754622, 𝒇𝑪𝑪𝒐𝒔𝒕 = 0.340999999

𝑶𝒇𝒇𝒔𝒑𝒓𝒊𝒏𝒈:
𝒇𝑻𝒐𝒕𝒂𝒍𝑻𝒊𝒎𝒆 = 0.6400714559, 𝒇𝑻𝒐𝒕𝒂𝒍𝑪𝒐𝒔𝒕 = 0.52736972
𝒇𝑪𝑻𝒊𝒎𝒆 = 0.433754622, 𝒇𝑪𝑪𝒐𝒔𝒕 = 0.29333333

Figure 6.5: A parent composite service (left) and the offspring generated
by Relaxed-LPLS-NSGA-II (right). Although dominated by the parent,
the offspring is accepted and the parent is discarded in the Relaxed-LPLS-
NSGA-II.

outperforms Relaxed-LPLS-NSGA-II in the final results, the hypothesis will
be rejected.

Table 6.1: Mean IGD for 30 independent runs (the lower IGD the better).

Dataset PLS-NSGA-II Relaxed-LPLS-NSGA-II LPLS-NSGA-II
WSC8-1 0.03 ± 0.01 0.12± 0.03 0.06± 0.01
WSC8-2 0.2± 0.04 0.25± 0.03 0.12 ± 0.02
WSC8-3 0.06± 0.02 0.07± 0.02 0.01 ± 0.01
WSC8-4 0.01 ± 0.01 0.09± 0.02 0.05± 0.02
WSC8-5 0.12± 0.1 0.16± 0.1 0.02 ± 0.01
WSC8-6 0.04 ± 0.03 0.07± 0.03 0.03 ± 0.01
WSC8-7 0.1± 0.04 0.11± 0.05 0.03 ± 0.01
WSC8-8 0.06± 0.02 0.11± 0.03 0.05 ± 0.02
WSC9-1 0.03± 0.01 0.04± 0.02 0.01 ± 0.01
WSC9-2 0.08 ± 0.01 0.11± 0.01 0.09 ± 0.02
WSC9-3 0.01 ± 0.02 0.02± 0.01 0.02± 0.01
WSC9-4 0.09± 0.05 0.15± 0.04 0.02 ± 0.01
WSC9-5 0.01 ± 0.02 0.05± 0.03 0.05± 0.02



6.7. EVALUATIONS 139

Table 6.2: Mean HV for 30 independent runs (the higher HV the better).

Dataset PLS-NSGA-II Relaxed-LPLS-NSGA-II LPLS-NSGA-II
WSC8-1 0.3196 ± 0.01 0.3044± 0.01 0.312± 0.01
WSC8-2 0.3715± 0.03 0.3454± 0.03 0.3943 ± 0.01
WSC8-3 0.3439± 0.04 0.3385± 0.03 0.3517 ± 0.22
WSC8-4 0.3685 ± 0.01 0.3565± 0.05 0.3612± 0.01
WSC8-5 0.3333± 0.02 0.3286± 0.03 0.3539 ± 0.03
WSC8-6 0.3289 ± 0.03 0.3215± 0.03 0.3298 ± 0.02
WSC8-7 0.3542± 0.04 0.3421± 0.03 0.3727 ± 0.03
WSC8-8 0.3133± 0.04 0.3113± 0.03 0.3197 ± 0.22
WSC9-1 0.3617± 0.01 0.3599± 0.03 0.3637 ± 0.01
WSC9-2 0.3111 ± 0.01 0.3026± 0.01 0.3109± 0.01
WSC9-3 0.3991 ± 0.01 0.3966± 0.03 0.3985± 0.05
WSC9-4 0.3365 ± 0.03 0.3333± 0.01 0.3366 ± 0.01
WSC9-5 0.3493 ± 0.04 0.3366± 0.02 0.3496 ± 0.02

Results

Tables 6.2 and 6.1 show the IGD and HV observed for LPLS-NSGA-II,
PLS-NSGA-II and Relaxed-LPLS-NSGA-II. It is evident from those tables
that LPLS-NSGA-II achieves significantly better values of IGD and HV for
about 70 % of the tasks. PLS-NSGA-II, however, merely achieves signif-
icantly better values of both IGD and HV for 46% and 53% of the tasks,
respectively, while Relaxed-LPLS-NSGA-II gains the worst IGD and HV
values for all tasks. This is because Relaxed-LPLS-NSGA-II introduces re-
dundant solutions to the population and accepts many worse steps, which
is unnecessary. Essentially, using link dominance alone without consider-
ing true Pareto dominance does not appear to be effective.

Mean execution times for PLS-NSGA-II, Relaxed-LPLS-NSGA-II and
LPLS-NSGA-II are shown in Table 6.3. While Relaxed-LPLS-NSGA-II and
LPLS-NSGA-II are comparable to each other for each task in WSC08 and
WSC09, PLS-NSGA-II is consistently faster (e.g., on WSC8-1). This is be-
cause PLS-NSGA-II has a strict condition for accepting a solution after
applying local search, which makes this method restrictive compared to
Relaxed-LPLS-NSGA-II and LPLS-NSGA-II. This characteristic, in turn, nar-
rows the number of solutions generated by the local search and leads to a
smaller set of initial solutions for the next local searches, and results in a
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shorter execution time. In fact, in Relaxed-LPLS-NSGA-II and LPLS-NSGA-
II, the local search has been applied on a larger set of solutions (see Section
6.4) which grows rapidly in LPLS compared to that in PLS. PLS-NSGA-II
shows a shorter execution time among the three methods. However, the
decrease in the execution time is not significant enough to compensate for
the low performance of PLS-NSGA-II.

Table 6.3: Mean execution time [seconds] for the three methods.

Task (size) PLS-NSGA-II Relaxed-LPLS-NSGA-II LPLS-NSGA-II
WSC08-1 (158) 2.9 ± 0.09 3.4± 0.06 3.2± 0.17
WSC08-2 (558) 3.1 ± 0.13 5.08± 0.13 5.08± 0.52
WSC08-3 (604) 10.2 ± 1.3 14.38± 1.2 14.13± 1.79
WSC08-4 (1041) 4.93 ± 0.09 5.08± 0.21 5.6± 0.17
WSC08-5 (1090) 15.53 ± 0.041 26.61± 2.16 24.06± 1.31
WSC08-6 (2198) 42.33 ± 4.15 62.55± 0.03 51± 6.42
WSC08-7 (4113) 79.03 ± 6.79 136.53± 0.03 128.8± 13.23
WSC08-8 (8119) 182.8 ± 25.39 208.48± 35.74 201± 20.87
WSC09-1 (572) 2.54 ± 0.23 2.97± 0.22 2.93± 0.17
WSC09-2 (4129) 52.88 ± 4.07 74.33± 6.14 64.12± 5.33
WSC09-3 (8138) 97.54 ± 11.27 137.33± 18.06 123.15± 15.87
WSC09-4 (8301) 398.5 ± 50.33 478.5± 82.91 442.36± 75.39
WSC09-5 (15211) 200 ± 35.54 263± 46.98 245± 47.31

Further Analysis and Discussions

We further evaluate the convergence rates of IGD and HV over 30 runs.
We use WSC8-3 as an example to show this evaluation in Figure 6.6. The
convergence is faster for LPLS-NSGA-II than PLS-NSGA-II and Relaxed-
LPLS-NSGA-II. Therefore, LPLS-NSGA-II achieves significantly better IGD
and HV values with an identical number of evaluations.

6.7.3 Evaluation of DWSCRepair for QoS-Constrained

Distributed DWSC

In this subsection, we present experimental settings and results for the
DWSCRepair.
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Figure 6.6: Mean HV (left) and IGD (right) over the number of
evaluations for 30 runs for non-dominated solutions for task WSC8-3.

Smaller values of IGD and larger values of HV demonstrates better
quality.

Competing Algorithms

To show the effectiveness of DWSCRepair, we choose two constraint han-
dling techniques, Penalty [84] and Crossover repair [179], proposed for
WSC problem, and combine them with NSGA-II to form Penalty-NSGA-II
and CrRepair-NSGA-II, respectively.

1) Penalty-NSGA-II: a penalty mechanism employed in [84] for multi-
objective WSC. We combine it with NSGA-II and use it in our problem as
in Equation (6.9):

f ′1(CS) = (f1(CS)− k1) + f1(CS)

and f ′2(CS) = (f2(CS)− k2) + f2(CS)
(6.9)

where f1− k1 and f2− k2 are the amount of constraint violations for objec-
tive functions f1 and f2, respectively. f ′1 and f ′2 are new fitness values for
the solution (Note that all values have been normalised between 0 and 1).

2) Crossover repair (CrRepair-NSGA-II): generally, a repair can be per-
formed through crossover operators. A crossover repair operator has been
employed in [179] for the constrained Web service selection problem to re-
duce the chance for a composition solution to violate any constraints. Fol-
lowing [179], two invalid solutions sequences are selected as parents p1
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and p2, and the two-point crossover is applied to generate two offspring
sequences c1 and c2. One of the crossover points is determined using p1,
based on the location of the longest communication link in p1. The sec-
ond crossover point is determined using p2 in the same way as p1. The
sub-sequence of p1 and p2 between the two crossover points are swapped
while ensuring no service duplication.

Parameter Settings

A tournament selection based on the selection rules (Subsection 6.5.1) se-
lects candidate solutions for the mutation and crossover operators. The re-
pair rate in CrRepair-NSGA-II is 0.95. The above parameter settings were
based on popular settings discussed in the literature [45, 99].

Since existing datasets for WSC do not include constraints on QoS, we
manually determined constraints on each objective. First, we carried out
experiments using the unconstrained version of our problem to obtain the
values of f1 and f2 for each task. We then set the constraint values (i.e., k1
and k2) to be 0.75 of the corresponding QoS’s worst value according to [84].
For example, if the worst response time for the task is 0.5 when running
without constraints, we set the time constraint equal to 0.375. This means
the response time should not be higher than 0.375. These constraints set a
higher bound to the objective functions.

Results

Tables 6.7 and 6.8 show the IGD and HV observed for Penalty-NSGA-
II [84], CrRepair-NSGA-II [179] and DWSCRepair. A pairwise Wilcoxon
rank sum statistical test with a significance level of 5% is conducted on the
average of these values over the 30 runs for the three algorithms at 0.05
significance level (p-value = 0.05).

It is evident from Tables 6.4 and 6.5 that the DWSCRepair achieves sig-
nificantly better values of IGD and HV for all of the tasks compared to
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Table 6.4: Mean IGD for 30 runs, for Penalty-NSGA-II, CrRepair-NSGA-II
and DWSCRepair.

Task Penalty-NSGA-II [84] CrRepair-NSGA-II [179] DWSCRepair
WSC8-1 0.19± 0.02 0.22± 0.03 0.06 ± 0.01
WSC8-2 0.22± 0.03 0.2± 0.05 0.14 ± 0.04
WSC8-3 0.05± 0.003 0.11± 0.001 0.01 ± 0.001
WSC8-4 0.09± 0.001 0.07± 0.002 0.02 ± 0.001
WSC8-5 0.21± 0.02 0.24± 0.1 0.038 ± 0.02
WSC8-6 0.055± 0.01 0.057± 0.001 0.056± 0.002
WSC8-7 0.11± 0.03 0.12± 0.03 0.12± 0.03
WSC8-8 0.07± 0.01 0.07± 0.01 0.05 ± 0.01
WSC9-1 0.03± 0.01 0.02± 0.02 0.01 ± 0.01
WSC9-2 0.091± 0.005 0.098± 0.004 0.03 ± 0.001
WSC9-3 0.02± 0.001 0.03± 0.001 0.02± 0.001
WSC9-4 0.1± 0.001 0.23± 0.001 0.08 ± 0.001
WSC9-5 0.09± 0.002 0.13± 0.001 0.06 ± 0.001

Table 6.5: Mean HV for 30 runs, for penalty-NSGA-II, CrRepair-NSGA-II
and DWSCRepair.

Task Penalty-NSGA-II [84] CrRepair-NSGA-II [179] DWSCRepair
WSC8-1 0.29± 0.02 0.3022± 0.03 0.341 ± 0.02
WSC8-2 0.3113± 0.01 0.3163± 0.01 0.3511 ± 0.01
WSC8-3 0.332± 0.004 0.314± 0.004 0.359± 0.004
WSC8-4 0.318± 0.002 0.317± 0.01 0.339 ± 0.004
WSC8-5 0.326± 0.005 0.32± 0.006 0.358 ± 0.001
WSC8-6 0.3242± 0.004 0.3227± 0.01 0.3238± 0.009
WSC8-7 0.33± 0.008 0.33± 0.008 0.336 ± 0.009
WSC8-8 0.3121± 0.001 0.3124± 0.001 0.313± 0.009
WSC9-1 0.361± 0.03 0.3631± 0.04 0.3692 ± 0.05
WSC9-2 0.34± 0.008 0.335± 0.009 0.34 ± 0.009
WSC9-3 0.302± 0.001 0.306± 0.005 0.32 ± 0.005
WSC9-4 0.34± 0.005 0.31± 0.005 0.357 ± 0.005
WSC9-5 0.33± 0.001 0.27± 0.005 0.342 ± 0.004

the other two methods. CrRepair-NSGA-II outperforms Penalty-NSGA-
II on 30% of tasks. Unlike CrRepair-NSGA-II which uses random repair,
the proposed power repair technique explicitly considers the distribution
of services and effectively remove the longest communication links from
those solutions that violate any QoS constraints. The average execution
time and the corresponding standard deviation in seconds over 30 inde-
pendent runs for each approach are shown in Table 6.6. Table 6.6 demon-
strates that the proposed method has the longest execution time since at-
tempts to repair all invalid solutions.

Penalty-NSGA-II is faster than the other methods. The reason is that,
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Table 6.6: Mean execution time [seconds] over 30 runs for penalty-NSGA-
II, CrRepair-NSGA-II and DWSCRepair.

Task Penalty-NSGA-II [84] CrRepair-NSGA-II [179] DWSCRepair
WSC8-1 3.4 ± 0.09 4.14± 0.07 5.19± 0.17
WSC8-2 3.1 ± 0.08 3.92± 0.023 5.023± 0.52
WSC8-3 7.2 ± 1.3 11.38± 0.9 18.13± 1.79
WSC8-4 4.93 ± 0.09 5.15± 0.21 6.94± 0.13
WSC8-5 12.43 ± 0.021 15.41± 1.11 22.06± 1.13
WSC8-6 14.33 ± 2.35 29.55± 2.23 51± 3.42
WSC8-7 59.03 ± 4.79 101.53± 6.03 128.8± 11.33
WSC8-8 78.8 ± 5.39 134.51± 16.64 201± 20.87
WSC9-1 1.84 ± 0.12 2.1± 0.3 3.93± 0.17
WSC9-2 32.88 ± 4.07 38.33± 6.24 67.12± 5.33
WSC9-3 57.36 ± 8.27 124.33± 8.06 163.15± 27.87
WSC9-4 108.5 ± 10.33 312.5± 42.91 442.36± 55.39
WSC9-5 112 ± 13.54 199± 38.18 279± 41.21
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Figure 6.7: Mean IGD (left) and HV (right) on task WSC9-5.

unlike the repair-based methods, Penalty-NSGA-II does not require extra
evaluations. In repair-based methods, all repaired solutions are decoded
and evaluated so that the one with better objective functions is defined.

Further Analysis

We further evaluate the convergence behaviours concerning both IGD and
HV over 30 runs using task WSC9-5 as an example. Figure 6.7 demon-
strates the evolution of the mean values of the IGD and HV over the
number of evaluations for the proposed method, CrRepair-NSGA-II and
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Figure 6.8: Pareto solutions for WSC9-5 (left) and WSC9-2 (right) (note that
only valid solutions and region are shown in this figure).

Penalty-NSGA-II, where, DWSCRepair converges slower than the two
other methods but continues to improve the solutions. We present a plot of
the Pareto front valid solutions of WSC9-2 and WSC09-5 obtained by the
three methods over 30 independent runs in Figure 6.8. The best Pareto op-
timal solutions are identified based on the combined results of all 30 runs
of each method. It is evident from Figure 6.8 that the Pareto front gener-
ated by the Penalty-NSGA-II is more widely distributed for both tasks.

Solutions generated by DWSCRepair approach dominate solutions
from the other two approaches in the central region. This demonstrates
that DWSCRepair is effective in generating both quality and valid solu-
tions. To be specific, DWSCRepair produces valid solutions with better
quality than other methods.

6.7.4 Evaluation of Lex-NSGA-II for DWSC-Lex-UR

In this subsection, competing algorithms, experimental settings and re-
sults for the Lex-NSGA-II are discussed.
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Competing Algorithms

We employ two multi-objective baseline algorithms for comparisons: first,
the standard NSGA-II [61], where final solutions should be refined to fit
in the ROI; and second, r-NSGA-II [162] since this is the most widely used
multi-objective algorithm with user preference [38, 162, 223].

Settings

Although the standard r-NSGA-II has only one reference point, it can be
modified to address multiple reference points. In this thesis, we replace
the calculation of weighted Euclidean distance in standard r-NSGA-II by
the distance to the closest reference point. However, exactly defining the
reference point in real-world problems might be difficult. Herein, we
choose five reference points: (0, 0.2), (0.04, 0.2), (0.08, 0.2), (0.12, 0.2) and
(0.16, 0.2). These reference points are chosen because they are located in
an evenly-spaced manner on a line which is drawn from x = y (the border
of the ROI) to the y-axis (response time) and all of them are in the ROI.

However, we investigate the algorithm’s sensitivity to preference or-
ders by studying different orders of the objectives.

In the presence of user preferences, the reference solution set for IGD
is obtained using an aggregation of final solutions of all runs which reside
in the ROI. Point (0.5,1) has been used as the reference point to calculate
HV since the preference order is P : (cost, time). We carried out experi-
ments twice, each time for the different order of the QoS attributes as the
preferences.

Results

Tables 6.7 and 6.8 show IGD and HV when the cost has a higher prior-
ity than time. The ROI for this case is shown in Figure 6.10 (note that
the objectives have been normalised). This model can be extended to in-
clude any number of objectives simply by defining the preference order
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Table 6.7: Mean IGD over 30 runs for preference P : (cost, time).

Task NSGA-II r-NSGA-II Lex-NSGA-II
WSC08-1 0.039± 0.004 0.033± 0.002 0.029 ± 0.001
WSC08-2 0.038± 0.002 0.032± 0.009 0.022 ± 0.001
WSC08-3 0.081± 0.01 0.077± 0.004 0.058 ± 0.001
WSC08-4 0.032± 0.001 0.03 ± 0.02 0.031± 0.03
WSC08-5 0.031± 0.002 0.031± 0.001 0.029 ± 0.001
WSC08-6 0.041± 0.003 0.04± 0.004 0.032 ± 0.002
WSC08-7 0.13± 0.06 0.084 ± 0.02 0.085± 0.006
WSC08-8 0.0381± 0.001 0.0352± 0.002 0.031 ± 0.002
WSC09-1 0.019± 0.003 0.018± 0.008 0.014 ± 0.001
WSC09-2 0.063± 0.001 0.062± 0.003 0.041 ± 0.001
WSC09-3 0.043± 0.02 0.043± 0.02 0.039 ± 0.03
WSC09-4 0.034± 0.005 0.031± 0.006 0.018 ± 0.002
WSC09-5 0.12± 0.002 0.06 ± 0.003 0.06 ± 0.007

Table 6.8: Mean HV for NSGA-II, r-NSGA-II and Lex-NSGA-II over 30
runs for preference P : (cost, time).

Task NSGA-II r-NSGA-II Lex-NSGA-II
WSC08-1 0.27± 0.06 0.28± 0.07 0.3 ± 0.01
WSC08-2 0.299± 0.023 0.318± 0.01 0.323 ± 0.001
WSC08-3 0.302± 0.001 0.311± 0.001 0.3265 ± 0.001
WSC08-4 0.245± 0.002 0.282 ± 0.001 0.2716± 0.006
WSC08-5 0.301± 0.003 0.3± 0.004 0.315± 0.003
WSC08-6 0.291± 0.01 0.301± 0.001 0.3238 ± 0.01
WSC08-7 0.291± 0.003 0.318 ± 0.002 0.313± 0.003
WSC08-8 0.3± 0.002 0.309± 0.01 0.3142 ± 0.012
WSC09-1 0.289± 0.003 0.292± 0.003 0.313 ± 0.001
WSC09-2 0.243± 0.002 0.253± 0.001 0.2856 ± 0.004
WSC09-3 0.283± 0.006 0.284± 0.002 0.2917 ± 0.007
WSC09-4 0.251± 0.001 0.271± 0.001 0.2891 ± 0.002
WSC09-5 0.214± 0.001 0.275 ± 0.004 0.2731 ± 0.004

of them. Tables 6.7 and 6.8 indicate that Lex-NSGA-II outperforms other
methods on 77% of test cases for both IGD and HV. This method enjoys a
higher diversity due to the use of clustering. On the other hand, NSGA-
II produces the worst results because the algorithm does not incorporate
user preference information during the search. r-NSGA-II uses a modified
domination relation. However, Lex-NSGA-II employs clustering to ensure
diversity. Figure 6.9 demonstrates the evolution of the mean values of the
IGD and HV over the number of generations on WSC08-6 for the three
algorithms, where Lex-NSGA-II continues to improve the solutions.

The average execution time in seconds over 30 independent runs are
shown in Table 6.9. This table shows that r-NSGA-II is slightly faster than
Lex-NSGA-II since it does not perform clustering.
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Figure 6.9: IGD (left) and HV (right) of three methods on WSC8-6.

Table 6.9: Mean execution time [seconds] over 30 runs for preference P :
(cost, time).

Task NSGA-II r-NSGA-II Lex-NSGA-II
WSC08-1 1.05± 0.1 1.1± 0.07 1.4± 0.17
WSC08-2 1.09± 0.1 1.26± 0.12 1.3± 0.52
WSC08-3 2.9± 0.4 3.1± 1.26 3.2± 1.79
WSC08-4 1.8± 0.3 2± 0.03 2.1± 0.13
WSC08-5 4.9± 1.6 5.1± 1.9 5.2± 1.13
WSC08-6 5.1± 4.7 6.9± 1.41 10.33± 3.42
WSC08-7 14.6± 2.9 16.09± 8.43 18.8± 11.33
WSC08-8 68.6± 14.17 76± 16.7 78± 20.87
WSC09-1 1.19± 0.25 1.63± 0.19 1.93± 0.17
WSC09-2 11.9± 3.2 13.11± 3.93 15.12± 5.33
WSC09-3 24.11± 12.14 25.14± 13.17 27.15± 11.87
WSC09-4 80.39± 23.7 85.66± 35.21 93.36± 35.39
WSC09-5 72.9± 25.41 78± 22.75 81± 31.21

Figure 6.10: User-preferred region (ROI) (f1 < f2). The dashed curve
shows the Pareto-front.
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Table 6.10: Mean IGD over 30 runs for preference P : (time, cost).

Task NSGA-II r-NSGA-II Lex-NSGA-II
WSC08-1 0.028± 0.002 0.029± 0.001 0.024 ± 0.002
WSC08-2 0.044± 0.001 0.04± 0.001 0.038 ± 0.001
WSC08-3 0.034± 0.002 0.031± 0.001 0.03 ± 0.002
WSC08-4 0.052± 0.003 0.049± 0.01 0.046 ± 0.02
WSC08-5 0.047± 0.004 0.043 ± 0.003 0.044 ± 0.003
WSC08-6 0.035± 0.003 0.032 ± 0.001 0.033± 0.002
WSC08-7 0.049± 0.003 0.046± 0.002 0.044 ± 0.002
WSC08-8 0.043± 0.001 0.034 ± 0.002 0.036± 0.002
WSC09-1 0.045± 0.004 0.043± 0.002 0.04 ± 0.002
WSC09-2 0.06± 0.004 0.058± 0.004 0.049 ± 0.003
WSC09-3 0.023± 0.003 0.022± 0.004 0.019 ± 0.001
WSC09-4 0.051± 0.005 0.049 ± 0.004 0.05± 0.004
WSC09-5 0.09± 0.002 0.07 ± 0.002 0.08± 0.002

Table 6.11: Mean HV for NSGA-II, r-NSGA-II and Lex-NSGA-II over 30
runs for preference P : (time, cost).

Task NSGA-II r-NSGA-II Lex-NSGA-II
WSC08-1 0.25± 0.06 0.27 ± 0.07 0.27 ± 0.06
WSC08-2 0.32± 0.01 0.331± 0.02 0.338 ± 0.02
WSC08-3 0.313± 0.001 0.322± 0.001 0.324 ± 0.001
WSC08-4 0.291± 0.003 0.302 ± 0.003 0.305 ± 0.005
WSC08-5 0.321± 0.002 0.332 ± 0.002 0.317± 0.002
WSC08-6 0.297± 0.003 0.318 ± 0.006 0.311± 0.007
WSC08-7 0.312± 0.004 0.322± 0.003 0.333 ± 0.003
WSC08-8 0.301± 0.002 0.317 ± 0.02 0.312± 0.02
WSC09-1 0.282± 0.004 0.286± 0.005 0.328 ± 0.01
WSC09-2 0.274± 0.005 0.285± 0.004 0.287 ± 0.002
WSC09-3 0.251± 0.02 0.262± 0.01 0.289 ± 0.01
WSC09-4 0.231± 0.01 0.281 ± 0.01 0.272± 0.01
WSC09-5 0.233± 0.001 0.252 ± 0.001 0.251 ± 0.002

Additionally, we conducted experiments for P : (time, cost) where re-
sponse time was proffered to cost. Results are shown in Tables 6.10 and
6.11. Lex-NSGA-II achieved significantly better IGD and HV among the
three algorithms for 70% of tasks. This confirmed that our method can be
applied effectively to handle different orders of preferences.

6.8 Chapter Summary

In this chapter, we propose a memetic NSGA-II (i.e., LPLS-NSGA-II) for
effectively solving the distributed DWSC problem. In particular, we pro-
posed a novel local search (i.e., LPLS) for NSGA-II that utilises the fea-
tures of distributed DWSC. Our experimental evaluation using benchmark
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datasets showed that our proposed memetic NSGA-II finds Pareto front
solutions with better IGD and HV compared to existing hybrid MOEAs.
This is presumably due to its exploration flexibility along with the ex-
ploitation during the local search, and still being decent enough to pre-
vent inferior solutions. We developed another variation of our proposed
method to conduct in-depth experiments. This variant relaxed the accep-
tance criteria of local search to study the influence of accepting dominated
solutions.

We further studied the problem of QoS-constrained multi-objective
distributed DWSC. We designed a novel knowledge-based repair tech-
nique, the power repair, which takes advantage of a set of heuristics for the
distributed DWSC. We then defined DWSCRepair by combining power re-
pair with NSGA-II. Results demonstrated that DWSCRepair can achieve
significantly better performance in all of the benchmarks compared to the
existing relevant DWSC methods while searching valid composition solu-
tions.

We finally studied the distributed DWSC problem with QoS priority
preferences and used a convenient way of expressing users’ desires in
the lack of certain user preferences. We employed lexicographic order-
ing and proposed a multi-objective Pareto-based optimisation algorithm
(i.e., Lex-NSGA-II). We combined the concepts of Pareto dominance and
lexicographic ordering, as well as a hierarchical clustering technique to en-
hance the effectiveness of Lex-NSGA-II. We compared Lex-NSGA-II with
two other algorithms in this context. Experimental results showed that our
proposed method is the most effective in satisfying the user’s preferences.



Chapter 7

Dynamic Distributed Web service
Composition

In this chapter, we study the problem of dynamic distributed DWSC (D2-
DWSC). We specifically address the distributed DWSC in dynamic band-
width environment (motivated in Section 1.2 and Subsection 2.2.2). We
define a problem model to formally define the robustness of composite
services in the presence of bandwidth changes. We then propose an al-
gorithm to generate robust solutions for D2-DWSC. Finally, we propose a
mutation operator to enhance the algorithm performance. Experimental
results and empirical comparisons to existing algorithms demonstrate the
effectiveness of our method.

7.1 Introduction

The dynamically changing network environment can cause QoS fluctua-
tions and SLA violations. Network attributes, in particular bandwidth, are
subject to dynamic changes, which disrupts the expected time and cost
required to execute a composite service. However, existing approaches
have not considered the impact of a dynamically changing network envi-
ronment on distributed DWSC (see Subsection 2.2.2). In previous chap-
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ters, we assumed that the bandwidth of each communication link remains
fixed over time.

It is important and desirable to build service compositions that are
robust to network changes. A robust composite service is more likely to
cope with the dynamically fluctuating network bandwidth without major
degradation in the QoS.

In this chapter, the following contributions are achieved:

• We provide a model for formulating the problem. Based on the
model, we design a new GA-based algorithm (i.e., Distance-R-MA)
to find composite services that are robust to network bandwidth
changes.

• For our GA-based algorithm, we introduce a distance-based muta-
tion operator to improve the effectiveness of our algorithm as well
as a fitness measure to efficiently and effectively estimate the robust-
ness. The proposed distance-based mutation operator is effective in
reducing inter-service distance and therefore can improve the qual-
ity of solutions.

Extensive experiments using real-world network bandwidth data
show that our Distance-R-MA can find composition solutions with lower
execution cost and response time than solutions generated by existing al-
gorithms.

7.2 Chapter Organisation

This chapter is organised as follows: an introduction to the objectives of
this chapter is given in Section 7.1. Section 7.3 discusses the problem for-
mulation. Our proposed approach for D2-DWSC is presented in Section
7.4. Section 7.5 presents experimental results. Finally, Section 7.6 sum-
marises the chapter.
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7.3 Dynamic Distributed Data-Intensive Web

Service Composition Problem

In this section, we first present basic terms such as the bandwidth sam-
ple and robustness, which are necessary for D2-DWSC. We also update
the definition of the communication link and the transfer time for the D2-
DWSC. Afterwards, we present our novel model of dynamic service com-
position to include the impact of the dynamic network on service compo-
sitions.

In this chapter, we consider bandwidth values which change over time.
Therefore, the bandwidth value of a communication link depends on the
time. We update Definition 9 (Section 3.3) of the communication link as
follows:

Definition 25. A communication link, lk is a logical link between two directly
connected services in a composite service. It is represented as an edge in the
corresponding workflow. A communication link is defined as the tuple lk = 〈
Si, Sj, Blk(t) 〉. In a composite Web service, a point-to-point communication hap-
pens between Si (source service) and Sj (destination service) if communication
link lk in the DAG connects Si and Sj .

As we can see in Definition 25, the bandwidth of the communication
link varies with time (i.e., Blk(t) depends on the time).

Additionally, the definition of transmission time for the static dis-
tributed DWSC (Section 3.3) is updated as follows:

Definition 26. Transmission time, Ttr(lk, Blk(t)), is the time required for com-
municating between two services through communication link lk when the avail-
able bandwidth for lk at time t is Blk(t). Ttr changes over time (every one minute
in this thesis), subject to the change of Blk .

Communication cost, CL(lk), and the overall cost of a composite ser-
vice CS (i.e., Ctotal(CS)) are obtained in the same way for the static single-
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objective distributed DWSC (see Subsection 3.3.3 in Chapter 3 for more
detail).

Definition 27. A sample, εt, defines a set of sampled bandwidth in a compos-
ite service, one bandwidth value for each communication link. t is the discrete
sampling time which also shows the sample number.

For example, in sample εt = {Bll(t), Bl2(t), ..., Bl|CL|(t)}, Bl1(t) is the
bandwidth value for link l1 in the tth sample. In D2-DWSC, the transmis-
sion time for each link varies from time to time as the bandwidth changes
dynamically. Therefore, the transmission time for link lk at time t can be
calculated as shown in Equation (7.1):

Ttr(lk, Blk(t)) =
size(Di,m)

Blk(t)
. (7.1)

where size(Di,m) is the size of data, Di,m, to be transferred between two
services through lk (see Section 3.3). The total response time of a composite
service is the longest execution time of all the paths from the Start to the
End node.

Therefore, the execution time ∆j of path j in a composition CS can
be obtained through Equation (7.2). ∆j includes the time for executing
component services and the communication time of each link on path j:

∆j =
∑
Si∈Q

TS(Si) +
∑
lk∈L

Ttr(lk, Blk(t)) (7.2)

whereQ and L are the set of component services and communication links
(between two consequence services) on path j, respectively. Therefore,
Ttotal can be obtained by Equation (7.3):

Ttotal(CS, εt) = max
j∈δ
{∆j} (7.3)

Finally, the quality of a composite service is obtained in Equation (7.4):
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F (CS, εt) = wT̂total(CS, εt) + (1− w)Ĉtotal(CS) (7.4)

where T̂total and Ĉtotal are normalised values (between 0 and 1) (see [54])
of Ttotal and Ctotal, respectively, and w is a positive weight (see Subsection
3.3.3 in Chapter 3 for more detail). We define the expected F in the fol-
lowing. It is highly desirable to find a service composition with optimal
quality (i.e., minimal expected F (CS, ε)) in the context of a network with
dynamic bandwidth changes.

Definition 28. The robustness of a composite service is defined as the expected
average QoS of the composite service subject to dynamic bandwidth changes.

We consider dynamic bandwidth changes regarding all possible sam-
ples of link bandwidths. Suppose that E = {ε1, ε2, ..., ε|E|} is a full set
of bandwidth samples for all communication links in a composite service,
where all bandwidth samples have the same probability. The robustness of
CS can be then defined as the expectation on the samples in Equation (7.5),
where the average QoS stays at a high level (i.e., we consider the robust-
ness of composite services by regarding the impact of dynamic bandwidth
changes):

Robustness(CS) = Eε[F (CS, ε)] =

|E|∑
i=1

Pr(εi)F (CS, εi) (7.5)

The aim of D2-DWSC is then to find a service composition with high
robustness, which yields better expected QoS than other compositions at
the execution stage. Since E refers to the set of all samples that can be ex-
tremely large. Therefore, the robustness cannot be precisely and efficiently
evaluated. We will estimate the robustness using an average function in
Section 6.6.1.
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7.4 Distance-based MA for fully-automated D2-

DWSC

Since the distance between services has a significant impact on the qual-
ity of services, the longer the distance between component services, the
greater the likelihood that the network dynamics affect the composite ser-
vices.

In this section, we propose to employ the inter-service distance (see
Definition 10 in Chapter 3) in search of service compositions. Inter-service
distances carry important problem knowledge [168] (e.g., reducing the
inter-service distance in a composite service can enhance the service per-
formance). Additionally, inter-service distances usually do not change
over time and hence are easy to be used. To this aim, we propose an MA,
Distance-based-Robust MA (Distance-R-MA). To reduce the inter-service dis-
tance, our method proposes a distance-based mutation operator, and then,
utilises simulation models (see Subsection 3.4.2 in Chapter 3) for obtain-
ing bandwidth samples. Finally, our method generates a robust compos-
ite service. Our method differs from the two-stage robust method pro-
posed in [191] in several aspects: 1) we address the network-aware com-
position problem, where network attributes are in the objective function
(D2-DWSC); 2) We propose a mutation operator for D2-DWSC which em-
ploys distance information of services; 3) We consider fluctuations in QoS
caused by changes in the communication links bandwidth rather than
random scenarios of service failures in [191]. This is particularly impor-
tant because in a real-world network environment bandwidth fluctuations
cause the majority of failures [168]. Bandwidth fluctuations are critical rea-
sons that make services unreachable within the maximum response time
in a distributed environment, causing them to be treated as failed services
[168, 200]. Any individual service is often used to support many com-
posite services simultaneously. The collective demands from all users and
composite services often imply that the service location should remain sta-
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ble for a sufficiently long time. During this time, it is desirable to optimise
the robustness of composite services considering the current location of
services.

7.4.1 Estimating Robustness

Since the number of samples can be extremely large, it is impossible to pre-
cisely evaluate the robustness of CS (i.e., calculating robustness across all
bandwidth samples is impossible). Therefore, in our GA-based approach,
we employ a random subset of samples (i.e., M ) to approximate Equation
(7.5) (M ⊂ E). We define the fitness function in Equation (7.6) that gives
an unbiased estimation of robustness defined in Equation (7.5), as the av-
erage QoS of the composite services across samples in M :

Fitness(CS) =
1

|M |
∑
εi∈M

F (CS, εi) (7.6)

where |M | is the number of samples in M .
Estimating the fitness of composite services using several samples, e.g.

200 samples, has the benefit that the solutions are not sensitive to the fit-
ness measure used to determine the quality of each evolved composite ser-
vice [191]. The objective of our algorithm is to minimise fitness in Equation
(7.6) by producing a suitable composite service, constructed from services
in a repositoryR.

7.4.2 Distance-based Algorithm

The pseudocode of the distance-based method for producing robust solutions for
D2-DWSC, Distance-R-MA, at the design stage is shown in Algorithm 15.
The population is randomly initialised at line 1 (individuals of the popu-
lation are sequences of services). Sequences are converted into workflows
using the decoding process to form composite services. Afterwards, a set
of samples of network bandwidth is generated (unlike the static DWSC
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where each link has one static bandwidth value) for each composite ser-
vice to evaluate its fitness through Equation (7.6). We employ our pro-
posed distance-based mutation operator (see Subsection 7.4.3), which utilises
location information to reduce the inter-service distance. We adopt the
crossover and local search operators of the flexible distance-based MA (see
Section 4.5).

Algorithm 15 Distance-R-MA Algorithm
INPUT: Composition Task (T ), Service Repository (R)
OUTPUT: A Robust Composition Solution

Set generation counter g ← 0;
Initialise population P 0 by random individual solutions, Πs, and decode all Πs
to workflows.;
while g <= predefined number of iterations do

for each Π in current population do
Generate M = {εi} (M is a subset of bandwidth samples);
for each εi in M do

Evaluate Π using the bandwidth values specified in εi
Calculate F (CS, εi) (Equations (7.1) and (7.4)).

end for
Estimate the fitness of Π using Equation (7.6);

end for
Select solutions based on their Fitness;
g ← g + 1;
Apply crossover operator;
Apply distance-based mutation operator (Subsection 7.4.3);
Apply neighbourhood search (local search);
Decode and evaluate all newly generated sequences;

end while
return Sequence With Best F itness

7.4.3 Inter-service distances and the mutation operator

In this subsection, we propose the distance-based mutation operator of the
Distance-R-MA algorithm for a distributed service environment.

The inter-service distance in a composite service is the key factor af-
fecting QoS. According to the bandwidth model obtained in Subsection



7.4. DISTANCE-BASED MA FOR FULLY-AUTOMATED D2-DWSC 159

3.4.2, and since the bandwidth changes of physical communication links
affect the bandwidth available to the logical communication link, the inter-
service distance has a strong impact on the communication time. Fur-
ther, as shown in previous chapters, the inter-service distance is closely
related to the communication cost. Consequently, a mutation operator can
be designed to decrease the maximum inter-service distance in a compos-
ite service while increasing the diversity of the solution space. Our mu-
tation operator aims to reduce the inter-service distance and hence the
QoS, through eliminating long communication links. Long communica-
tion links increase the communication attributes such as response time and
cost [159], which in turn, degrade the QoS of the composite service. How-
ever, for fully-automated WSC, only primitive forms of mutation in GAs
have been exploited by existing studies [54, 220, 191].

This mutation operator has two steps. The first step follows the same
idea as the mutation for WSC [54], which includes inserting a prefix and
appending a suffix to the original sequence (Figure 7.1). This prefix con-
sists of k services chosen at random from the relevant services in the repos-
itory (the parameter k is set before the execution). The suffix appended
consists of a randomly generated sequence comprising all services in the
repository. This is to prevent the operation from rendering the correspond-
ing composition non-functional [54]. In the second step, we employ the
distance information to the mutation operator. If designed properly, e.g.
by employing domain-knowledge, mutation operators can increase the
performance of the GA.

In this mutation operator, two services from the resulted sequence are
swapped. This mutation selects the service with the highest average dis-
tance to its directly connected services in the workflow, as the first ser-
vice to be swapped (Figure 7.2). However, the second service is chosen
at random to encourage diversity. That is, one of the two services to be
swapped is determined on the workflow based on the distance informa-
tion, i.e., the service with the highest distance to other component services
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Figure 7.1: Distance-based mutation operator.

and another is determined randomly (although services are selected based
on workflows, we change their corresponding positions in the indirectly
represented service sequences).

Figure 7.2 illustrates an example of determining the first service for the
swap in the mutation operator. The physical distance between each pair
of connected services is shown on each edge on the workflow in Figure
7.2a. The average distance for each Web service is calculated in Figure
7.2b. Therefore, the distance-based mutation operator swaps Web service
Sf with a randomly chosen service in the corresponding sequence.

7.5 Evaluations

In this section, we present competing algorithms in Subsection 7.5.1. We
then discuss parameter settings and results in Subsections 7.5.2 and 7.5.3,
respectively.

7.5.1 Competing Algorithms

We carry out experiments to evaluate the performance of the Distance-R-
MA method. Two algorithms are selected to be baseline algorithms for
comparing with our proposed method. The first one is flexible distance-
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Figure 7.2: Identifying a service for swap: (a) A workflow with the dis-
tance information between directly connected services, (b) calculation of
the average distance for each service and determining one with the largest
one to others.

guided MA (F-MA) (see Section 4.5). As it can be recalled from Chapter
4, F-MA achieved a higher performance for the static DWSC compared to
other algorithms. The second competing algorithm is a robust version of
F-MA, R-MA. R-MA is chosen because it differs from our algorithm in that
it does not use the distance-based mutation operator. All competing al-
gorithms search for one solution at the design stage. The F-MA generates
a solution desiring to optimise the weighted sum function in Equation
(7.4), while R-MA and Distance-R-MA optimise the robustness measure.
Through comparing with these algorithms, the effect of the proposed mu-
tation operator and the proposed formulation for the robustness optimisa-
tion can be determined.

7.5.2 Parameter Settings and Datasets

A population of size 30 are evolved for 100 generations for all methods.
Local search, mutation and crossover operators’ rate are set to 0.05, 0.05,
and 0.95, respectively. Parameter n in mutation is set to three. The tourna-
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ment selection size was two. Elitism with size two is applied. The param-
eter w in Equation (7.4) is set to 0.5.

We employ the benchmark dataset developed in Section 3.4. However,
in previous chapters, each communication link had a fixed bandwidth
value. In this chapter, instead of one value, we generate the bandwidth
value several times. For R-MA and Distance-R-MA the sample size at the
design stage is 100 (M = 100) (see Algorithm 15). We subsequently em-
ploy 300 bandwidth samples on the result of each run during the execu-
tion stage. Note that a large number of sampled scenarios (e.g., 300) is
taken into account for testing while a smaller number of sampled scenar-
ios (e.g., 100) is used at the design stage. This difference is important for
the design stage in order to remain highly efficient, whereas we want to
accurately measure the robustness of any composite service during the ex-
ecution stage [191].

7.5.3 Results

Algorithms have been compared at the execution stage and the response
time and cost of solutions. We verify the significant difference in corre-
sponding values of the three algorithms using a Wilcoxon signed-rank test.

The mean fitness values of 30 runs with different random seeds are
shown in Table 7.1, where Distance-R-MA produces solutions with robust
quality at the design stage which achieves higher QoS at the test stage.
That is, composite services produced by our proposed method show sig-
nificantly better performance in the presence of bandwidth fluctuations.
Although the F-MA method for the distributed DWSC provides solutions
with good fitness at the design stage, as verified in [158], there is no guar-
antee that the composite services can remain robust. Significantly bet-
ter values concerning the statistical test have been highlighted in Table
7.1. Additionally, Distance-R-MA outperforms R-MA in 11 out of 13 tasks,
which indicates that reducing inter-service distances, achieved by the pro-
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posed mutation operator, significantly improved the QoS of the solutions.
Table 7.2 shows the average response time of the solutions found by

each algorithm. The response time has great importance in D2-DWSC
since it is directly affected by the bandwidth changes. Solutions produced
by Distance-R-MA have significantly better response time than solutions
generated by the two other algorithms. Finally, Table 7.3 presents the cost
of the composite service found by the three algorithms. These observa-
tions verify that our proposed method improves the cost and response
time of composite services.
Table 7.1: Mean and standard deviations of fitness values, at the execution
stage, based on the baseline solution. Wilcoxon test with the significance
level of 0.05 is applied.

Task F-MA [158] R-MA Distance-R-MA
WSC08-1 0.52± 0.12 0.49± 0.05 0.48 ± 0.04
WSC08-2 0.62± 0.14 0.58± 0.16 0.57 ± 0.1
WSC08-3 0.64± 0.2 0.63± 0.06 0.59 ± 0.18
WSC08-4 0.51± 0.19 0.5± 0.09 0.5± 0.09
WSC08-5 0.62± 0.09 0.62± 0.09 0.61 ± 0.01
WSC08-6 0.62± 0.3 0.62± 0.3 0.61 ± 0.23
WSC08-7 0.7± 0.05 0.69± 0.27 0.68 ± 0.22
WSC08-8 0.61± 0.09 0.59 ± 0.07 0.60± 0.19
WSC09-1 0.65± 0.12 0.64± 0.11 0.6 ± 0.11
WSC09-2 0.63± 0.1 0.63± 0.2 0.59 ± 0.3
WSC09-3 0.65± 0.2 0.61 ± 0.1 0.60± 0.2
WSC09-4 0.62± 0.1 0.61± 0.1 0.59 ± 0.07
WSC09-5 0.68± 0.2 0.65± 0.2 0.65 ± 0.15

7.6 Chapter Summary

We proposed a fully-automated approach, Distance-R-MA, to the D2-
DWSC problem in the context of dynamic bandwidth changes, as well as
a model to evaluate the robustness of distributed services. We evaluated
Distance-R-MA with samples based on the real-world network bandwidth
changes to test the robustness of composition solutions. Our evaluation re-
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Table 7.2: Mean response time [ms] at the execution stage. Wilcoxon test
with the significance level of 0.05 is applied.

Task F-MA [158] R-MA Distance-R-MA
WSC08-1 36865.05± 1421 35947.31± 1873 34251.9 ± 1549
WSC08-2 29945± 1582 29353.48± 1396 28751.12 ± 1201
WSC08-3 85491.72± 1251 84521.05± 1121 82661.65 ± 1020
WSC08-4 19876.24± 391 18031.19 ± 242 18134.82± 219
WSC08-5 37176.21± 334 37011.34± 506 35335.75 ± 498
WSC08-6 32545.32± 553 33211.45± 532 32291.35± 412
WSC08-7 44276.23± 786 43369.78± 812 35303.7 ± 498
WSC08-8 62513.08± 1223 59513.08 ± 1023 60070.75± 923
WSC09-1 30979± 2752 30903.98± 2878 26810.24 ± 1392
WSC09-2 55098.29± 1165 54786.08± 1090 50380.06 ± 9899
WSC09-3 36571.79± 1905 32571.66 ± 1011 33450.85± 1329
WSC09-4 79598.91± 7659 77894.48± 5109 76314.09 ± 5487
WSC09-5 74121.09± 1953 73904.24± 2431 69107.3 ± 2313

Table 7.3: Mean cost at the execution stage. Wilcoxon test with significance
level of 0.05 is applied.

Task F-MA [158] R-MA Distance-R-MA
WSC08-1 223.54± 49 207.73± 43 173.3 ± 31
WSC08-2 264.01± 15 235.81± 15 190.82 ± 12
WSC08-3 279.81± 15 276.56± 21 231.91 ± 16
WSC08-4 143.79± 11 146.24± 9 138.54 ± 7
WSC08-5 340.1± 23 316.03± 55 265.18 ± 49
WSC08-6 567.05± 26 560.11± 21 394.35 ± 13
WSC08-7 459.11± 74 359.11± 52 307.92 ± 61
WSC08-8 363.05± 31 318.91 ± 34 335.046± 29
WSC09-1 232.34± 35 172.34± 29 119.92 ± 16
WSC09-2 391.78± 41 379.94± 39 311.44 ± 37
WSC09-3 497.73± 105 307.82 ± 99 427.73± 115
WSC09-4 850.01± 24 871.11± 79 705.59 ± 115
WSC09-5 576.09± 71 537.05± 65 502.43 ± 68
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sults verified that Distance-R-MA can generate composite services that are
robust to the dynamic network environment (i.e., bandwidth fluctuations).
Distance-R-MA can find composition solutions with lower execution cost
and response time than solutions generated by existing algorithms. Fur-
ther, our results showed that our proposed distance-based mutation op-
erator is effective in reducing inter-service distance and therefore, can im-
prove solutions. In the future, we will consider different objectives, e.g.,
minimising service cost, as well as re-optimisation techniques.
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Chapter 8

Conclusions

The overall goal of this thesis was to propose effective solutions for dis-
tributed data-intensive Web service composition problems optimised ac-
cording to their QoS and communication attributes (see the goal set in
Subsection 1.3). This thesis has successfully achieved this goal in several
aspects. This thesis has prepared datasets for the distributed DWSC prob-
lem formulation in Chapter 3. A bandwidth simulation model on an ex-
isting real-world dataset, Curtin, and a formulation on WS-Dream have
been used to determine the location information, and consequently, the
distance information between services. The bandwidth information was
employed to produce communication time. The location information was
used to generate the communication cost and, as a heuristic, in guiding
several approaches proposed in the next contributions. This thesis has
proposed new problem formulations regarding QoS and communication
attributes (Chapter 3). During the execution of a data-intensive compos-
ite service in a distributed environment, significant time and cost are re-
quired to transfer and access data. One of the key importance of this model
was dealing with several aspects of the distributed DWSC, such as the lo-
cation of services. Additionally, this new problem model was extended
to define multi-objective distributed DWSC with user preferences, QoS-
constrained multi-objective distributed DWSC and dynamic distributed

167



168 CHAPTER 8. CONCLUSIONS

DWSC. To solve all the modelled problems, several approaches were pro-
posed through the use of specialised initialisation strategies, genetic oper-
ators and local search.

The remainder of this chapter is organised as follows. Section 8.1 out-
lines the objectives that were achieved in this thesis. Section 8.2 presents
the main conclusions reached in this work. Section 8.3 explores possible
future work directions based on the contributions in this thesis.

8.1 Achieved Objectives

The overall goal of this thesis has been achieved through the following
objectives:

1. This thesis has proposed effective approaches for performing single-
objective fully automated distributed DWSC (Chapter 4). The first
objective of this thesis was to study the use of distribution informa-
tion of services with GA. This was to design more effective and sta-
ble composite services for the single-objective distributed DWSC in
Chapter 4. To fulfil this objective, a clustering technique was com-
bined with the location information of services to create an enhanced
initial population based on which high-quality solutions were built.
Secondly, a heuristic was designed to preserve promising knowl-
edge from one generation to another. This heuristic was then used
in several proposed distance-guided crossover operators. Thirdly,
multiple distance-guided local search strategies were designed and
investigated. These investigations established the distance-based
crossover and local search as the most promising EC operators in a
single-objective distributed DWSC context. Based on these findings,
we further proposed adaptive memetic algorithms (Chapter 5).

2. This thesis has proposed a priority-based selection method to se-
lect appropriate solutions for the local search in single-objective dis-
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tributed DDWSC. The priority function was adaptively updated ac-
cording to the population. This selection method enabled us to de-
velop highly effective algorithms for distributed DWSC by explicitly
considering novelty, borrowed from the novelty search [108], and im-
provability of solutions. Similar selection methods that can be con-
sistently integrated with any MA for distributed DWSC had never
been performed previously.

Experimental results demonstrated that the priority-based selection
method can be hybridised with a range of MAs to find high-quality
solutions effectively upon considering the internal structure of so-
lutions, the diversity among them and the likelihood of a solution
improvement. Results also showed that the use of communication
information in both EC operators and initialisation allowed the MAs
to work effectively and improve the quality of solutions.

3. This thesis has proposed multi-objective fully-automated distributed
DWSC approaches (Chapter 6). The first approach was to design
a memetic NSGA-II to the distributed DWSC for obtaining high-
performance composite services. This was achieved by introducing
a new local search (i.e., LPLS) to NSGA-II which employed the com-
munication link dominance concept. This investigation established
LPLS as the most effective local search technique in the context of
the multi-objective distributed DWSC. After developing the effec-
tive memetic NSGA-II for the general distributed DWSC problem,
the aim was to explore the QoS-constrained distributed DWSC prob-
lem. Therefore, DWSCRepair was proposed. This method relies on a
set of heuristics to repair solutions. DWSCRepair was also designed
to preserve the diversity of the solution space. Finally, this thesis
aimed to investigate users’ QoS preferences. The lexicographic or-
dering was proposed to model user preferences, while merged with
NSGA-II in several steps to effectively incorporate the user prefer-
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ences during the evolutionary search. More specifically, hierarchi-
cal clustering was employed to both utilise the preferences and im-
prove diversity. This particular problem has never been extensively
researched previously. In particular, the proposed approach did not
rely on any reference points or user’s fine-grained QoS preferences
unlike existing similar algorithms proposed for other problems.

4. This thesis has proposed the dynamic distributed DWSC problem,
D2−DWSC (Chapter 7), which accounts for bandwidth changes. In
the static distributed DWSC (Chapters 4 to 6) the bandwidth value
of each communication link has been considered fixed. In the dy-
namic distributed DWSC, the bandwidth of each communication
link changes with time. To solve D2 − DWSC, this thesis proposed
to formulate it as the problem of optimising the robustness of com-
posite services. Based on the formulation, the proposed algorithm
for D2 − DWSC found a robust composite service during the de-
sign stage. Additionally, a novel mutation operator was specifically
designed for the distributed DWSC to enhance the service’s perfor-
mance. Experimental results demonstrated that our approach signif-
icantly outperformed similar approaches, while both the mutation
operator and the robustness optimisation contributed to the better
QoS when exposed to bandwidth fluctuations.

8.2 Main Conclusions

This section outlines the main conclusions reached in the major contribu-
tion Chapters presented in this thesis (Chapter 3 to Chapter 7).

8.2.1 Problem Formulations

This thesis proposed novel ways to define distributed DWSC in the con-
text of single-objective, multi-objective and dynamic distributed DWSC,
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which can be properly adjusted to formulate both service-related and
network-related attributes. Models were established to determine band-
width and location information, the two crucial but missing elements in
many WSC approaches (see Chapter 2). In practice, it is crucial to con-
sider communication characteristics for many service composition prob-
lems. Effective methods for these problems demand proper problem for-
mulation. This model is important for the dynamic distributed DWSC
to properly accommodate the fluctuating bandwidth. Additionally, for
the multi-objective distributed DWSC with user preferences, where users
do not have clear QoS preferences, it is important to formulate the prob-
lem using the lexicographic ordering technique. This technique does not
require any fine-grained preference information. This idea was straight-
forward and good enough to represent those preferences, eliminating the
need for complex methods that repeatedly deal with users during the
search or sophisticated ways to find reference points.

8.2.2 Genetic Operators

This thesis proposed novel approach-specific genetic operators, to be used
during the evolutionary process, for modification strategies. In the case of
the sequence representation used in this thesis, operations are relatively
easy to design, since services can be re-ordered, deleted or inserted in
a sequence without violating the correctness of compositions. Addition-
ally, a sequence representation does not consider any service connections
since the functional correctness is ensured by the decoding process. There-
fore, it is important to design new problem-specific operators that can en-
hance the performance of the composite service through the proper use of
domain-knowledge. A fundamental conclusion is that for the distributed
DWSC, it is necessary to define several heuristics that can provide mean-
ingful information to operators and guide the search for promising solu-
tions. The underlying constraint is how to modify the sequence so that the
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domain-knowledge is used for producing decent offspring solutions.

8.2.3 Heuristics and Domain Knowledge

This thesis proposed the use of heuristics and domain knowledge, the nec-
essary information for finding an optimised and feasible solution. Upon
considering this information, we expect to achieve higher-performance
methods compared to the general methods proposed for various prob-
lems. One of the heuristics was to use the longest common sub-sequence
(LCS) of parent solutions in the crossover operator to preserve good sub-
solutions. Improving the inter-service distance, and hence the QoS, was
another heuristic proposed in this thesis. The principal conclusion in
crossover operators was to use both the inter-service distance and LCS.
However, in the case of mutation and local search operators, where only
one parent solution is involved, the inter-service distance was sufficient.
Finally, a set of several heuristics was used to implement the repair tech-
nique in the QoS-constrained DWSC, which collectively boosted the ef-
fectiveness of DWSCRepair method. This heuristic set helped the repair
technique choose a Web service in the sequence to be swapped with an-
other service.

8.2.4 Priority-based Selection Measure

This thesis proposed to design a priority-based selection method for lo-
cal search, which established the adaptive use of local search during the
global search process. It is effective and efficient to apply local search on
solutions in the population by focusing on the problem itself and utilising
information on the problem. Therefore, it is essential to design a method
to select solutions for the local search. This problem, which is a predom-
inant difficulty in the local search, has been addressed in this thesis by
considering novelty and improvability of solutions. These two measures
along with the fitness value of composite services significantly enhanced
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different local search performances. This priority-based selection method
can be applied to many WSC algorithms.

8.2.5 Hybridised Techniques

First of all, this thesis proposed to hybridise EC with the clustering tech-
nique in several ways, where clustering supported the use of problem-
knowledge. For example, the clustering technique produced proper initial
solutions in the cluster-guided MA, which consequently was employed
in Com-C-D (Chapter 5) to further enhance the performance. In the sec-
ond place, the clustering was employed to increase the diversity in the
multi-objective as well as to deliver users’ QoS preferences. The idea of
hybridising EC with clustering was simple yet effective and versatile to
help algorithms achieve their required goal.

8.2.6 Practical Application of Dynamic approach for Pre-

diction

This thesis proposed a new dynamic distributed DWSC problem with a
key focus on bandwidth fluctuations. In this problem, the bandwidth
value changes with time. The novelty of this problem lies in that at the de-
sign stage bandwidth values are different from the execution stage. This
scenario is very likely to happen in real-world applications. Our solution
to this problem involved obtaining several bandwidth values through a
simulation model and generating robust composite services at the design
stage, which are likely to continue to work without considerable degrada-
tion in their QoS at the execution stage.

This method can be used in combination with any other methods for
dynamic distributed DWSC, such as prediction-based methods, to achieve
even better composite services. For example, a robust solution is first gen-
erated at the design stage. Afterwards, this composite service is executed
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with a new bandwidth value at the execution stage, which has been ob-
tained using prediction techniques.

8.3 Future Work

This section discusses some of the open research directions to be tackled
by future works in this area, which were identified based on the work
presented in this thesis.

8.3.1 Miscellaneous Dynamic Distributed DWSC Problem

Model and Methods

Many real-world DWSC problems deal with the dynamic environment,
making the dynamic DWSC a prone area to be explored. For example,
although the bandwidth is one of the crucial network attributes in the
dynamic DWSC [168], many other sources of uncertainty, such as server
failure, can be considered in the problem. Another aspect that can be con-
sidered is the dynamic DWSC with bandwidth fluctuations, which is the
time that the composite solution will be executed. Therefore, a new prob-
lem definition to include the time input and new methods to address this
problem can be researched. One other aspect worth the investigation is
the use of prediction of QoS and network attributes in combination with
the designing robust solutions proposed in this thesis.

8.3.2 Learning Techniques

A range of EC operators were designed in this thesis. Multiple local search
and crossover operators were employed and examined. Future work in
this area could incorporate learning techniques into the composition pro-
cess, aiming to identify which local search or crossover technique leads
to the best possible overall QoS. For example, the priority-based selection
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method discussed in Chapter 5 would be a good starting point; however,
effectively learning and reusing during generations through a self-adaptive
process could be beneficial to the overall optimisation process.

8.3.3 Miscellaneous QoS Attributes

In this thesis, two QoS attributes are considered, one focused on the ser-
vice execution cost and the other focused on the execution time in both
single-objective and multi-objective problems. Simultaneously optimising
more independent functions would require the investigation of appropri-
ate many-objective techniques, which can cope with the additional com-
plexity. Future work could investigate methods for optimising more QoS
attributes in both single-objective and multi-objective problems.

8.3.4 Miscellaneous Constraints

In this thesis, QoS-constrained distributed DWSC was examined. A di-
verse range of other factors may pose constraints on the distributed DWSC
problem. Mutual constraints, specifying services that cannot be jointly
used, and quantity constraints, that defining an upper bound on the num-
ber of services in a composition are worthwhile to be pursued.
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