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Abstract— Emotion recognition has become an increasingly
important area of research due to the increasing number
of CCTV cameras in the past few years. Deep network-
based methods have made impressive progress in performing
emotion recognition-based tasks, achieving high performance
on many datasets and their related competitions such as the
ImageNet challenge. However, deep networks are vulnerable to
adversarial attacks. Due to their homogeneous representation
of knowledge across all images, a small change to the input
image made by an adversary might result in a large decrease
in the accuracy of the algorithm. By detecting heterogeneous
facial landmarks using the machine learning library Dlib we
hypothesize we can build robustness to adversarial attacks. The
residual neural network (ResNet) model has been used as an
example of a deep learning model. While the accuracy achieved
by ResNet showed a decrease of up to 22%, our proposed
approach has shown strong resistance to an attack and showed
only a little (< 0.3%) or no decrease when the attack is launched
on the data. Furthermore, the proposed approach has shown
considerably less execution time compared to the ResNet model.

I. INTRODUCTION
Emotion recognition is an important area of research that

has gained attention in the last two decades [1]. Information
like nonverbal signals in human to human communication
can be transmitted by facial expression [2], [3]. For instance,
information can be conveyed via a scowl or a smile. It
is considered as a natural way of trying to understand the
psychological state of people during communication [4].
Nowadays, hospitals and healthcare systems are highly mo-
tivated to introduce autonomous robotic systems into highly
critical healthcare operations. As such, these robots need to
understand human emotions as well as their expectations in
these close-proximity situations, so as to be able to work
collaboratively in a socially-intuitive way [5].
Disciplines such as sociology [6], neuroscience [7], computer
science [8], and psychology [9] have been producing re-
search on facial expressions on different kinds of benchmark
emotion images [10], [11], [12], [13]. Modern methods use
deep learning (DL) algorithms as they have been widely
used in intelligent systems such as home automation, robots,
and autonomous vehicles, etc. to recognize human facial
expressions [14].
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However, due to their consideration of the color distribu-
tion in pixels within a dataset, these algorithms are doing
more of an image classification rather than an emotion
recognition task. Also, because of their homogeneous rep-
resentation of knowledge, they are vulnerable to a method
called adversarial attack [15] where a change is made to the
input with the intention of misleading the deep model to
misclassify the input object [16]. Since DL models heavily
rely on training data, a small change in the input or training
data that is dissimilar to the train or test data might result in a
large decrease in the overall accuracy of the algorithm. This
is a problem that needs to be resolved as individual differ-
ences such as wearing of glasses, skin color et cetera should
not be taken into consideration when analyzing emotion.

On the other hand, we know from the work of Ekman’s
facial action coding systems (FACS) [17] as well as Boyko
et al.’s work [18] that emotion recognition is much more
landmark-based. Therefore, using facial landmarks we would
expect to get a much higher accuracy or at least equivalent
accuracy even when a small change is made to the input
image as the use of landmarks is more of a heterogeneous
approach compared to the former which is a homogeneous
level approach.
In this research, we aim to develop an adversarial resistance-
based method to analyze emotion within faces in an image
using landmarks. As the landmarks are extracted based on
the facial patterns expressed in the image, the method should
be able to generalize across the dataset due to its holistic
representation of information.
We will test this using an adversarial attack and compare the
method with the traditional method of analyzing emotion
by deep learning models in which images are directly fed
to the models giving them all the responsibility to do end-
to-end learning. We chose the CK+ dataset as it contains
video-frame images and used the last-half of frames of
each sequence so as to have more data to be used for the
experiment and apply both approaches on the database.
The rest of the paper is organized as follows: Section 2
explains the properties of the CK+ database, its emotion
categories, and how it is used in this research. Section 3
explains how people use deep models to analyze emotion on
different emotion databases and how certain research uses
adversarial images to analyze emotion. In Section 4, we
explain possible problems of feeding the classifier directly
with extracted landmarks of images and how landmarks of
faces are processed after they are extracted from images to
avoid those problems. In addition, we explain the types of
adversarial attacks used and why they are used in this re-



Fig. 1. Sample images of the CK+ database. Note: Certain images of the CK+ database are gray images. Therefore, all were converted to gray images

search. Section 5 presents the obtained results and compares
the proposed approach to a deep learning method both before
and after the adversarial attack has been launched on the
data. In Section 6, we further discuss the obtained result and
explain why training the deep learning model directly with
images is not recommended in emotion recognition tasks. In
Section 7, we conclude the paper and hint at further study.

II. DATASET

The extended Cohn-Kanade database (CK+) [19] is an ex-
tended version of the Cohn-Kanade [20] database of mainly
posed facial expressions. Seven peak expressions; six basic
(anger, disgust, fear, happy, sad, surprise) defined by Ekman
[21] as well as contempt expressions were posed by 201
adults between the ages of 18 to 50 years. A total number of
593 sequences varying from 10 to 60 frames starting from
neutral to peak expressions were captured from 123 subjects.
Much research carried out in the field of emotion recognition
was carried out on the six basic and neutral, which is the
starting point of these dynamic expressions [22], [23].

In this research, a total of 3,368 images, which consists of
the last-half of the frames of each sequence of the six basic
expressions are used as the peak expressions and the first-two
frames of each sequence are used as the neutral expression.
Figure 1 shows sample images of the CK+ database.

III. LITERATURE REVIEW

Melaugh et al. [24] proposed an approach to classify
emotion on certain portions of the face. Eight different
regions; the eyes, mouth, right side of the face, left side of
the face, right eye, left eye, the right side of the mouth and
the left side of the mouth were cropped and tested using
a single layer Convolution Neural Network (CNN) and
the result achieved from the eight regions was compared
with the result achieved using the full face region. In an
attempt to test their methodology, all 213 images of the
Japanese Female Facial Expressions (JAFFE) [25] database
and 980 front face images of the KDEF [26] were used. As
described in Section 2, all sequences of the CK+ database
start from neutral to apex expressions where the expressions
are expressed at peak. Melaugh et al. also used 469
images from the CK+ database, considering the last three
frames of each sequence as the apex and the first frame of
each sequence as the neutral expressions respectively. An
accuracy of up to 89.4%, 87.32%, and 76.56% on KDEF,
CK+, and JAFFE databases has been achieved respectively,
with the full face region outperforming other extracted
regions of the face. However, this research only used the

peak frames of CK+ and the frontal face image of the
KDEF database, so did not take into account other frames
of the CK+ where the emotion is not expressed at peak
and the side view images of the KDEF database. Thus, the
produced model might perform badly on frames where the
emotion is not expressed at peak and side-view images of
the KDEF database.
A model to recognize facial expression based on transfer
features from deep convolution networks (ConvNet) has
been proposed [27]. High-level features from a trained deep
ConvNet on a celebrity facial database (MSRA-CFW) [28]
with 1580 face identification classes have been extracted.
The first and last images of CK+ database, all JAFFE
images, and frontal face images from KDEF and Pain
expressions set from Psychological Image Collection at
Stirling [11] were selected resulting in a total of 2062
images of seven emotion states (6 basic + neutral) and were
used in the experiment, which led to an accuracy of 81.5%
when the transfer feature is used together with the support
vector machines (SVM) classifier. This approach used static
as opposed to dynamic frames of the CK+ and used an
artificial method of face selection to select all non-detected
faces over automated selection methods. While the artificial
method of face selection ensures that no face is omitted, it
might be slow compared to an automated method, which
will increase the overall turnaround time for the method to
execute.
Tian et al. [29] proposed an approach based on a Secondary
Information aware Facial Expression Network (SIFE-Net)
to explore components without auxiliary labeling and a
dynamic weighing strategy to teach the SIFE-Net. The
method extracts secondary information from the image
and trains the network with both expression labels and
knowledge from the extracted information rather than
training the images directly with one-hot encoded labels.
Results show that the proposed SIFE-Net achieved state-
of-the-art performance when tested on both CK+ and the
Real-world Affective Faces (RAF-DB) [30] databases.
Unlike the traditional algorithms, the proposed SIFE-Net
not only learns from one-hot encoded labels but at the same
time learns from the extracted information for sub-category
knowledge. This is in addition to the knowledge already
learned by the SIFE-Net method and might increase the
overall accuracy of the method.
Le et al. [31] proposed an adversarial network-based method
to perform facial expression recognition on occluded images.
The method consists of a generator which complements
occlusion in the generated images under three different



Fig. 2. Sample images of the CK+ database after landmarks detection. Note: Each green circle on the face denotes (x, y) coordinates of a particular
landmark.

loss constraints, and an optimized discriminator that can
distinguish between real and fake generated images by
constructing an adversarial loss. Experimental analysis
performed on RAF-DB with and without de-occlusion
processing to verify the effectiveness of their method shows
that the method outperforms the existing state-of-the-art
methods. However, this method does not fully analyze the
relationship between real occluded and non-occluded areas
of the face. In addition to this, the generated method does
not effectively recognize occluded facial images when more
than 40% of the whole image is occluded.

Deep learning models [24], [27], [29] have been used
to analyze emotion on images. However, feeding a deep
learning model directly with images to perform emotion
recognition tasks analyzes the color distribution rather than
the pattern of the images, which may not generalize. This
is anticipated to make the technique less resistant to an
adversarial attack. In this research, we are going to address
the issue of training deep models directly with images to
analyze emotion by using landmarks within faces in images
of the CK+ database to develop an adversarial attack resistant
based approach.

IV. METHODS

A. Hardware specification

A 9GB Graphical Processing Unit (GPU) device GeForce
GTX 1080ti with CUDA version 10.2 is used in this research.

B. Method

• Pre-processing: Image pixel values were converted to
an array and emotion labels were converted to integers.
As certain images of the CK+ are grayscale images, all
images were converted to grayscale images to ensure
homogeneity of all images.

• Feature Extraction: Initially, we used Dlib library [32]
which is an open-source machine learning software
written in C++ to extract facial landmarks. Figure 2
shows an example of landmarks detected on selected
images of the CK+ database. Feeding the classifier
with facial landmarks directly extracted from an image
might not give us the most accurate result we aim to
obtain as certain faces of participants in the dataset

might be located at a different location in the image.
An example of this is shown in Figure 3 where the
images are not co-located.
However, since the relationship between the (x, y)
coordinates in each emotion expressed is expected to
be the same, we find the average of each point (x and
y) which we refer to as the central point and get the
distance of each point relative to the central point as in
Figure 4.

As shown in Figure 4, point C denotes the (x and
y) coordinates of the central (average) point of the
landmarks, point RB denotes the distance between the
central point to a particular landmark point on the
right eyebrow, point RE denotes the distance between
the central point to a particular landmark point on the
right eye, point LB denotes the distance between the
central point to a particular landmark point on the left
eyebrow, point LE denotes the distance between the
central point to a particular landmark point on the left
eye, point I denotes the distance between the central
point to a particular landmark point in the inner mouth,
point N denotes the distance between the central point
to a particular landmark point on the nose, point M
denotes the distance between the central point to a
particular landmark point on the mouth and point J
denotes the distance between the central point to a
particular landmark point on the jaw.

Fig. 3. Sample emotion expressed at different locations of an image. Note:
While both expressions in the images denoted by 3a and 3b are the same
(anger expressions). The face of the participant in 3a is shifted to the left
side whereas the face of the participant in 3b is shifted to the right side of
the image.



C. Adversarial Attack

An adversarial attack is a type of attack that is launched
on an input by adding certain noise on it so as to fool the
deep model from recognizing the input correctly. In our case,
the input here is an image. An adversarial attack can be
targeted and non-targeted. A targeted attack is when the deep
model is fooled such that it classifies images of one class to
a specific class or not to correctly classify an image of a
particular class (e.g. classify anger images as fear images
or classify anger images to any other class except for anger
class). Conversely, a non-targeted adversarial attack aims to
mislead the deep model to misclassify instances (images)
and to reduce its accuracy but do not specify which class
the deep model misclassifies the images to.
Furthermore, an adversarial attack can be performed based
on different sets of knowledge. The white-box approach is
where the target model is known to the adversary and the
black-box is where the target model is not known. In this

Fig. 4. Sample distance of landmark coordinates from the central point.
Note: C here means central, RB means right eyebrow, RE means right eye,
LE means left eye, LB means left eyebrow, N means nose, I means inner
mouth, M means mouth, and J means Jaw.

research, we launch three different kinds of attacks on the
images of the CK+ database. The fast gradient sign method
attack [33], which is a white-box attack, and two custom-
created black-box attacks that we refer to as type A and type
B attack as shown in Figure 5.

• Type A: A deep model trained to recognize people’s
emotions should be able to recognize the emotion of
any individual whether the person is wearing glasses or
not. Due to the unavailability of an emotion database of
people wearing glasses and the cost of producing real-
world data, the Type A attack is performed by adding
a rectangular bounding box on the left and right eyes
of the original image instead of having glasses on the
face as shown in Figure 5. Here we use a Type A attack
as a targeted adversarial attack to train the images of
a particular class and test the classifier with normal
images. The aim is to mislead the classifier to classify
the images of the class trained with Type A adversarial
images as other classes except for the target class.

• Type B: This attack is affected by adding a rectangular
bounding box on the jaw of each of the original images.

A Type B attack is applied as a non-targeted attack to all
test images to mislead the deep model to misclassify the
data so as to reduce the overall accuracy of the model.

Fig. 5. Sample attack launch on images of the CK+ database. Type A
attack is applied to the eyes whereas Type B attack is applied to the jaw.

• Fast Gradient Sign Method (FGSM): This method cre-
ates an adversarial image using the gradient information
of the neural network. It uses the gradients of the loss
with respect to the input image to create a new image
called the adversarial image that maximizes the loss.
Equation (1) summarizes how FGSM is used here [34].

Figure 6 shows an example of how FGSM is applied
to the database. The first row shows an example of
a surprise image predicted by the ResNet model.
Initially, the model predicted the image as a surprise
image with the confidence of 99.999% before the
application of the FGSM method. However, while
the picture remains the same class to a human after
the application of the FGSM method with an ε (see
equation 1) of 0.01, the unnoticeable change is enough
to fool the ResNet model to predict the image as anger
with a confidence level of 97.887%.
Conversely, the sad image in the second row is
predicted with a confidence of 100%. As such, the
model loss is zero and as a result, the FGSM method
could not disrupt the ResNet model and the resulting
adversarial image remains the same as the original
image, which in turn is predicted again as a sad
expression with 100% confidence.

Adversarialx = x+ ε ∗ sign(∇xJ(θ, x, y)) (1)

where
– Adversarialx : Adversarial Image
– x : Original Image
– ε : Multiplier to ensure perturbations are small
– J : Loss
– θ : Model parameter
– y : Original label

The gradients of the loss are taken with respect to
the input image, not the model parameter by finding



how much each pixel in the image contributes to the
loss value. The model parameter remains constant as
the model is no longer being trained. Hence, fooling an
already trained model is the only goal here.

Fig. 6. Fast gradient sign method applied to test images. No changes are
made to any image predicted with a confidence level of 100%

D. Classifiers

A supervised learning algorithm, Random Forest (RF), and
a deep learning (DL) classifier, the residual neural network
(ResNet), are the classifiers used in this research.

ResNet is chosen based on its performance obtained in
the research of [35] and also because it adds zero new
parameters; that is to say, we train exactly the same number
of parameters as we would have had there been no residual
connections. This is good because more parameters can lead
to overfitting and fewer parameters lead to less training time.
Also, as stated in the original paper, a ResNet with 34 layers
only requires 18% of operations as a Visual Geometry Group
(VGG) [36] with 19 layers (around half the layers of the
ResNet) will require.

Similarly, RF is used based on its performance obtained
in the research of [37] and also because they are ensemble
methods that are averaged over many trees.

The Random Forest algorithm [38] constructs and trains
multiple decision trees (DT) [39]. The algorithm improves
its accuracy by collecting multiple decisions from the DTs it
constructs. In general, the more trees used in RF, the better
the result. However, at a certain point, since the expected
variance decreases as the square root of the sample size, the
cost of collecting more trees becomes higher than the benefit
in accuracy obtained. For that reason, different choices for
the number of trees such as 10, 30, 100, and 1000 were taken
into consideration of which 100 was found to give the best
accuracy result. As such, in this research, one hundred DTs
are used to construct the RF algorithm.

A ResNet identity block is used to train the network from
scratch. The description of the architecture is as follows: The
number of parameters is approximately 281,000. While the
number of filters is doubled at each stage, downsampling is
performed on the feature map at each convolution (Conv)
layer to reduce the size of the feature map to half the size
of the original image in the first layer or half the size of

whatever the feature map is in the previous Conv layer. The
learning rate is scheduled to be reduced after each 80, 120,
160, and 180 epochs to avoid overfitting. Batch normalization
normalizes each of the batches and a rectified linear unit
(ReLU) is used as an activation function. Average pooling is
applied after the addition of the original input to the feature
map and reapplication of the activation function. Finally, the
image is passed to a flatten and dense layer before Softmax is
used to predict the class of the image. This set-up is exactly
the same as introduced in the original ResNet paper [40].

V. RESULTS

In this section, prediction methods are tested using the six
basic and neutral expressions.
The RF and the ResNet algorithm used here are not deter-
ministic. Therefore, all results are presented with upper and
lower bound of a 95% confidence interval from 30 tests.

In the Expressions section of Tables I, II, IV, and V. An
represents anger, Di represents disgust, Fe represents fear,
Ha represents happy, Ne represents neutral, Sa represents
sadness and Su represents surprise expression. Also at the
bottom of these tables, * refers to the mean accuracy across
all categories.

TABLE I
PERCENTAGE OF CORRECTLY CLASSIFIED CLASSES BY RESNET AND

THE PROPOSED METHOD WITHOUT ADVERSARIAL ATTACK

Attacks Method An Di Fe Ha Ne Sa Su

None ResNet 98 96 100 100 100 88 100
Proposed 98 97 97 99 96 97 96

∗ResNet =97.43%±0.1, Proposed = 97.14%±0.1

Table I shows the accuracy obtained by ResNet and the
proposed method on each class of the CK+ database with
no adversarial attack applied on the database. The proposed
method and the ResNet model all achieved not less than 88%
accuracy across all classes. Also, while the ResNet model
outperformed the proposed method with a small margin of
0.29% in the overall accuracy achieved in this case, t(59) =
0.24, p = .21 of two-sample t-test shows that the difference
was not significant (ResNet M = 97.43, proposed M = 97.14).

Table II shows the accuracy obtained by ResNet and the
proposed method after Type A adversarial attack is applied
to the anger class of the training data.

TABLE II
PERCENTAGE OF CORRECTLY CLASSIFIED CLASSES BY RESNET AND

THE PROPOSED METHOD AFTER TYPE A ADVERSARIAL ATTACK IS

LAUNCHED ON ANGER CLASS

Attacks Method An Di Fe Ha Ne Sa Su

Type A ResNet 4 98 80 96 96 94 98
Proposed 96 100 92 100 98 94 98

∗ResNet =80.86%±0.3, Proposed = 96.86%±0.2

Although the accuracy achieved by the proposed method
experienced a decrease (from 98% to 96%) for the anger



class after the attack is launched, the ResNet model sees
almost all the images in the anger class as different after
the attack and therefore failed to recognize most of the
anger images correctly, which results in only 4% recognition
accuracy achieved for the anger class.
This has a strong impact on the overall accuracy achieved by
the ResNet model. As can be seen, even though the accuracy
achieved by both ResNet and the proposed method decreases
after the attack, the proposed method only experienced a
small decrease of 0.28% compared to the ResNet model that
experiences a large decrease of up to 16.57%.

TABLE III
ACCURACY OBTAINED FROM PREDICTIONS OF NORMAL IMAGES WHEN

CERTAIN CLASSES ARE TRAINED WITH TYPE A ADVERSARIAL IMAGES

Class trained with type A ResNet Proposed
Anger 80.86±0.3 96.86±0.2

Disgust 75.43±0.3 97.28±0.1
Fear 81.14±3.0 97.0±0.1

Happy 77.43±0.3 97.28±0.2
Neutral 74.86±0.3 96.86±0.1

Sad 78.57±1.3 96.86±0.2
Surprise 81.43±0.3 96.86±0.1

Table III shows the accuracy obtained by ResNet and
the proposed method when Type A adversarial attack is
launched on different classes of the CK+ database. Here, the
ResNet model has shown a high recognition accuracy when
the attack is launched on fear and surprise classes with an
achieved accuracy of up to 81.14% and 81.43% respectively.
On the other hand, the proposed method has shown a high
recognition accuracy when the attack is launched on disgust
and happy classes with an accuracy of 97.28% in both cases.

TABLE IV
PERCENTAGE OF CORRECTLY CLASSIFIED CLASSES BY RESNET AND

THE PROPOSED METHOD AFTER TYPE B ATTACK IS LAUNCHED ON THE

DATA

Attacks Method An Di Fe Ha Ne Sa Su

Type B ResNet 90 92 84 94 92 84 100
Proposed 96 100 92 100 100 90 100

∗ResNet =90.86%±1.5, Proposed = 96.86%±0.2

Table IV shows the percentage accuracy obtained by
ResNet and the proposed method after the Type B adversarial
attack is launched on all test images. Surprisingly, although
the accuracy of the ResNet model is reduced in each class
after the attack has been launched, the accuracy remains the
same on the surprise class even after the attack. The reason
behind that might be that the extracted features of images in
the surprise class before the attack more or less resemble the
extracted features even after the attack has been launched.
Nevertheless, the attack still reduces the overall accuracy of
the ResNet model to 90.86%.

Conversely, the proposed method manages to achieve
100% on four different classes (disgust, happy, neutral, and

surprise) even though the method is not trained with any of
the adversarial images.

The proposed method achieves an overall accuracy of up
to 6% higher than the ResNet model.

TABLE V
PERCENTAGE OF CORRECTLY CLASSIFIED CLASSES BY RESNET AND

THE PROPOSED METHOD AFTER FSGM ADVERSARIAL ATTACK IS

LAUNCHED ON THE DATA

Attack Method An Di Fe Ha Ne Sa Su

FGSM ResNet 84 90 92 90 90 86 98
Proposed 98 100 94 100 100 96 94

∗ResNet =90.0%±0.66, Proposed = 97.43%±0.2

Table V shows the percentage accuracy obtained by
ResNet and the proposed method on each class after the
FGSM adversarial attack is applied to the test data. The
accuracy achieved in each class reduces compared to the
result in Table I when no adversarial attack is applied to the
images. The anger class experienced the most decrease of
up to 14% followed by the happy and neutral classes that
experienced a decrease of 10%.

However, an accuracy of up to 100% is achieved in
three classes (disgust, happy, and neutral) when the same
data in which the FGSM method is applied is predicted by
the proposed method. Also, the accuracy achieved by any
one class by the proposed method surpasses the accuracy
achieved in all the classes when the prediction is made by
the ResNet model except for the surprise expressions.

As the ε of 0.01 is so small, the resulting adversarial image
remains the same for the human eye even after the FGSM
method is applied to the image. However, the generated
adversarial image still manages to fool the ResNet model
and reduces the overall accuracy achieved by the model with
more than 7%.

Across all techniques, the time it takes to evaluate the
result by both methods is considerably lower in our case
when compared to the ResNet model. While our method
takes between 14.8±0.2 secs to to 1.4±0.3 mins to execute
in different cases, it takes between 32.83± 0.3 mins to 5.48±
0.5 hrs for the ResNet algorithms to execute on the same
machine.

Also, a regression analysis was used to check the effec-
tiveness of the proposed method with respect to the ResNet
model in all scenarios after the attack, p < .001 of Ordinary
Least Squares (OLS) method shows that the difference is
significant.

VI. DISCUSSION

Initially, while the ResNet model outperformed the pro-
posed method by 0.29% before the adversarial attack has
been launched on the images, the proposed method outper-
formed the ResNet model in all cases when Type A, Type B,
and FGSM adversarial attacks are applied to the database.
This is due to the fact that the deep model uses the color
distribution rather than the image pattern when fed directly



on raw images. As a result, the deep model is not able to
efficiently analyze emotion labels when certain changes are
applied to the kind of images the deep model is trained on.

Although different people might show different facial
displays when experiencing the same kind of emotion, a
model trained to recognize emotion should be able to perform
with a little or no reduction in accuracy when tested with
the same images with a small change, unlike the reduced
accuracy of up to 22% of the ResNet model in Section V.

Fig. 7. Histogram showing the color distribution of (a) surprise and (b)
disgust class before and after Type B adversarial attack is launched on the
data

As can be seen from Table IV and Table V, we can say
the ResNet model is good in predicting surprise expression
among other expressions when Type B and the FGSM ad-
versarial attack is applied on the data, achieving an accuracy
of 100% which is equal to the achieved accuracy by the
proposed method on the same data and an accuracy of 4%
more than the proposed method when FGSM adversarial
attack is launched on the data. Since the ResNet model
extracts the features based on the color distribution of the
images, the reason behind that could be the color distribution
for the surprise class before and after the attack is launched
on the data is more or less the same. Fig. 7 is a histogram
showing the color distribution on images in surprise and
disgust expressions before and after Type B adversarial attack
is launched on the data. As can be seen, the distribution
is almost the same across the whole histogram in surprise
expressions compared to when the same attack is launched
on disgust expression.

Fig. 8. Image showing extracted landmarks by the proposed method before
and after the FGSM adversarial attack is launched on the data

Similarly, we can say that the features extracted by the

proposed method across the whole dataset before and after
the attack are more or less the same as we have observed the
same or small decrease in the results achieved by the pro-
posed method in Section V. Fig. 8 shows sample landmarks
extracted by the proposed method before and after the FGSM
adversarial attack is launched on a particular image. Almost
all the landmarks extracted after the attack are placed on the
same point with the landmarks extracted before the attack
when observed in the figure.

Considering the difference between the extracted features
of the test data before and after the FGSM adversarial attack
is launched on the data, we would expect that the difference
between these two features should be somewhere close to
zero as evidence shows that the landmarks extracted by the
proposed method before the attack are more or less the same
even after the attack since the method is not very sensitive to
the attack. As expected, the difference between the features
is located around zero-axis in both x and y coordinates as
shown in Fig. 9.

Fig. 9. Histogram showing the difference between the features extracted
by the proposed method before and after the FGSM adversarial attack is
launched on the data

In a few cases, the result obtained by the proposed method
after the application of the adversarial attack is even higher
than the result obtained before the adversarial attack is
launched on the database. This is due to the nondeterministic
nature of the RF algorithm. But by looking at the upper and
lower bound of the accuracies in Table III, the results are
comparable.
In addition, we checked the significance of the result ob-
tained by the proposed method and the ResNet model before
the application of the adversarial attack, but no significant
difference was found. However, the difference was found to
be significant in all the different scenarios after the attack.

VII. CONCLUSIONS
This paper proposed an adversarial attack resistant based

approach to analyze emotion in images of faces using
landmarks. Our method outperformed the ResNet model in
classifying images in various cases after an adversarial attack
has been launched on the data. Furthermore, the proposed
method achieved a comparable result, with no significant
difference to the ResNet model even when no adversarial
attack was applied to the data.
This study is carried out on a single database. Future work
should apply the same approach to different databases to test
generalizability.
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