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Characterization of 400 Volt High Impedance Fault
with Current and Magnetic Field Measurements
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Abstract—Electrical faults, which can occur at all voltage
levels in an electricity supply system, are a health and safety
risk. Multi-branch distribution networks represent a significant
ongoing challenge for fault detection, with the greatest challenge
being high impedance fault (HIF) detection. To date, research
has focused on higher voltage levels, and fault monitoring sensors
have traditionally only been installed in limited locations within
the higher voltage networks. The main contributions of this
paper are to characterize a high impedance fault (HIF) involving
a tree branch and to experimentally verify the feasibility of
giant magneto-resistive (GMR) sensors, located distant from the
overhead lines, for fault detection. In a purpose-built 400 V
physical simulation test facility, we have collected current and
magnetic field data during HIF involving a tree branch. We
have identified new characteristics in the early stages of this
fault type, which persist for a reasonable length of time but
are only observable when suitable signal processing techniques
are applied. New detection schemes will, therefore, need to be
developed to detect such faults. GMR sensors were found to be
suitable for observing the characteristics of HIF, validating their
potential use for fault detection.

Keywords—High Impedance Fault, Indoor Test Facility, Test
Facility Design, Distribution Network, 400 V, Fault Data.

I. INTRODUCTION

Detection of power system faults is of great importance to
electricity distribution system operators and detecting HIFs are
an ongoing industry and research challenge. Furthermore, the
increasing complexity of networks are introducing numerous
new challenges and threats that would benefit from more
widespread continuous monitoring, control and optimization
[1].

Electrical faults are generalised into two types: Low and
High Impedance faults. A low impedance of the fault medium
generates a high current and gives the low impedance fault
(LIF) its name. The conventional over-current relay and/or fuse
detects the LIF incident and isolates the circuit from being
damaged. In contrast, according to the IEEE power system
relay committee, HIF, “do not produce enough fault current
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to be detectable by conventional overcurrent relays or fuses”
[2]. Typically, in these HIF faults an energized conductor is
in contact with a quasi-insulated object (e.g. a tree branch,
soil). The sensitivity of a conventional relay is inadequate
to detect such low fault currents. However, undetected and
energized downed conductors pose a safety risk to people and
the arcing phenomena associated with an HIF are hazardous.
HIF have been implicated in several incidents leading to bush
fire, unexpected accidents and human death [3], [4].

The characterization of fault behaviour is a prerequisite for
building an optimal detection scheme. The oscillatory and
impulsive behaviour of fault transients varies with the self and
mutual capacitance, impedance and types of connected load
[5]. For overhead lines, these parameters are directly related
to the voltage level [6]. Therefore, the characteristics of faults
and their impact on the alternating current (AC) are a function
of the level of voltage, current and system frequency.

In 11 kV distribution networks, low-impedance high-current
faults (LIF) are detectable using a substation-based fault
tripping mechanism or fault passage indicators (FPI) placed
within the network. However, at the consumer end, the 400 V
distribution lines are electrically separated from the medium
voltage part of the system due to the distribution transformer
configuration, so faults in the 400 V networks can not readily
be observed by the devices in the higher voltage part of the
network. LIFs at this level are mainly protected only by a
fuse, however, these are not triggered by low-current high-
impedance faults (HIF). Fault incidents in the 400 V level,
therefore, largely remain obscured [7], [8] due to lack of
monitoring sensors at this level. Currently, HIF research has
focused on the medium voltage (>1kV) networks [9], [10],
[11]. Research to characterize faults at low-voltage (400 V)
level is therefore important and will allow development of a
practical and efficient fault detection technique.

Sensors are a key element for monitoring the electricity
network status and the basis for fault detection. To date, fault
detection schemes being investigated have primarily utilized
current and/ or voltage measurements. This requires multiple
sensors to be installed at each measuring location as it is
a poly-phase circuit. This is economically prohibitive for
widespread multi-branch distribution networks. Traditionally,
the current transformer (CT) has had a predominant role in
current sensing and fault detection. However, they are not ideal
as a more widespread smart grid sensor due to their intrinsic
characteristics, e.g., their non-linearity, narrow bandwidth, and
lack of capability for direct current (DC) measurement [12],
[13].
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Magneto-resistive (MR) sensors are attractive due to their
non-contact sensing ability, measurement accuracy, miniature-
size, and low-cost [14], [15], which would allow easy instal-
lation on overhead network poles without additional costs.
Therefore, the wide-area monitoring of a typical multi-branch
distribution network could be feasible using MR sensors.

More recently, magnetic sensors as a non-invasive fault
current sensing device have become popular to researchers.
An actual sensor based fault detection scheme was experimen-
tally evaluated in [16]. An array of tunnel magneto-resistive
sensors (TMR) was placed in the immediate vicinity (10mm)
of overhead transmission lines in a reduced-scale laboratory
experiment. The proposed scheme was designed to detect the
magnetic field distortion due to the fault current traveling
wave. The study did not evaluate if the sensors could be placed
at a distance from the overhead lines, nor was the response
under non-linear types of faults, for example HIF evaluated.
In [17], experimentally collected 20 kV HIF current data was
converted to magnetic signatures using a mathematical model.
The model approximates the magnetic field measured at a
distance from overhead lines. However, this research did not
address the response of measurements from an actual magnetic
sensor under the fault conditions.

In summary, research on the subject of magnetic sensors
for fault detection has been mostly limited to reduced scale
laboratory experiments and model-based magnetic field cal-
culation. Therefore, proper experimental HIF evaluation are
required to verify MR sensor’s effectiveness as opposed to
traditional current sensors.

The study presented in this paper therefore had two primary
objectives: 1. Investigate the characteristic of HIF faults in a
low voltage (400 V) distribution system, using a purpose-built
physical network and fault simulation test facility; 2. Evaluate
the fault phenomena observable in measurements using GMR
sensors as compared to current measurements, in both raw
signals and Fast Fourier Transforms and Hilbert Transforms.

In this study, a tree branch HIF was fully characterized in
a 400 V network using non-contact GMR sensors placed at a
distance from overhead lines, along with phase and fault return
path voltage and current measurements. This paper helps fill
the gap in knowledge of high impedance faults in both the
current and magnetic domains. The results also verify the
feasibility of using non-contact GMR sensors to monitor and
detect 400 V overhead lines faults compared to Hall effect
sensors.

II. METHODOLOGY

Actual fault current data contains complex behaviour in-
fluenced by natural elements which cannot be realized via
computer aided simulations [18], therefore, in this study we
have experimentally characterized HIF in 400 V networks
versus other common network activities. The experimental
work was conducted a 400 V physical simulation test facility
that we have designed and implemented.

A schematic of the test facility is shown in Figure 1.
This test facility has been comprehensively detailed in a
separate paper [19], but a summary of the important details

for each component of the experimental setup is given below.
A description of the experiments performed is also given in
section II-C.

A. Power Section

The source of power in the facility is an isolating trans-
former. The internal winding of the transformer (vector group:
Dyn11) is configured to isolate the primary winding from the
secondary winding. A bolted fault at the secondary is therefore
isolated from the existing primary electrical subsystem. The
arrangement is there to protect the source (primary) side from
unwanted tripping during the experiments.

B. Overhead Line Section

Actual overhead distribution lines were replicated inside the
test facility. The length of the distribution lines was scaled
down to accommodate them inside the facility. This section
was included as the response of the GMR sensor relies on
the spatial features of overhead lines. A mathematical model
was utilized to calculate the magnetic field generated from
overhead lines and numerical analysis verified that 80% of
the magnetic field generated by the typical 30m pole to pole
span of overhead line networks is generated by the 3m span
length used in the test facility. The detailed analysis for this
was discussed in [19].

In addition to this spatially equivalent overhead line seg-
ment, the remaining typical 600 m circuit line length was
physically modelled in 100 m increments using a transmission
line Pi model [20]. This physical model is a combination of
lumped components for which values were collected via a
survey on NZ distribution networks [21].

The third section of the test facility incorporates a central
fault, load remote control and data acquisition system (DAQ).

C. Load Section

The load section of the experimental setup included two
types of loads (Fig. 2): heaters and an outdoor light unit. These
are commonly used household loads. For the heaters we have
used both radiant and fan heaters. Therefore, overall the loads
are a mix of resistive and inductive elements.

D. Sensor and Data Acquisition Unit

The data acquisition unit collects the data from voltage,
current and magnetic sensors during the fault experiment.
We used Hall-effect current sensors (LEM HO 25-NP) [22]
to continuously monitor the 3-phase currents along with the
neutral, rather than CTs as they provide more accurate cur-
rent measurements. A voltage divider circuit assembled on
a printed circuit board (PCB) was used to acquire voltage
data from the setup. We have used two data acquisition
modules or DAQ units from National Instruments [23]. The
two DAQ modules are time synchronized using a master slave
configuration [24]. The data was collected through the DAQ
synchronously at 28 kHz sampling rate.

For the magnetic sensors, we have designed and developed
a 3D GMR sensor head (Fig. 3 (a)). Three single axis NVE
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AAH002 sensors with am average sensitivity of 14.5 mV/V-
Oe [25] are powered by a 12-volt DC source and are placed
on two PCB boards (Fig. 3 (b)). The sensitive axis of each
sensor is directed towards one of the x, y and z directions to
make a 3-axis sensor. The sensor head was placed 0.6m below
the overhead lines in the center of the four lines.

The output signal from each of the 3-axis sensors is the
combination of all four conductors. Mathematically [26], [27],
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Fig. 5. Fault staging apparatus (Fault Box) showing setup of (a) LIF; (b) HIF
with a tree branch used as a high impedance object (bottom figure).

this combined signal can be expressed as,
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(3)
The current through the power line is flowing in the y

axis direction (Fig. 4), therefore, By ≈ 0. The x-axis is in
the direction of the cross-arm. The conductor sag is in the z
direction and is defined by,

z = 1/c× (cosh(cy)− 1);−D/2 ≤ y ≤ D/2 (4)

where, c is the curvature of the overhead line conductor. The
ratio of per unit length conductor weight w (kg) and horizontal
tension H together define c, i.e. c = w/H . The horizontal
tension is given by, H = wD2/8S; where, D = length of the
conductor (m), S = sag length (m).

Typically, both the GMR and Hall-effect sensors give a
voltage output for the current and magnetic field changes. The
voltage output of the Hall-effect sensor is multiplied by the
sensitivity factor Hsns (mV/A) to calculate the current in the
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conductors. In our setup, the GMR sensor output is amplified
by an instrumentation amplifier. Thus, the output is divided by
the amplifier gain to get the actual voltage output. The output
voltage is then converted to magnetic flux density using (5),

B(φ) = Vsns ×
[

1

(
Vop×Sns

100 )×103

]
(5)

Where, Sensor Output Voltage Vsns (V); Operating Voltage
Vop (V); Sensitivity of the sensor Sns (mV/V-Oe); Magnetic
Flux Density B(φ) (T).

E. Fault Simulation Procedure

A fault staging apparatus was constructed to simulate faults
in the facility (Fig. 5). The apparatus is a plastic box with a
metal plate attached as a base. The metal plate is connected to
the transformer neutral via a current limiting resistor network.
The arrangement creates a short circuit path for current to
travel from the phase B conductor to the neutral point of the
transformer. Usually, a short circuit could produce more than 1
kA. However, a network of resistors connected in series with
the return path was included to limit the fault current to a
maximum of 27 A (RMS) for protection of the test facility
components.

The fault box also contains two alternative (manually
switchable) bare conductors connected in parallel with phase
B. One for LIF experiments and the other with a quasi-
insulating object between the conductor and metal plate for
HIF experiments. A relay switch is connected between the bare
conductor in the box and phase B. The relay is controlled by
the central control software designed as graphic user interface
(GUI) via LabView code.

We have performed high impedance faults on a tree branch,
sea-sand, and clay soil. The widest range of HIF phenomena
observed was in the fault experiments involving the tree
branch. For brevity, therefore, this paper reports on the results
of just these tree branch experiments. HIF faults on other
surface materials will be reported in a future paper.

For the tree branch HIF experiment the bare conductor
was placed on a green tree branch (Fig. 5 (b)) in the fault
simulation box. A common species of tree in New Zealand
called Whitey Wood or Acradenia frankliniae was used. Since,
the tree branch has a non-linear high impedance, it produces
a low fault current.

The experimental procedure began with energizing the iso-
lation transformer. Then via LabView GUI, the loads (section
II-C) are remotely turned on, one at a time. Once the system
loading was stabilized (after approximately 3s), the fault was
then initiated automatically via a switching relay at 10s after
the data acquisition starts saving the data from sensors. The
HIF experiment was terminated via the GUI after typically 40-
50s.

III. SIGNAL CHARACTERIZATION IN FREQUENCY AND
TIME DOMAIN

To fully explore the characteristics of the tree-branch HIF
in the time and frequency domains we have analyzed the
measured data using Fast Fourier and Hilbert Transforms. The

Phase B 
instantaneous 
current and 
voltage signal

Cross coupled 
Magnetic �ux 
desnsity from 
overhead lines 

Voltage Sensor
Hall E�ect 
Current Sensor

GMR 
Magnetic
Sensor

FFT 
Analyis Hilbert Transfom

Frequency domain 
characterization

Time domain 
characterization

Fig. 6. Steps in characterization of current and magnetic field signals in the
time and frequency domains.

50 Hz component was filtered out of the current and magnetic
field signals to focus on the higher frequency transient im-
pulses embedded in the signals.

A. Fast Fourier Transform (FFT) Analysis

Real-world waveforms can be a combination of multiple
sine-waves of different frequencies, amplitude, and phase
angle. Fourier analysis is one of the standard procedures for
determining the frequency content of real-world signals and
their stationary and transient phenomenon [28].

B. Hilbert Transform (HT) Analysis

Any real sinusoidal signal e.g. Acos(ωt + φ) can be
represented by a (positive frequency) complex sinusoid i.e.
Aej(ωt+φ) by generating a phase quadrature component. Thus,

Aej(ωt+φ) = A [cos(ωt+ φ) + jsin(ωt+ φ)] (6)

where, Asin(ωt + φ) is the ”imaginary part”. The in-phase
component can be transformed into the phase quadrature by
a quarter cycle time shift [29]. This is called the Hilbert
transform filter. The filter shifts each sinusoid component by
a quarter cycle.

The Hilbert transfer function in the time domain is,

h(t) =
1

πt
;−∞ < t <∞ (7)

The signal 1
πt has a Fourier transform. Therefore, in the

frequency domain the Hilbert transform is,

H(f) = −j sgn(f) =


−j f > 0

0 f = 0

j f < 0

(8)

Here, sgn denotes the expression of sign function.
For an arbitrary signal g(t) the Hilbert transform is defined

as,
H
{
g
′
(t)
}

= g(t)× h(t) = g(t)× 1

πt
(9)

The time derivative of this equation yields,

H
{
g
′
(t)
}

=
1

π

∫ ∞
−∞

g(τ)

t− τ
dτ (10)



5

x[n]

A = √(x2 + H2 {x}) θ = tan-1 (H {x} / x)

HT Filter Delay

Instanteneous
Amplitude

Instanteneous
Phase
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The integral in 10 is an improper integral. Thus, the Hilbert
transform is defined using the Cauchy principal value of the
integral in 10, whenever, the value exists.

H
{
g
′
(t)
}

=
1

π
ζ

∫ ∞
−∞

g(τ)

t− τ
dτ (11)

Where, ζ = Cauchy principal value [30].
If the signal g(t) has a Fourier transform G(f) then,

H(f) = −j sgn(f)G(f) (12)

Here, −j sgn(f), shifts the negative frequency components
G(f) by π

2 and positive frequency components by −π2 . The
computation can be mathematically explained by considering
an analytical signal k(t) composed of a real signal x(t) and
HT shifted by π

2 , defined as k(t) = x(t) + jH {x(t)}. This
can be expressed in exponential notation, xA(t) = A(t)ejφ(t),
where, A(t) instantaneous amplitude and φ(t) instantaneous
phase.

Typically, in a real world application the negative frequency
components are redundant. So, the HT can be considered as
an all pass filter [31].

In this study, the current and magnetic field signals were
individually passed (Fig. 6) to the HT filter block composed
of a finite impulse response linear phase filter of order 30th,
which was designed using the Parks-McClellan algorithm [32]
and implemented in Matlab by means of frequency component
shifting to satisfy 12. The input is also delayed to compensate
the delay generated by the HT block. The parallel output from
the HT filter and delay block are squared and summed to get
the instantaneous amplitude. The instantaneous phase or phase
angle is arithmetically computed by inverse tangent (Fig. 7).

The objective in performing a HT was to extract and
highlight the features of fault transients. When applied to
a pure sinusoidal waveform, the instantaneous phase would
change linearly in a saw-tooth shape over a single cycle
[33]. However, when a signal is a combination of numerous
sinusoidal waveforms or high frequency noise, the phase angle
does not change linearly over a single cycle [33]. Therefore,
noise can be observed in the instantaneous phase. The phase
angle noise is inversely proportional to the magnitude of the
signal to noise ratio [34].

IV. EXPERIMENTAL RESULTS FROM HIGH IMPEDANCE
FAULT EXPERIMENT

The characteristics of any fault mostly depends on the fault
surface material. An HIF occurs when a conductor is in contact

with a high impedance surface or object, for example in this
paper it was a tree branch. The properties and shape of this
object can change over the fault duration leading to changing
fault characteristics as the fault progresses.

As shown in Fig. 8, in our experiments we have observed
that there are four stages of a tree-branch HIF. From 0 to 10s is
the no-fault period, where the system is in steady-state. After
10s, the fault was initiated via the relay.

In the first stage after the fault was initiated (at 10s), the
magnetic field in the x and z direction along with the phase
B voltage and current appear unchanged in the raw signals
because the level of fault current is much lower than the load
current. The voltage and current continue to show a linear
relationship at this stage. No visual or audible phenomena
were observed in the fault medium during this stage. The raw
waveshapes of the early stage are therefore inseparable from
the no fault stage.

In the second stage (from around 17.5s), fumes and an
audible humming noise with sparks start to appear on the fault
medium. The spark is a non-arcing discharge and the humming
noise sounds like electrical hissing or sizzle. Therefore, the
second stage as the sizzling stage. Some distortion of the Phase
B current signal is observable, whereas the voltage waveform
remains unchanged. The V-I curve has therefore changed from
linear to a slightly nonlinear shape. There is no readily visible
change in the raw magnetic field measurements.

In the third stage, more significant variation in measured
voltage, current and magnetic fields occur, where negative
cycle arcing is present (from 18.95s). The Phase B sinusoidal
signals are distorted at peak positions due to the excess fault
current. An intermittent transient arc feature appears on the
negative half cycle of the current signal. During the arc,
a significant drop in voltage distorts the sinusoidal voltage
signal. Therefore, significant non-linearity between the voltage
and current is visible on the negative half cycle in this third
stage. In the magnetic field measurements, the x-axis sensor
measurement is similar to the current sensor measurement,
whereas the z-axis sensor shows less of the effect. Both visible
and audible arc discharge happen in the fault box during this
stage.

In the fourth and final stage (from 22.06s), a Stable Arc
with half-cycle asymmetry appears in all current and magnetic
field signals, and the sinusoidal voltage shape distorts on both
the positive and negative cycle. Nonlinear voltage and current
which is typical in others’ studies of HIF at higher voltage
levels [35], [36] is observable in the stable arc stage on both
the positive and negative half cycle. Visible and audible arc
discharge continues during this fourth stage and this ignites a
fire.

As described above, arcing does not occur immediately
following initiation of the fault. In fact it takes approximately
10s after the fault was first initiated before some arcing was
observed. In the first 8s of the HIF, the presence of HIF is not
readily observable in the raw data. Therefore, to explore the
HIF characteristics further we have analysed the data using
FFT and HT.
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Fig. 8. Stages of HIF observed: in Voltage (Row 1), Current (Row 2), Current-Voltage characteristic (Row 3) and Magnetic field (Row 4, 5); Magnetic field
signals are de-trended to eliminate the DC offset due to bias magnet.

A. Characterization of Phase Current and Magnetic Signals
in Frequency Domain

Before applying the FFT, the dominant load frequency of
50 Hz was filtered from the Phase B current and the magnetic
sensor waveforms to focus on the high frequency content
produced by the fault. A minimum order, Infinite Impulse
Response (IIR) highpass (90 Hz) filter was applied to curtail
the low-frequency components of the signals.

From the FFT data, we can observe in the normal no-
fault condition that both the current and magnetic sensors
contain inherent electrical odd-harmonic noise, but of different
magnitudes (Fig. 9 (a,f,k)). During the early-stage of the HIF
(Fig. 9 (b,g,l)), there is a small change in the magnitude
of these odd-harmonics, for both types of sensors. However,
during the sizzling stage, new frequency components appear in
the current sensor data, which are even harmonics. In the x-axis
magnetic field measurements (Fig. 9 (h)), a significant increase
in the odd harmonic frequencies occurs and the frequency
content more closely resembles the current signals. During the
later arcing stages (Fig. 9 (d,i,n,e,j,o)), a significant increase
in magnitudes occur and new frequency components appear
in both the current and magnetic field measurements. These
are due to the intermittent and asymmetric nature of both the
negative-only and stable arcing.

Overall, the magnitude of the new frequency components
that appear during the latter fault stages are higher in the x-
axis than the z-axis. The alternating magnetic fields are parallel
to the x-axis and perpendicular to the z-axis direction of the
sensor. Thus, the x-axis sensor can be considered as being
more sensitive to magnetic field changes than the z-axis.

B. Characterization of Phase Current and Magnetic Signals
by Hilbert Transform

Each row of Fig. 10 shows the breakdown of the IIR
highpass (90Hz) filtered signals into instantaneous amplitude
and phase angle in the time domain, for each of the HIF stages.

The no-fault and early stages of the HIF do not show any
significant >90Hz periodicity in either the current or magnetic
field measurements, as the HT did not produce any visible
magnitude envelope. However, the sizzling stage contains
new periodicity, which generates a distinguishable magnitude
envelope in the HT of the current and x-axis magnetic field
signal. The arcing stage HT envelopes are visible in the current
and both magnetic field measurements.

Similarly, the instantaneous phase angle highlights the fre-
quency changes between the different stages. As the early
stage does not contain much new frequency content, the
filtered signals are essentially high frequency electrical noise.
We therefore see no linear fluctuations in phase angle. In the
sizzling stage, when new frequency content emerges (>100Hz)
the instantaneous phase angle starts to exhibit a more linear
saw-tooth shape (although noisy). During the arcing stage, the
signal contains high-magnitude low-frequency arc impulses
disrupting the linear saw-tooth shape of the phase angle signal.

Regarding the GMR sensor measurements vs the current
measurements, the HT magnitude envelopes during the siz-
zling stage are clear in the x-axis but less so than the
current measurements. However, the z-axis magnetic field
measurements are not as clear (Fig. 10 (m)). During the
arcing stages of the HIF, the HT of the current and x-axis
magnetic sensor measurements are very similar and the HT
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algorithm has accurately localized the ignition and quenching
moments during the negative arcing stage, for example as
shown between 20.45 and 20.65s (Fig. 10 (d, i, n)).

C. Fault Path Surface Phenomena
As shown in preceding sections, some interesting new stages

in the progression of an HIF fault were observed in these
experiments, however the early stages of the HIF were not
readily observable in the raw or transformed measurements.
The 50 Hz load current present on the individual phase (Fig.
8) masks the effect of the low fault current during the HIF,
for both the Hall-effect current sensor measurements and the
GMR magnetic field measurements. Therefore, the early-stage,
and sizzling stages of the HIF generate almost identical phase
B current and magnetic field (Fig. 8) waveform shapes to the
no-fault stage.

We therefore investigated in more detail the phenomena
occurring in fault path itself during the different stages of
the HIF. This was using several additional sensors placed
downstream of the isolation transformer. As seen in Fig. 11,
the distinct characteristics of each of the stages during the HIF
fault are more visually distinguishable in the fault path current
waveform.

As the name HIF implies, the high-impedance of the fault
medium only allows a small amount of current to flow. The
average resistance of the tree branch before the fault is initiated
was calculated (from voltage and current measurements) to
be between 14 kΩ to 12 kΩ. During the early stage of the
HIF this calculated resistance drops to between 6.5 kΩ and
2.3 kΩ. We see only 0.35 A (RMS) fault current (Fig. 11
(b)) and the wave shape resembles the saw-tooth waveform.
This signal during the early stage contains significant third
harmonic components compared to even harmonics (100 and
200 Hz). A periodic shape gradually builds up later in the
early-stage, but is limited to within 0.707 A (RMS).

The sizzling stage physically generates small sparks with an
audible humming noise. The fault current waveforms during
this time are found to be oscillatory and almost resemble the
fullwave rectified waveform (Fig. 11 (c)). There are several
valley points in this sizzling stage waveform. In the sizzling

period, the level of peak current in the negative half-cycle
is greater than its positive counterpart, 3 A versus 2 A. The
calculated tree branch resistance fluctuates between 0.4 kΩ and
0.2 kΩ, which is significantly lower resistance than in the early
stage. This waveshape in the sizzling stage is only observable
in the Phase B current and magnetic field measurements via
HT and FFT analysis, where in the latter it produces the new
and significant even harmonics.

The sizzling stage is an early indication of imminent arc
discharge. During the sizzling stage, the tree branch resistance
gradually decreases. The current flowing through the tree
branch alters the chemical properties and produces a carbon
track [37]. The carbon track influences the breakdown and arc
discharge.

The negative arc stage is a breakdown state that developed
during the sizzling period. As observable in the snapshot in
figure 11 (d), the negative arc impulses are interspersed with
sizzling. The presence of the two phenomena (sizzling and
negative arcing) significantly shifts the level of odd and even
harmonic frequency components in the FFT analysis of the
phase B current and GMR magnetic field measurements.

In the final steady or stable arc stage (Fig. 11 (e)), the arc
waveform contains a half-cycle spark gap, and arc re-strike and
extinction events can readily be observed in the data. Unlike
the negative arc stage, in the steady arc stage the arc was
observed to restrike for several successive cycles. It should be
noted that in this study we have conducted HIF experiments
in a controlled environment, where the bare conductor is
continuously in contact with the tree branch (Fig. 5 (b)). In
real-world scenarios, more occasional contact of a conductor
with a tree branch may occur which would likely produce a
more intermittent arc [38].

V. DISCUSSION

In this study, we have experimentally analysed the behaviour
of a tree-branch HIF in a 400 volt network physical test
facility. The HIF events have unique current and magnetic
field signatures, which will allow the presence of a fault to be
differentiated from normal behaviour of a network.
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Fig. 10. Hilbert Transformation of phase current and magnetic field measurements during the HIF stages. The periodic magnitude envelope in the sizzling
stage reveals the presence of weak non-linear and non-stationary behaviour in the phase current and magnetic sensor data.
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Fig. 11. Fault path current during HIF (a) No fault period; (b) Early-stage; (c) Sizzling stage; (d) Negative Arc stage; (e) Stable Arc stage. A slight swell is
observed in the current waveform (d). The swell is due to the capacitance development between tree branch and metal plate. After initializing the HIF test,
the current tries to pass through the tree branch to the metal surface. The nonlinear resistance of the tree branch impedes the current flow and as shown in
the results in the later stages, produces an arc discharge. Snapshots during the experiment shown on the 2nd Row highlight that in the: Early-Stage, current
starts to flow through test object; Sizzling stage fumes and gradual sparks are visible; Arc stage: audible and visible arc discharge that sets fire to the branch
resulting in flames.

For a tree branch HIF, our experiment in a 400 V network
simulator has highlighted two stages (early-stage followed
by a periodic sizzling stage) preceding the expected known
characteristic HIF behaviour of arcing. Using a current sensor
connected to the fault path itself, we have observed the
dynamic progression of HIF in detail. Previously in [39],
HIF experiments at 11 kV or higher have only identified
the asymmetric, non-linearity between voltage-current and the
intermittent nature of the HIF, which we also observe in the
later stages. However, the 400 V HIF performed with a green
tree branch as the surface material exhibited several build-up

stages before going to steady-state arcing.

Unlike in the final arcing stages of the HIF, which are
readily observable across all the raw measurements (voltage,
current and magnetic field), in the initial stages of the HIF, the
50 Hz load current obscures the fault in the Phase current and
magnetic field measurements. However, a low rank structure
or intra-wave frequency modulation [40] is present in the fault
path current (Fig. 11 (b,c)) in these initial early-stage and
sizzling stages. These fault current features present in the early
stages will therefore need to be extracted from Phase currents
or magnetic field measurements via suitable signal processing
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algorithms in order for HIF faults to be detected during these
early stages.

From the FFT analysis (Fig. 9), it is apparent that a tree-
branch based HIF contain increased frequency content within
the frequency range 100 Hz to 1 kHz, with the HIF arcing
stages, producing a significant energy burst.

The application of the HT to the raw measurements al-
lowed a quantitative evaluation of the different stages of
HIF faults from the current and magnetic measurements. The
instantaneous frequency amplitude output of an HT shows
the variation of inter-wave frequency modulation over time.
During the sizzling stage of the HIF, the weak non-linear non-
stationary fault current signal, which could not be seen clearly
in the raw phase current or magnetic field signals is revealed
by the HT. The HT also shows that the sizzling fault current
signal is locally in-homogeneous [41], which means that the
FFT analysis is less suitable as a basis for fault detection.
During the negative arcing stage, the frequency doubling is
distinguishable with the arc ignition and quenching moments
localized in time by the HT. The HT phase-amplitude diagram
or unwrapped phase function shows the presence of transients
as it becomes continuous and almost smooth. The HT gives a
good physical interpretation of HIF sizzling and arcing state
in the time domain. However, further studies are needed to
evaluate the effectiveness of Hilbert Transform as the basis
for reliable detection and classification of HIF.

It would be interesting to model the fault and network
event features extracted in the time-frequency domain via
machine learning algorithms. The features we have observed
exhibit different patterns [42], [43], which might be auto-
matically recognized using Machine Learning algorithms. The
classification of faults and typical network events, particularly
during the challenging early-stage would require a real-world
database. The experimental methodology used to conduct fault
and network event experiments presented in this paper, has the
potential to generate such a real-world experimental database.

Our study has allowed us to compare the fault characteristics
observable with non-contact GMR sensors versus a Hall effect
current sensor integrated with the phase conductors. The
behaviour was able to be observed with both. The behaviour
of HIF faults (from sizzling stage onwards) are all still
identifiable in the non- contact GMR sensor measurements
with considerable detail. In the magnetic field measurements,
the x-axis of the GMR sensor were however found to be more
sensitive to the transition of faults compared to z-axis, because
the magnetic field relating to the fault is more predominantly
parallel to the x-direction.

A. Advantages of GMR sensors for industry

Traditionally, voltage and current measurements in unidirec-
tional low voltage (400 V) networks are rare. They are more
common, in medium voltage networks, where the financial
value of the network equipment being monitored is higher,
giving a more acceptable business case for their use. However,
due to the future bi-directional power supply scenario [44],
there is an increasing need to monitor 400 V network as
low or high impedance faults under this scenario will incur

a cost to both network operators and consumers. Furthermore,
installation of a widespread monitoring solution would enable
more effective fault detection.

Most of the traditional monitoring sensors (e.g., CTs and
PTs) in NZ are in either substations or switching stations,
and for distribution networks more widespread deployment
of integrated current sensors are cost-prohibitive. In con-
trast, GMR sensors are an attractive proposition for more
widespread monitoring because of their broad bandwidth, low
power consumption, miniature size, ability to digitally inter-
face with intelligent systems and low cost. Hall effect sensors
have traditionally been used for magnetic field measurement,
however, they are susceptible to saturation due to the high
permeability of their core [16]. Therefore, we are developing
a widespread monitoring solution for distribution network
using a non-contact GMR sensors. For practical evaluation,
we are currently in contact with our local distribution com-
panies (Wellington Electricity, North Power) and will install
a prototype of GMR-based monitoring solution in a 400 V
distribution network.

VI. CONCLUSION

This work has revealed the differentiating characteristics
of HIF in 400 V distribution networks. Real-world data was
collected through a purpose-built 400 V overhead lines test
facility. Conventional Hall-effect current and state-of-the-art
GMR magnetic sensors captured the current and magnetic
behaviour in the test facility. Distinct signatures of faults that
will allow differentiation of them from normal network events
were observed using both sensors.

Two new stages of HIF faults, i.e. an early followed by siz-
zling state, have been identified via current and magnetic field
measurements. These states persisted for a reasonable period
of time before arcing occurred. It would be desirable to detect
HIF faults in real networks during these early stages, but they
cannot be readily observed in raw current or magnetic field
measurements. However, suitable signal processing techniques
can reveal the characteristic features of these pre-arcing states.

As an alternative to current sensors integrated with the phase
conductors, the properties of the GMR sensor make it well
suited for widespread and non-contact monitoring of distri-
bution overhead lines. However, there is a lack of practical
data to evaluate the response of GMR sensor in the overhead
line monitoring application. Our work therefore has advanced
the knowledge regarding the application of GMR sensors to
overhead lines monitoring. The magnetic field signals captured
were found to be responsive to the dynamic behaviour of faults
and load changes.

In the future, we will model the extracted characteristics of
faults and normal system events from the GMR sensor data
via Deep Learning (DL) algorithms towards classification of
faults.

APPENDIX
NEGATIVE ARC PHENOMENON

The negative half-cycle only arcing stage has not been
observed by other researchers into HIF, so it deserves an
explanation. Details are available in [45].
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