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Abstract—Feature extraction is an essential process to image
classification. Existing feature extraction methods can extract
important and discriminative image features but often require
domain expert and human intervention. Genetic Programming
(GP) can automatically extract features which are more adaptive
to different image classification tasks. However, the majority GP-
based methods only extract relatively simple features of one
type i.e. local or global, which are not effective and efficient
for complex image classification. In this paper, a new GP
method (GP-GLF) is proposed to achieve automatically and
simultaneously global and local feature extraction to image
classification. To extract discriminative image features, several
effective and well-known feature extraction methods, such as
HOG, SIFT and LBP, are employed as GP functions in global
and local scenarios. A novel program structure is developed to
allow GP-GLF to evolve descriptors that can synthesise feature
vectors from the input image and the automatically detected
regions using these functions. The performance of the proposed
method is evaluated on four different image classification data
sets of varying difficulty and compared with seven GP based
methods and a set of non-GP methods. Experimental results show
that the proposed method achieves significantly better or similar
performance than almost all the peer methods. Further analysis
on the evolved programs shows the good interpretability of the
GP-GLF method.

I. INTRODUCTION

Image classification as a fundamental task in computer
vision and pattern recognition, has obtained much attention
over the world in recent decades. It has been applied to a wide
range of applications in various fields such as biology images
[1], face images [2], remote sense images [3], and medical
images [4]. Image classification is to categorise images into
predefined groups based on the content in the images. It is a
very challenging task due to the image variations and the high
dimensionality of the image data.

Feature extraction is one of the most important steps in an
image classification system [5, 6]. Image feature extraction
is to extract important and representative information from
an image that is helpful for describing the image data and
reducing the dimensionality of the image data. Generally, two
types of features, i.e. global features and local features can be
extracted to describe an image [5]. Global features describe
a whole image based on all the pixel values, which can be
considered as a particular property of the image, such as shape,
texture and colour [5]. Local features aim at detecting and
describing regions of interest/keypoints from an image [5].

A number of well-known and effective methods have been
developed to extract global or local features from an image
or keypoints. These methods include Domain Independent
Feature (DIF) [7], Histogram (Hist) [5], Grey-Level Co-
occurrence Matrix (GLCM) [8, 9], Histogram of Orientated
Gradients (HOG) [10], Scale Invariant Feature Transform
(SIFT) [11], Local Binary Patterns (LBP) [12, 13], and
Speeded Up Robust Features (SURF) [14].

Most existing feature extraction methods are originally
designed for specific image tasks [5], such as GLCM and LBP
for texture description, SURF and SIFT are for keypoints de-
tection and description. Generally, domain experts are required
to determine which method should be used and how to set
parameters for the selected method when dealing with a new
task [15]. However, these experts are not always at hand which
needs time to find and cost to employ [15].

Genetic Programming (GP) [16], as an Evolutionary Com-
putation (EC) technique, aims at automatically evolving com-
puter programs that are able to solve problems without human
intervention and domain knowledge. Among all the EC tech-
niques, GP is the widely used technique in image analysis [17].
Compared with other EC techniques, the representation of tree-
based GP is more flexible, which results in great potential on
image-related tasks [18–21].

GP has been applied to automatic feature extraction and
image classification based on raw images [6, 18, 22–29].
In [18, 25–27], GP is employed to region detection, fea-
ture extraction, feature construction, and image classification.
These methods capture general local information/features, i.e.
pixel statistics, from images. The results show that the local
features perform especially well on images that have objects
or faces with relatively fixed positions. However, only one
simple feature extracted from each detected region is not
effective for complex image classification. In [6, 22–24],
feature extraction is based on a whole image, where a feature
vector is evolved for classification. However, the methods in
[6, 23] are originally designed for texture description, which
might not be suitable for other types of image classification
tasks.

Existing work shows that both global and local features are
important for image classification [30, 31]. Global features are
effective for finding similar images in the same class while
local features are more important for capturing distinctive
information from objects or partial objects in an image.



However, the work of GP on feature extraction only focus
on extracting one type of image features, i.e. local features
[18, 25–29] or global features [6, 22–24], which are often
not effective and efficient for complex image classification.
In addition, existing image descriptors such as HOG, SIFT
and LBP are the well-known effective methods for feature
extraction, but they are seldom cooperated with GP to auto-
matically extract more adaptive and informative features for
image classification.

A. Goals

The goal of this paper is to design a new GP method (GP-
GLF) that is able to automatically and simultaneously extract
informative and adaptive local features and global features
using a set of effective feature extraction operators. To achieve
this goal, a set of well-known feature extraction methods
will be used as GP functions in the function set to cope
with global and local scenarios. A novel program structure
will be designed to integrate these functions into a single
solution/tree and to allow GP to extract rich global and local
features. To evaluate the performance of the extracted features
by the proposed GP-GLF method, four image classification
data sets of varying difficulty will be used, and the state-of-
the-art GP methods and non-GP methods will be employed as
peer competitors. To achieve this, the overall goal leads to the
following objectives to be investigated in this paper.

1) Design a new program structure that allows GP to extract
global and local features and to synthesise these features
as a feature vector with flexible length;

2) Develop a new function set and a new terminal set,
where region detectors and the state-of-the-art feature
extraction operators can be employed for extracting
informative features with potential of achieving good
classification performance;

3) Evaluate and compare the performance of the proposed
method with the existing GP methods and a set of non-
GP methods; and

4) Analyse example programs/trees with the best perfor-
mance to understand how the proposed method extracts
informative global and local features for effective image
classification.

II. RELATED WORK

Several GP variants have been proposed to extract image
features from raw images. These features are typically global
features which are synthesised from a whole input image. A
multi-objective GP approach was proposed by Shao et al. [22]
to learn features for image classification. This method was
based on the idea of Convolutional Neural Networks (CNNs),
where four layers i.e. a data input layer, a filtering layer, a max-
pooling layer, and a concatenate layer were designed. This
method used an image as input and returned a feature vector
concatenated from the image after a number of operations
such as filtering and pooling. A linear Support Vector Machine
(SVM) was employed to perform classification based on the
learnt features. However, the comparisons of the learnt features

with the other extracted features by HOG, LBP, SIFT and
others were not entirely fair due to the reason that this method
used more instances to learn features at first.

Al-Sahaf et al. [6] proposed a GP approach to automatically
evolving texture descriptors for texture image classification
with a small number of training instances. A feature vector
is generated by the evolved GP descriptor scans an image
via a sliding window. The evolved descriptors take the pixel
statistics, i.e. mean, max, standard deviation, and min, of
the sliding window as inputs. Thus the extracted features are
invariant to rotation. A number of conventional classification
methods, such as k-Nearest Neighbour (1NN), were employed
to perform classification based on the described feature vector.
Compared to the features extracted by LBP, GLCM and other
LBP variants, the features described by this method were more
informative and effective for texture image classification.

Later on, Al-Sahaf et al. [23] developed a dynamic GP
method where a flexible length of feature vector was syn-
thesised for texture classification. The experimental results
showed that this method could extract features with a flexible
length and outperform the method proposed in [6]. However,
these two GP descriptors inspired by the LBP descriptor
were originally proposed for describing texture features, which
might not perform well on other image data.

Price and Anderson [24] designed a GP method for image
feature descriptor learning and applied multiple kernel learning
and support vector machine (MKL-SVM) for classification.
This method employed a set of image operators, such as
Canny, Hough Circle and Harris Corner Detector, as functions
to learn image descriptors. Experiments showed promising
results in image classification. However, more data sets should
be used to examine the performance of this method.

GP has been successfully applied to region detection, fea-
ture extraction and image classification simultaneously. The
extracted features are based on the automatically detected
regions, which are local features. Atkins et al. [25] developed a
multi-tier GP approach (simplified as 3TGP in [26]) to achiev-
ing automatic feature extraction and image classification. In
this method, three tiers including an image filtering tier, an
aggregation tier and a classification tier, were designed where
each tier targeted a subtask. The aggregation tier was employed
for extracting domain independent features, i.e. pixel statis-
tics, from the automatically detected regions. These extracted
features were further constructed in the classification tier to
a single high-level feature, which was used for classification
based on a predefined threshold.

Later, the 3TGP approach was changed by Al-Sahaf et
al. [26] who proposed a two-tier GP (2TGP) approach to
image feature extraction and classification using raw images
as input. The representation of 3TGP was simplified in 2TGP
where only the aggregation tier and the classification tier
were employed. Two variants of 2TGP were proposed in
[27] to automatically detect more flexible shapes and size of
regions and to extract features from these detected regions.
However, the performance of the 3TGP and 2TGP methods
was evaluated on a few data sets with a small size of images.



A GP-HoG method was proposed by Lenson et al. [18] in
2016, where GP was employed for automatic region detection,
feature construction, feature extraction, and image classifica-
tion using raw pixel values as input. This approach used the
advanced feature descriptor HOG as a function in GP to extract
high-level HOG histogram features from the automatically
detected regions. The GP-HoG method demonstrated a good
example to integrate the advanced HOG descriptor in GP to
achieve high-level feature extraction from the automatically
detected regions and showed promising results in image classi-
fication. Compared to the 2TGP method, the GP-HoG method
has obtained better results on all the three date sets.

III. PROPOSED METHOD

This section describes the proposed GP-GLF method, in-
cluding the overall program structure, the function set, the
terminal set, the evaluation process, and the fitness function.

A. Overall Program Structure

To achieve automatic global and local feature extraction, a
new program structure is designed on the basis of the Strongly
Typed GP [32] with a tree-based representation. An example
program is shown in Fig. 1. This example program takes an
image as input and produces a concatenated feature vector as
output, representing a set of global and local features.

Fig. 1. An example of the program structure.

The example program can be divided into two parts, where
conventional feature extraction methods such as SIFT are
used to perform feature extraction in the global or local
scenario. As shown in different colours, the left branch of
the example program is for extracting global features from an
input image using feature extraction methods (G SIFT). The
right two branches of the example program are for local feature
extraction, where two different region detectors (Region S, Re-
gion R) are employed before using feature extraction operators
(L DIF, L uLBP).

To concatenate all the extracted features, different root
nodes such as Root1G2L are designed to synthesise all the
extracted features in different scenarios as a feature vector.
Compared to the majority of existing GP methods where the
length of the output of the evolved GP program is fixed, in
the proposed GP-GLF method, the output length (namely the
length of the feature vector synthesised) of a GP program
is variable. For each evolved program, the length of the

output feature vector is determined by the detected regions,
the evolved root nodes, and the evolved feature extraction
methods. The variable length of the synthesised feature vector
is more flexible and adaptive for representing image features
for different image classification tasks.

To avoid generating a feature vector with too high di-
mension, six different root nodes are developed. They are
Root1G1L, Root1G2L, Root2G2L, Root1G3L, Root2G3L, and
Root1G4L, where L indicates local feature extraction and G
indicates global feature extraction. The six designed root nodes
represent six different program structures of the proposed GP-
GLF method, as shown in Fig. 2. These program structures
allow the proposed GP-GLF method to extract different types
of global features, detect variable types of regions of interest,
and extract different types of local features. In the simplest
case, one type of global features and local features is extracted.
In the most complex cases, two types of global features and
three types of local features, or one type of global features
and four types of local features are extracted.

Fig. 2. Six program structures (only root nodes and internal nodes showing).

B. Function Set and Terminal Set

In the proposed GP-GLF method, a set of well-known fea-
ture extraction/description methods are employed as functions
in the function set. These methods are DIF [7], Hist, GLCM
[8, 9], Gabor bank filters (GB) [33], SIFT [11], HOG [10],
uniform Local Binary Patterns histogram (uLBP) [12, 13].

As the aim of the proposed GP-GLF method is to extract
both local and global image features, these feature extraction
methods are employed in global scenario and local scenarios.
In global scenario, these methods are used to extract a feature
vector from a whole image. These methods are marked as
G DIF, G Hist, G GLCM, G GB, G SIFT, G HOG, G LBP.
In local scenario, these methods are to describe a feature vector
from a detected region. These functions are L DIF, L Hist,
L GLCM, L GB, L SIFT, L HOG, L uLBP . These functions
employ region detectors as their children nodes.

These functions take an image or a region as input and
return a feature vector with a variable length. The parameter
settings for several methods in different scenarios are different.
More details about these functions are shown in Table I. The
fourth column and the fifth column of Table I list the number



TABLE I
FEATURE EXTRACTION FUNCTIONS

Methods Input Output No. (G) No. (L) Description
DIF 1 Image/Region 1 Vector 20 20 Domain independent features [7].
Hist 1 Image/Region 1 Vector 32 32 Histogram features using 32 bins based on the pixel intensities of the image/region.
GLCM 1 Image/Region 1 Vector 24 24 GLCM features [8, 9]. Four different orientations are used and the contrast, dissimilarity,

homogeneity, energy, correlation and ASM are extracted from each GLCM.
GB 1 Image/Region 1 Vector 384 Flexible Gabor bank features [33]. 24 Gabor filters with four different orientations at six scales

are used. In global scenario, the mean value of each 32× 32 grid is extracted from the
image after filtering. In local scenario, the size of the grid is 16× 16.

SIFT 1 Image/Region 1 Vector 128 128 SIFT features [11]. The whole image/region is considered as a keypoints.
HOG 1 Image/Region 1 Vector 144 Flexible HOG features [10]. Using the HOG method to extract features. In global scenario of

HOG, the orientation is set to 9, the pixels in each cell is set to 32× 32, and the cells
in each block is set to 3× 3. The mean value of a 20× 20 grid is extracted from the
image after filtering. In local scenario of HOG, the orientation is set to 9, the pixels in
each cell is set to 8× 8 , and the size of the grid is 10× 10.

uLBP 1 Image/Region 1 Vector 59 59 uniform LBP histogram features [12, 13].

TABLE II
TWO REGION DETECTORS

Name Input Output
Region S 1 Image, X, Y, Size 1 Square Region
Region R 1 Image, X, Y, Width, Height 1 Rectangle Region

of features extracted by the corresponding method in global
(G) or local (L) scenario.

To extract local features, two region detectors are designed
and employed, i.e. Region S and Region R, as shown in
Table II. These two detectors can detect a square/rectangle
region at an appropriate position in an image with a suitable
size by taking several arguments as inputs. The Region S op-
erator detects a square region, which requires four arguments,
i.e. Image, X, Y, and Size. The Region R operator detects a
rectangle region, which needs five arguments, i.e. X, Y, Size,
Width, and Height.

Four different types of terminals are used for representing
the inputs of the designed GP system. They are Image, X, Y,
Size, Width, and Height. The first terminal is the Image, which
represents the input grey-scale image. It is a 2-D array with
image pixel values in range [0, 1] (the raw image is normalised
by dividing 255). The X and Y terminals are the coordinates
of the top left point of a detected region in the input im-
age. They are integers in range [0, ImageWidth − 20] or
[0, ImageHeight−20]. The terminals, Size, Width and Heigh,
mean the size, the width and height of a square/rectangle
region. They are between [20, 70] as the image sizes of our
data sets are 128×128. The values of X, Y, Size, Width, and
Height are randomly generated initially and evolved during
the evolutionary process.

C. Evaluation Process and Fitness Function

The overall evaluation process of the GP-GLF method
contains two phases, i.e. training and testing. In the training
process, the GP-GLF method is used to evolve image de-
scriptors to extract global and local features from the input
image and a simplest classifier, 1NN, is employed to perform
classification based on the learnt image features. Due to 1NN
needs a training set and a test set to evaluate the performance,
two collections of images are used for training in this process,
i.e. a tra-train set and a tra-test set. The tra-train set is used as

a training set and the tra-test set is used as a test set for 1NN
in the training process. The fitness function of the GP-GLF
method is the classification accuracy of the tra-test set.

In the testing phase, the best individual in the training phase
is set as the final image descriptor. This image descriptor is
used to extract image features and 1NN is used to perform
classification. An unseen data to the training phase is set as a
test set and the tra-train set is used as a training set in 1NN.
The classification accuracy of the test set is reported. There-
fore, to evaluate the performance of the proposed method, a
data set must be spilt into three subgroups, i.e. a tra-train set,
a tra-test set and a test set.

IV. EXPERIMENTAL DESIGN

A. Data sets

To evaluate the performance of the extracted features by the
proposed GP-GLF method, four different binary image classi-
fication data sets of varying difficulty are employed. They are
JAFFE [34], YALE [35], FLOWER [36], and TEXTURE
[37]. JAFFE and YALE are two facial expression image data
sets. The JAFFE data set is formed by the Happy and Surprised
classes from the Japanese Female Facial Expression (JAFFE)
Database [34]. The YALE is built by the centred and rotated
images with Happy and Sad expressions from the Yale Face
Database [35]. The FLOWER data set contains Lotus and
Sunflower classes from the Caltech 101 Dataset [36]. The
TEXTURE data set consists of the Cork and Brown bread
classes from the KTH-TIPS2 Database [37]. All the images
are grey-scale images. More details about these four data sets
are shown in Table III. Two example images from each class
are shown in Fig. 3.

Fig. 3. Example images from each class of the four data sets.



TABLE III
DATA SET PROPERTIES

Name Size Classes Tra-train
Set Size

Tra-test
Set Size

Test Set
Size

JAFFE 128×128 Happy 10 10 10
Surprised 10 10 10

YALE 128×128 Happy 15 7 8
Sad 15 7 8

FLOWER 128×128 Lotus 34 16 16
Sunflower 43 21 21

TEXTURE 128×128 Cork 216 103 113
Brown bread 216 108 108

B. Baseline methods

To examine the effectiveness of the proposed method, seven
GP-based methods and a set of non-GP methods are employed
for comparisons.

1) GP methods: The seven GP methods are MLGP [28],
GP-RDP [29], 2TGP [26], 3TGP [25], DIF+GP [7], Hist+GP,
and uLBP+GP. The MLGP, GP-RDP, 2TGP, and 3TGP meth-
ods take an image as input and return a high-level image
feature for binary image classification. The region detection,
feature extraction, feature construction, and image classifi-
cation are simultaneously achieved in these methods. The
DIF+GP, Hist+GP and uLBP+GP methods use extracted image
features as input, where GP is employed as a classification
method. In Hist+GP, 64 histogram features are extracted and
used as input of GP. In uLBP+GP, 59 uniform LBP features
are used as input of GP. In contrast to the proposed method,
these methods do not need a tra-test set during the training
phase. Thus the tra-test set is used as a validation set to select
the best individual for testing.

In these competitors, only one image feature is constructed
for classification, while the GP-GLF method extracts a set
of features for classification. The comparisons may not be
entirely fair. But the comparisons will show whether the GP-
GLF method can achieve better performance than the existing
GP methods.

2) Non-GP methods: As the GP-GLF method employs a
set of feature extraction methods as functions, it should be
compared with these methods and the combinations of them
to show its effectiveness. The non-GP methods are based on
seven effective feature extraction methods and seven conven-
tional classification algorithms including ensemble methods.
The seven feature extraction methods have been introduced in
Section III-B. They are DIF, Hist, GLCM, GB, SIFT, HOG,
and uLBP. The parameter settings of these methods are the
same as that used in the global scenario of the GP-GLF
method. Specifically, in Hist, there are 256 histogram features
are extracted. The seven classification methods are 1NN, naive
Bayes (NB), decision tree (DT), multilayer perception (MLP),
adaptive boosting (AdaBoost), random forest (RF), and SVM.
The implementation of these methods are based on the well-
known scikit-learn [38] Python package.

Compared with each feature extraction method, the GP-GLF
method extracts more features. To achieve fair comparison, the
combinations of two features by the seven feature extraction
methods, such as SIFT+GB, DIF+SIFT, SIFT+HOG, and

GB+HOG, are employed for comparison. The combination of
all the features (All) is also employed for comparison. In all
these non-GP methods, the tra-train set and the tra-test set are
used for training and the test set is used for testing.

C. Parameter Settings

The implementation of all the GP methods including the
proposed method are based on the DEAP (Distributed Evo-
lutionary Algorithm in Python) [39] package. The parameter
settings of the proposed GP-GLF method are listed in Ta-
ble IV. In the other GP methods, the parameter settings are
the same as that in GP-GLF except for the population size. In
GP-GLF, a smaller population size is used in order to reduce
computation cost, while the population size of the other GP
methods is 1024.

For all the GP methods, the experiment on each data set
has been run 30 times independently and the average results
of the 30 runs are reported. For all the non-GP methods, where
the feature extraction methods are deterministic methods, the
experiment on each data set has been run once.

TABLE IV
GP RUN TIME PARAMETERS

Parameter Value Parameter Value
Generations 50 Population size 100
Crossover rate 0.8 Mutation rate 0.19
Elitism rate 0.01 Tree-depth 2-6
Selection type Tournament Tournament size 7

V. RESULTS AND DISCUSSIONS

This section discusses and compares the classification re-
sults obtained by the proposed GP-GLF method, the other GP
methods and the non-GP methods.

The results obtained by the proposed method, the other
GP methods and the non-GP methods are shown in Tables V
and VI. To show the significance of classification performance
improvement, the Student’s t-test with a 5% significance level
is employed to compare the GP-GLF method with a baseline
method. In Tables V and VI, “+” indicates the GP-GLF method
significantly outperforms the compared method, “–” means
the GP-GLF method performs significantly worse than the
compared method, and “=” indicates the GP-GLF method
performs similar to the compared method.

A. Compared with GP Methods

Table V summarises the overall classification results i.e.
maximum, mean and standard deviation accuracy obtained by
the GP-GLF method and the other seven GP methods on the
four data sets. The best average accuracy on each data set
is showed with bold font. Compared with all the other GP
methods, the GP-GLF method achieves the best maximum
classification accuracy and mean classification accuracy on all
the four data sets. In the total 28 cases of comparisons, the GP-
GLF method achieves significantly better results in 27 cases.
Specifically, on the YALE data set, the GP-GLF method has a
more than 14% increase in the mean accuracy compared with
the other GP methods.



From Table V, it is obvious that the GP-GLF achieves
significantly better results than all the GP methods. The main
reason is that the GP-GLF method is able to extract a set
of features for classification while the other GP methods
produce one single constructed high-level feature for image
classification. The comparisons show that it is more effective
to use GP to extract many features for image classification.

TABLE V
CLASSIFICATION ACCURACY(%) OF ALL THE GP METHODS ON THE FOUR

DATA SETS

Methods Max Mean±St.D. Max Mean±St.D.
Data Set JAFFE YALE
GP-GLF 100.0 95.00+6.06 100.0 95.62+10.35
MLGP 100.0 91.67+6.50+ 87.5 73.96+12.51+
GP-RDP 95.0 82.83+8.03+ 93.75 76.25+13.73+
2TGP 95.0 82.83+8.53+ 100.0 80.83+13.78+
3TGP 100.0 82.67+9.20+ 93.75 77.71+16.98+
DIF+GP 90.0 70.67+13.59+ 81.25 61.04+8.49+
Histogram+GP 75.0 52.17+9.28+ 81.25 49.38+14.01+
uLBP+GP 65.0 53.83+6.01+ 81.25 55.83+13.40+
Data Set FLOWER TEXTURE
GP-GLF 97.3 86.4+4.60 99.1 97.84+0.75
MLGP 86.49 67.57+9.39+ 97.74 90.23+3.48+
GP-RDP 89.19 80.81+6.60+ 88.24 80.81+4.51+
2TGP 94.59 84.95+6.53= 81.9 75.60+3.87+
3TGP 97.3 83.69+4.81+ 88.24 82.68+4.18+
DIF+GP 89.19 80.18+5.94+ 88.69 83.65+2.36+
Histogram+GP 62.16 53.33+5.67+ 94.57 87.36+3.86+
uLBP+GP 89.19 64.77+12.57+ 97.29 92.37+2.77+

B. Compared with Non-GP Methods

The overall classification results obtained by the proposed
GP-GLF method and the non-GP methods on the four data
sets are presented in Table VI. The mean, standard deviation
and maximum classification accuracy achieved by the GP-
GLF method are showed with bold font in the second row of
each block in Table VI. Except for using one type of features,
two types of features are also used for comparison. The total
number of combinations of two types of features is 21. Due
to the page limitation, only better results achieved by the two
types of features than the GP-GLF method, such as DIF+GB,
are reported. The last row of each block in Table VI lists the
results obtained on all the features (All).

On the JAFFE data set, compared with the non-GP methods
with one type of image features, the GP-GLF method obtains
significantly better or similar results in 46 cases out of the
49 (7 × 7) cases. Compared with all the methods with the
two types of image features, the GP-GLF method achieves
significantly better or similar performance in 139 cases out of
the 147 (7 × 21) cases. On the YALE data set, the GP-GLF
method achieves significantly better or similar results in all
the cases of comparisons. The maximum accuracy obtained
by the non-GP methods is 93.75%, which is lower than the
mean accuracy (95.62%) achieved by the GP-GLF method.

On the FLOWRE data set, the GP-GLF method achieves
similar or significantly better performance in 42 out of the 49
cases compared with the non-GP methods with one type of
features. Compared with the non-GP methods with two types
of features, the GP-GLF method gains significantly better or
similar performance in 124 cases out of the 147 cases. On
this data set, most of the better results are obtained by the GB
and SIFT features and their combinations with other types of

TABLE VI
CLASSIFICATION ACCURACY(%) OBTAINED BY THE PROPOSED METHOD

AND THE NON-GP METHODS

Data sets
Methods 1NN NB DT MLP AdaBoost RF SVM

JAFFE
GP-GLF 95.0±6.06 (100.0)
DIF 90.00+ 55.00+ 80.00+ 50.00+ 85.00+ 75.00+ 50.00+
Hist 90.00+ 55.00+ 60.00+ 90.00+ 60.00+ 45.00+ 90.00+
GLCM 65.00+ 60.00+ 80.00+ 50.00+ 75.00+ 70.00+ 50.00+
GB 100.0– 90.00+ 75.00+ 65.00+ 95.00= 95.00= 50.00+
SIFT 100.0– 95.00= 90.00+ 85.00+ 80.00+ 95.00= 85.00+
HOG 100.0– 85.00+ 90.00+ 50.00+ 95.00= 95.00= 80.00+
uLBP 75.00+ 65.00+ 35.00+ 45.00+ 65.00+ 85.00+ 75.00+
DIF+GB 100.0– 90.00+ 75.00+ 95.00= 95.00= 90.00+ 50.00+
DIF+HOG 90.00+ 90.00+ 90.00+ 50.00+ 90.00+ 100.0– 50.00+
GB+HOG 100.0– 90.00+ 75.00+ 50.00+ 95.00= 90.00+ 50.00+
SIFT+Hist 90.00+ 70.00+ 95.00= 75.00+ 90.00+ 95.00= 90.00+
SIFT+GLCM 65.00+ 60.00+ 90.00+ 50.00+ 80.00+ 100.0– 50.00+
SIFT+GB 100.0– 95.00= 90.00+ 100.0– 80.00+ 90.00+ 50.00+
SIFT+HOG 100.0– 95.00= 90.00+ 85.00+ 80.00+ 100.0– 85.00+
All 65.00+ 65.00+ 85.00+ 50.00+ 80.00+ 85.00+ 50.00+
YALE
GP-GLF 95.62±10.35 (100.0)
DIF 68.75+ 68.75+ 87.50+ 50.00+ 81.25+ 75.00+ 68.75+
Hist 56.25+ 56.25+ 68.75+ 56.25+ 68.75+ 50.00+ 56.25+
GLCM 50.00+ 37.50+ 81.25+ 43.75+ 68.75+ 62.50+ 56.25+
GB 56.25+ 93.75= 81.25+ 50.00+ 81.25+ 87.50+ 56.25+
SIFT 62.50+ 75.00+ 62.50+ 81.25+ 62.50+ 62.50+ 75.00+
HOG 31.25+ 50.00+ 75.00+ 43.75+ 81.25+ 81.25+ 50.00+
uLBP 50.00+ 62.50+ 56.25+ 43.75+ 75.00+ 75.00+ 56.25+
DIF+GB 56.25+ 93.75= 93.75= 68.75+ 87.50+ 87.50+ 56.25+
GB+Hist 43.75+ 87.50+ 87.50+ 43.75+ 81.25+ 93.75= 56.25+
GB+uLBP 50.00+ 87.50+ 75.00+ 50.00+ 93.75= 75.00+ 56.25+
All 50.00+ 43.75+ 93.75= 31.25+ 87.50+ 75.00+ 56.25+
FLOWER
GP-GLF 86.4±4.6 (97.3)
DIF 72.97+ 83.78+ 78.38+ 59.46+ 81.08+ 83.78+ 59.46+
Hist 67.57+ 70.27+ 48.65+ 62.16+ 64.86+ 62.16+ 56.76+
GLCM 56.76+ 62.16+ 56.76+ 51.35+ 67.57+ 70.27+ 56.76+
GB 86.49= 81.08+ 75.68+ 94.59– 86.49= 86.49= 56.76+
SIFT 91.89– 97.30– 89.19– 97.30– 97.30– 97.30– 56.76+
HOG 64.86+ 51.35+ 78.38+ 51.35+ 70.27+ 81.08+ 56.76+
uLBP 59.46+ 78.38+ 59.46+ 70.27+ 62.16+ 62.16+ 56.76+
DIF+GB 86.49= 81.08+ 70.27+ 94.59– 91.89– 94.59– 56.76+
SIFT+DIF 81.08+ 97.30– 89.19– 97.30– 94.59– 94.59– 56.76+
GB+GLCM 56.76+ 62.16+ 64.86+ 43.24+ 86.49= 94.59– 56.76+
GB+Hist 72.97+ 72.97+ 72.97+ 75.68+ 89.19– 86.49= 56.76+
GB+HOG 72.97+ 64.86+ 62.16+ 97.30– 91.89– 78.38+ 56.76+
SIFT+GB 86.49= 89.19– 83.78+ 94.59– 94.59– 94.59– 56.76+
SIFT+GLCM 56.76+ 62.16+ 89.19– 56.76+ 94.59– 91.89– 56.76+
SIFT+Hist 67.57+ 72.97+ 86.49= 70.27+ 97.30– 86.49= 56.76+
SIFT+HOG 81.08+ 54.05+ 91.89– 83.78+ 97.30– 94.59– 56.76+
SIFT+uLBP 59.46+ 86.49= 86.49= 78.38+ 97.30– 86.49= 56.76+
All 56.76+ 67.57+ 86.49= 54.05+ 97.30– 89.19– 56.76+
TEXTURE
GP-GLF 97.84±0.75 (99.10)
DIF 90.50+ 84.16+ 87.33+ 51.13+ 90.50+ 90.50+ 78.28+
Hist 93.21+ 85.97+ 91.86+ 90.95+ 95.93+ 94.12+ 48.87+
GLCM 83.71+ 72.40+ 94.57+ 47.06+ 96.38+ 92.31+ 48.87+
GB 98.19– 79.64+ 82.81+ 96.38+ 93.21+ 91.86+ 48.87+
SIFT 95.93+ 92.31+ 86.88+ 84.62+ 86.88+ 88.69+ 48.87+
HOG 71.49+ 69.23+ 67.42+ 71.04+ 71.95+ 73.76+ 62.90+
uLBP 96.83+ 86.88+ 85.07+ 85.52+ 90.05+ 90.05+ 48.87+
DIF+GB 98.19– 81.00+ 87.78+ 91.86+ 95.02+ 91.40+ 48.87+
GB+Hist 98.64– 85.07+ 92.76+ 93.21+ 99.10– 95.48+ 48.87+
GB+HOG 99.10– 79.19+ 87.33+ 93.21+ 97.74= 91.40+ 48.87+
GB+SIFT 98.19– 84.16+ 88.69+ 96.83+ 91.86+ 93.21+ 48.87+
GB+uLBP 99.55– 83.26+ 90.05+ 92.76+ 97.29+ 93.67+ 48.87+
GLCM+uLBP83.71+ 78.73+ 95.48+ 48.42+ 98.19– 96.83+ 48.87+
Hist+uLBP 98.64– 87.78+ 92.31+ 93.21+ 98.64– 95.02+ 48.87+
All 83.71+ 77.83+ 94.57+ 56.11+ 97.74= 97.29+ 48.87+

features. The main reason is that images in this data set have
objects with scale, deformation and rotation variations, where
can be well handled by the SIFT and GB features. However,
it should be noticed that the majority of these better results of
the non-GP methods are obtained by ensemble methods, while
in GP-GLF, only 1NN is employed. On the TEXTURE data



set, the GP-GLF method gains significantly better or similar
results in 48 cases out of the 49 cases compared with the non-
GP methods with one type of features. Compared with the non-
GP methods with two types of features, the GP-GLF method
gains significantly better or similar performance in 138 cases
out of the 147 cases. In this data set, 1NN on the combination
of features GB+uLBP obtains the best classification accuracy
i.e. 99.55% among all these methods.

Compared with the non-GP method with all the seven types
of features (All), the GP-GLF method achieves significantly
better or similar results on the JAFFE, YALE and TEXTURE
data sets. On the FLOWER data set, the GP-GLF method
gains significantly worse results in 2 cases out of the 7 cases
compared with the non-GP method with all the features.

In summary, compared with most of the non-GP methods
and the GP methods, the GP-GLF method achieves signifi-
cantly better or similar results. There are two main reasons
that can explain why the proposed method achieved better
results than the original feature extraction methods. Firstly,
local features are extracted by the GP-GLF method, which are
more discriminative than the global features especially on face
image classification and object image classification. Secondly,
instead of selecting feature extraction methods manually given
a image classification task, the GP-GLF method can automati-
cally evolve suitable feature extractors to extract discriminative
image features for classification. One drawback is the GP-
GLF method extracts more features than the original feature
extraction method. But the comparisons with classification
results on two types of features and all the features show that
the GP-GLF method is able to extract more informative image
features for effective image classification.

VI. FURTHER ANALYSIS

This section analyses example programs evolved by the
proposed GP-GLF method to better understand why it can ex-
tract informative image features with the potential of achieving
good classification performance.

A. An Example Program on The JAFFE Data Set

Fig. 4 shows an example program obtained on the JAFFE
data set with 100% classification accuracy in training and
testing. This example tree identifies two rectangle regions with
different sizes at different positions in an input image. The
right part of Fig. 4 gives examples of the original image and
two detected regions. The smaller detected region captures
the lower right side of a face, which contains partial shape of
the face and shows difference under two different expressions.
The bigger detected regions detects the middle left part of
a face where the left eye, partial nose and left eyebrow are
included. The major difference of eye showings in the Happy
and Surprised expressions are captured by this detected region.

In this example tree, a G SIFT operator is evolved to
describe a 128D feature vector from an input image, which
represents the global features. Two types of local features are
extracted by the evolved L GB and L SIFT operators. The
L GB operator extracts 24 features from the smaller detected

Fig. 4. An example program evolved by the proposed GP-GLF method on
the JAFFE data set. The right part shows example images and the detected
regions.

region. The L SIFT describes 128 features from the bigger
detected region. In total, this example tree extracts 280 features
including both global and local features from an input image.

B. Example Programs on The Other Three Data Sets

Table VII lists the best programs evolved from the YALE,
FLOWER and TEXTURE data sets by the proposed GP-
GLF method. All these selected programs achieve the best
classification performance in training and testing. On the
YALE data set, one type of global feature and two types of
local feature are extracted by the evolved feature extraction
methods, which are HOG, uLBP and Hist. On the difficult
object classification data set FLOWER, the SIFT feature
extraction method is evolved to extract both global and local
features from an input image as it is invariant to translation,
scaling, and rotation variations [11]. On the TEXTURE data
set, the best evolved program contains GLCM, uLBP and
Hist descriptors, which are good at extracting texture and
distribution information from an image/region. As these three
data sets represent different image classification tasks, the
analysis on the evolved programs reveals that the proposed
GP-GLF method can automatically select effective feature
extractors for a given image classification task.

TABLE VII
THE BEST EVOLVED PROGRAMS ON THE OTHER THREE DATA SETS

Data
Sets

Evolved Programs Performance

YALE Root2G2L(G HOG(Image) G HOG(Image)
L uLBP(Region S(Image 53 92 21))
L Hist(Region S(Image 78 52 32)))

100% (Training),
100% (Testing)

FLOWER Root1G2L(G SIFT(Image) L SIFT(Region S
(Image 33 41 52)) L SIFT(Region S(Image 31
41 52)))

100% (Training),
97.30% (Testing)

TEXTURE Root2G3L(G GLCM(Image) G uLBP(Image)
L Hist(Region S(Image 9 59 28))
L Hist(Region S(Image 7 20 36))
L Hist(Region R(Image 58 62 25 28)))

100% (Training),
99.10% (Testing)

VII. CONCLUSIONS

This paper proposed a new GP-GLF method which can
automatically extract global and local features from an input
image for image classification. In the GP-GLF method, a
new function set, a new terminal set and a novel program
structure were designed. A set of feature extraction methods
were employed as GP functions in global and local scenarios
to extract informative and discriminative image features. Six
new root nodes were developed to concatenate extracted global



and local features to a feature vector. Four different image
data sets of varying difficulty were employed to test the
performance of the GP-GLF method on image classification.
Compared with the seven GP methods and a set of non-GP
methods, the GP-GLF method achieved significantly better or
similar performance on the four data sets in almost all the
comparisons. Further analysis on evolved programs demon-
strated the good interpretability and understandability of the
GP-GLF method. The analysis also revealed that the GP-GLF
method can evolve effective and adaptive image descriptors
to achieve automatic global and local feature extraction for
effective image classification.

In this paper, the GP-GLF method has shown promising
results in different image classification tasks. In the near
future, we will focus on investigating a new transfer learning
approach in it to speed up the learning.
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