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Shear velocity structure of the Northland Peninsula,
New Zealand, inferred from ambient noise correlations

Y. Behr,1 J. Townend,1 S. Bannister,2 and M. K. Savage1

Received 30 June 2009; revised 3 December 2009; accepted 18 December 2009; published 14 May 2010.

[1] Ambient noise correlation has been successfully applied in several cases to regions
with dense seismic networks whose geometries are well suited to tomographic
imaging. The utility of ambient noise correlation‐based methods of seismic imaging
where either network or noise field characteristics are less ideal has yet to be fully
demonstrated. In this study, we focus on the Northland Peninsula of New Zealand
using data from five seismographs deployed in a linear pattern parallel to the direction
from which most of the ambient noise arrives. Shear wave velocity profiles computed
from Rayleigh and Love wave dispersion curves using the Neighborhood Algorithm are in
good agreement with the results of a previous active source refraction experiment and a
teleseismic receiver function and surface wave analysis. In particular, we compute a
path‐averaged Moho depth of ∼28 km along a ∼250 km profile. The use of both
Rayleigh and Love wave measurements enables us to estimate the degree of radial
anisotropy in the crust, yielding values of 2–15%. These results demonstrate that
ambient noise correlation methods provide useful geophysical constraints on lithospheric
structure even for nonoptimal network geometries and noise field characteristics.

Citation: Behr, Y., J. Townend, S. Bannister, and M. K. Savage (2010), Shear velocity structure of the Northland Peninsula,
New Zealand, inferred from ambient noise correlations, J. Geophys. Res., 115, B05309, doi:10.1029/2009JB006737.

1. Introduction

[2] Under certain circumstances, cross‐correlating long
intervals of ambient seismic noise between two seismo-
graphs has been shown to yield an estimate of the general
Green’s function for the station pair, and its surface wave
part, in particular [e.g., Weaver and Lobkis, 2001a, 2004,
2005, 2001b; Derode et al., 2003; Larose et al., 2006;
Snieder, 2004]. Utilizing the dispersive character of surface
waves to create tomographic images of the 2‐D velocity
distributions for different central frequencies is becoming an
almost routine tool in seismology [Shapiro and Campillo,
2004; Yang et al., 2007; Lin et al., 2008] and 3‐D analy-
sis is now increasingly common [e.g., Yao et al., 2006;
Liang and Langston, 2009; Nishida et al., 2008]. In theory,
an isotropic distribution of noise sources around a station
pair or a highly heterogeneous medium is required to
reconstruct the full Green’s function [Sánchez‐Sesma and
Campillo, 2006; Wapenaar, 2006; Larose et al., 2006;
Tsai, 2009]. In practice, however, even if these conditions
are not fulfilled, cross correlations of diffuse waves can
yield a meaningful estimate of the medium’s Green’s
function [Paul et al., 2005; Yang et al., 2007].

[3] In a pilot study, Lin et al. [2007] demonstrated
ambient noise correlation tomography to be feasible in New
Zealand using 1 year of continuous vertical component data
recorded at 42 permanent broadband stations. The 2‐D
group velocity maps resulting from that study, for periods
between 8 and 23 s, agree well with known geological
features [cf. Mortimer, 2004]. Because of New Zealand’s
elongate geometry, however, observations at periods longer
than ∼23 s are restricted to along‐strike, approximately
northeast‐southwest oriented paths, making a countrywide
3‐D inversion impracticable. Because of its oceanic isola-
tion, long shoreline and consequent high wave heights
[Laing, 2000; Pickrill and Mitchell, 1979; Gorman et al.,
2003], New Zealand serves as an excellent target for
investigating seismological imaging techniques using
ambient noise sources [Brooks et al., 2009a, 2009b].
[4] Although 2‐D velocity maps computed at different

periods are instructive and serve as a useful means of ver-
ifying cross‐correlation results, more practical benefit lies in
the computation of 2‐D velocity‐depth models or fully 3‐D
volumes, and several studies have recently addressed this
matter. For example, Brenguier et al. [2007] used Rayleigh
wave group velocities measured from cross correlation to
construct a 3‐D model of the Piton de la Fournaise volcano
on La Réunion island. Yao et al. [2008] inverted Rayleigh
wave phase velocities for 3‐D shear velocity structure
beneath the Tibetan Plateau, and Moschetti et al. [2010]
used Love and Rayleigh wave phase and group velocities
to infer the 3‐D anisotropic crustal and uppermost mantle
shear velocity structures of the western United States. All
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three of these studies involved the construction of local
dispersion curves at grid points spanning 2‐D velocity maps
for different periods. These dispersion curves were subse-
quently inverted for 1‐D shear velocity profiles using Monte
Carlo inversion methods to construct a final pseudo‐3‐D
model.
[5] Here we examine the applicability of shear velocity

profiling in an environment characterized by a high‐ampli-

tude, anisotropic noise field, using data recorded during
short‐term deployments on the Northland Peninsula, New
Zealand. To do so, we compare 1‐D shear velocity profiles
obtained from noise cross correlation to the results of pre-
vious studies employing active sources and teleseismic
events.

1.1. Data

[6] We use data recorded during the Northland Deploy-
ment (NORD) [Duclos, 2005] (see Figure 1) to test our
processing and inversion procedures. The NORD deploy-
ment comprised five broadband stations (three Guralp‐CMG
40T sensors, one Guralp‐CMG 3ESP and one Streckeisen
STS‐2 sensor; Orion and Quanterra data loggers) located
along a northeast‐southwest line that were operated between
September 2002 and February 2004 for durations varying
from 11 to 16 months.

1.2. Geology

[7] Most of New Zealand’s present‐day continental crust
is thought to have formed by terrane accretion in the late
Cretaceous when it was part of Gondwana [Mortimer, 2004;
Sutherland, 1999]. Rifting prior to the Late Cretaceous
created the Northland Basin to the west of the Northland
Peninsula followed by subsidence of the entire Northland
region from the Late Oligocene until the Early Miocene.
Between 25 and 22 Ma, sediments and oceanic crust were
obducted and subsequently emplaced westward to form
what is known as the Northland Allochthon, causing a
rebound of the basement. At approximately the same time, a
subduction zone developed off the east coast of Northland
creating two volcanic chains, one along the east coast and
the other along the west coast [Herzer, 1995; Spörli, 1989;
Isaac et al., 1994].
[8] Northland’s basement rock can be divided into three

terranes [Mortimer, 2004]. The Murihiku Terrane in the
west consists of sedimentary rocks and conglomerates that
were deposited in fore‐arc or back‐arc basins. To the east of
the Murihiku Terrane lies the Maitai Terrane, an ophiolite
belt overlain by volcaniclastic sedimentary sequences that
formed in a near‐arc setting. The east coast of Northland is
mainly part of the Bay of Islands Terrane, which comprises
basalts, limestones, sandstones and mudstones formed in
trench and trench slope environments. Large portions of
these terranes are overlain by the Northland Allochthon.
[9] There are volcanological and geochemical indications

of present‐day mantle melting and partial melting in the
crust in some parts of the Northland Peninsula [Hoke and
Sutherland, 1999; Smith et al., 1993]. Occurrence of rhyo-
lite outcrops and geothermal activity near the station at
Omahuta (OUZ) have been suggested to be due to rhyolite
intrusions in the crust [Heming, 1980]. High 3He/4He values
and low upwelling rates indicate mantle melting beneath the
Peninsula [Hoke and Sutherland, 1999; Huang et al., 1997].

1.3. Previous Studies

[10] Two principal seismological experiments have been
conducted to determine crustal and upper mantle structure
beneath the Northland Peninsula. Using wide‐angle seismic
refraction data, Stern et al. [1987] determined a 25 ± 2 km
average crustal thickness with P wave velocities ranging
between 5.3 and 5.9 km s−1 in the upper crust, 6.2 km s−1 in

Figure 1. (a) Stations used in the Northland deployment
(NORD). (b) Cross‐correlation results in the 5–10 s period
band (black) and 10–20 s period band (red) for the verti-
cal component; strong asymmetries in amplitude imply
dominant sources toward the northwest of the deployment.
(c) Same as Figure 1b but for the transverse component.
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the lower crust and upper mantle velocities increasing from
7.6 km s−1 at the Moho to 7.9 km s−1 at 40 km depth.
Horspool et al. [2006] jointly inverted teleseismic receiver
functions and teleseismic surface wave phase velocity dis-
persion curves to derive shear velocity profiles. They
inferred crustal thicknesses ranging from 26 ± 1 km to 29 ±
1 km and average shear velocities of 3.4 to 3.6 km s−1 in the
upper crust, 3.6 to 4.0 km s−1 in the lower crust and 4.2 ±
0.1 km s−1 in the upper mantle. Furthermore, they found
manifestations of two low‐velocity layers, one in the upper
crust between stations Omahuta (OUZ) and Waipu Caves
(WCZ) and the other in the upper mantle beneath Mou-
moukai (MKAZ).
[11] The NORD deployment’s linear geometry is not

ideal for ambient noise tomography, but the earlier studies
conducted nearby make this region a useful testing envi-
ronment for inverting surface wave dispersion curves from
azimuthally anisotropic noise cross correlations to obtain
shear velocity profiles. Moreover, the availability of three‐
component data enables us to examine differences in Ray-
leigh and Love wave propagation.

2. Method

2.1. Preprocessing and Velocity Measurements

[12] Our processing scheme is similar to that described by
Bensen et al. [2007] and used previously in a New Zealand
setting by Lin et al. [2007]. The instrument response for
each station as well as the mean and the trend are first
removed, the signals are decimated to 1 Hz sampling fre-
quency if necessary and the traces are then cut to a uniform
length of 1 day. Because of various operational factors, the
number of resulting day‐long traces for each of the five
stations varies between 149 (MKAZ) and 535 (WCZ). The
spectra for all three components for every available day and
station pair are whitened and signals with large amplitudes
in a typical earthquake period band of 15–50 s are down‐
weighted. Cross correlation of all resulting traces for each
day and subsequent stacking of the cross‐correlation func-
tions over the whole time span of the data set yields an
estimate of the causal and anticausal portions of the Green’s
function between pairs of stations at positive and negative
lag times, respectively. To compensate for amplitude dif-
ferences between the causal and anticausal parts, a presumed
consequence of heterogeneous noise source distributions,
we add to each cross‐correlation function its time‐reversed
trace to create what is known as the symmetric component
cross correlation.
[13] Under the assumptions that Love and Rayleigh waves

are polarized in the transverse and radial‐vertical planes,
respectively, and that they are dominated by fundamental
modes, we measure Love and Rayleigh wave group and
phase velocities using the multiple‐filter technique (FTAN)
of Levshin et al. [1992]. In phase velocity studies elsewhere
the total number of cycles has generally been determined by
comparing the FTAN output with a reference curve obtained
from previous results [e.g., Lin et al., 2008]. We use the
results of Horspool et al. [2006] as a reference curve for
Rayleigh waves. As a suitable reference curve for Love
waves does not exist for the Northland Peninsula we follow
the suggestion of Lin et al. [2008] and use the Rayleigh
wave reference curve with velocities increased by 9%.

2.2. Error Analysis

[14] To assess the reliability of our measurements, we
adapt the data selection and error analysis methods proposed
by Bensen et al. [2007] and Lin et al. [2007] to account for
the shorter recording times and nonideal network geometry.
Dispersion curves are measured between periods of 5 s and a
cutoff corresponding to twice the maximum wavelength
Tmax =D/(2*vmax), whereD is the station separation (in km)
and vmax is the assumed maximum surface wave velocity
(in km/s), in order to avoid spurious signals from interfer-
ence between the causal and anticausal parts [Shapiro et al.,
2005; Lin et al., 2007].
[15] Signal‐to‐noise ratios are defined here as the ratio

between the maximum amplitude of the symmetric com-
ponent cross correlation within a predefined signal window
and the root‐mean‐square of the trailing noise [e.g., Bensen
et al., 2008; Yang et al., 2007]. We define the signal window
as the part of the symmetric component cross correlation that
lies within the expected minimal and maximal traveltimes of
surface waves between a station pair and add a buffer of 500 s
to the end of the window (tmin[s] = D/4 [km s−1], tmax[s] =
500s + D/1.5 [km s−1]). The signal after tmax is regarded
as incoherent noise (Y. Yang, personal communication,
2009).
[16] As noise cross correlations are expected to be largely

independent of the particular time at which the noise was
recorded [see, e.g., Yao et al., 2006], we can stack daily
cross correlations over different time periods and compute
uncertainties from differences in the corresponding disper-
sion curves. We stack 100 days of cross correlations by
shifting the stacking window in increments of 30 days,
which results in up to 12 substacks.

2.3. Inversion for S Velocity Profiles

[17] Finding a velocity model that corresponds to an
observed surface wave dispersion curve is a highly nonlin-
ear optimization problem [e.g., Dunkin, 1965]. A common
approach is to linearize the problem in the vicinity of a
starting model and apply an iterative gradient method to find
the best fitting model [e.g., Juliá et al., 2000]. This approach
suffers, however, from several well‐known problems [see,
e.g., Parker, 1994]. First, the final model depends strongly
on the starting model. Second, it is difficult to ascertain
whether the final model corresponds to a local or a global
minimum, and hence to quantify the solution’s uncertainty.
Third, gradient methods that guarantee convergence to a final
model are known to be slow. The increased availability of
computational power in recent years has made the use of
direct search methods feasible, even when the parameter
space is large.
[18] To overcome some of the problems associated with

linearized approaches we have adopted the Neighborhood
Algorithm (NA), a quasi‐random direct search method
similar to genetic algorithms or simulated annealing
[Sambridge, 1999]. Sampling of the parameter space is
steered by ranking randomly generated models according to
a user‐supplied criterion. Wathelet et al. [2004] successfully
employed the NA in the inversion of surface wave dispersion
curves for shallow shear velocity profiles (depth <130 m).
Their results were consistent with data from active source
experiments and a borehole log for the same site. Snoke and

BEHR ET AL.: S VELOCITY STRUCTURE, NORTHLAND PENINSULA, NEW ZEALAND B05309B05309

3 of 12



Sambridge [2002] compared the NA to an iterative gradient
method for the inversion of surface wave dispersion curves
in southeast Brazil and found that the best fitting models
obtained with the two techniques agreed well. However,
because the NA sampled larger portions of the parameter
space, additional information was obtained about the
ensemble of models that fully fit the data.

3. Results

[19] Of the 10 possible pairs of stations and corresponding
travel paths, we focus on two between Tikorangi (TIKO)
and Matakana (MATA) and TIKO and Waipu Caves (WCZ)
to invert for shear velocity profiles using the NA. These two
paths span the second and third greatest distances and have
signal‐to‐noise ratios higher than those of other station pairs
at comparable distances (Figure 2).
[20] Figures 3 and 4 show the velocity measurements for

TIKO‐MATA and TIKO‐WCZ, respectively. As the two
paths sample similar regions, we would anticipate obtaining
similar dispersion curve measurements. However, the group
velocities between the two station pairs differ substantially
for Rayleigh waves (RG) at periods greater than 15 s and for
Love waves (LG) over the whole period range considered.
The Rayleigh wave phase (RP) and Love wave phase (LP)
velocity measurements, in contrast, are very similar for both
station pairs and to the reference curves taken from
Horspool et al. [2006]. To ensure consistency of our phase
and group velocity measurements, we checked that mea-
sured group velocity dispersion curves and the group
velocity dispersion curves from phase velocity measure-
ments were identical (i.e., Vg = ∂w/∂k). A possible expla-
nation for the discrepancy in group velocities is given by
Tsai [2009], who showed that a strong noise source
anisotropy off the interstation path can reduce the group
velocity considerably while leaving the phase velocity
almost unchanged. The fact that such a source only affects
the group velocities between TIKO and WCZ could indicate
a disturbing source close to station WCZ. Differences in
signal‐to‐noise ratios for Love and Rayleigh waves for the
secondary microseismic band (5–10 s) suggest different
source mechanisms, as proposed by Longuet‐Higgins

[1950]. While Love waves in the primary microseism
band (10–20 s) are excited by direct coupling of ocean
waves to the ocean bottom, they are mainly a result of
scattering of Rayleigh waves in the secondary microseism
band. Therefore the higher signal‐to‐noise ratios for TIKO‐
WCZ compared to TIKO‐MATA in the primary microseism
band (Figure 2) support the suggestion of a localized source
close to station WCZ.

Figure 2. Signal‐to‐noise ratio (SNR) measurements for
vertical (Rayleigh wave) and horizontal (Love wave) cross
correlations between stations TIKO‐MATA and TIKO‐
WCZ (see Figure 1).

Figure 3. Rayleigh wave group velocity (RG), Rayleigh
wave phase velocity (RP), Love wave group velocity (LG),
and Love wave phase velocity (LP) dispersion curve mea-
surements for cross correlations between TIKO and MATA
(solid lines). Gray shaded areas mark one standard deviation
for each measurement point. The line marked by circles cor-
responds to the reference curve from Horspool et al. [2006]
used for the Rayleigh phase velocity measurements. The line
marked with crosses corresponds to the reference curve for
Love wave phase velocity measurements.

Figure 4. Rayleigh wave group velocity (RG), Rayleigh
wave phase velocity (RP), Love wave group velocity (LG)
and Love wave phase velocity (LP) dispersion curve mea-
surements for cross correlations between TIKO and WCZ
(solid lines). Gray shaded areas mark one standard deviation
for each measurement point. The line marked by circles cor-
responds to the reference curve from Horspool et al. [2006]
used for the Rayleigh phase velocity measurements. The
line marked with crosses corresponds to the reference curve
for Love wave phase velocity measurements.

BEHR ET AL.: S VELOCITY STRUCTURE, NORTHLAND PENINSULA, NEW ZEALAND B05309B05309

4 of 12



[21] We parameterize the model space using four layers
over a half‐space, three for the crust and one for the upper
mantle. The S and P velocities, layer thickness and Pois-
son’s ratios of each layer are allowed to vary substantially
while the density is fixed. The misfit is a least squares misfit

defined as
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPnF

i¼1ðxdata � xcalcÞ2=ðx2data*nFÞ
q

, where xdata is
the velocity measurement, xcalc the corresponding calculated
value and nF is the total number of measurement points on a
dispersion curve [Wathelet, 2005]. The grey shaded areas in
Figures 5 and 6 illustrate the ranges in the shear velocity‐
depth plane that are sampled by the NA. The color depicts
the fraction of the models with a misfit smaller than 0.1
that intersect a certain cell in the velocity‐depth plane. The
redder the color, the more velocity profiles cross that portion
of the velocity‐depth plane. The black line indicates the
weighted average of the models plotted in color and the
white line marks the average model derived by Horspool et
al. [2006].
[22] Inversion results for Rayleigh wave phase and group

velocities between TIKO andMATA (Figures 5a, 5b, and 5d)
show three prominent velocity jumps, one at around 10 km
depth, a small one around 20 km depth and the Moho at
around 28 km depth. Figures 5a–5c show the synthetic dis-
persion curves for 100 models randomly drawn from all
models with a misfit smaller than 0.1. They are tightly dis-
tributed around the measurements (black dots). In contrast,
the synthetic dispersion curves for the Rayleigh wave phase
velocity between TIKO and WCZ are more spread out,
reflecting the broad range of models with misfits smaller
than 0.1 that we see in Figure 5e. For the reasons dis-
cussed above, we have not included the group velocity
measurements between TIKO and WCZ in the inversion,
which results in decreased resolution in this case relative to
TIKO‐MATA. However, the average velocity‐depth pro-
files (black lines) agree well for the two different station
pairs down to a depth of about 22 km, below which the
dispersion curve for TIKO‐WCZ loses sensitivity due to its
truncation at 23 s period. In this context it should be
mentioned that by inverting for 1‐D profiles, we encounter
a tradeoff between the maximum depth that can be imaged
and horizontal resolution along an interstation path. In
other words, the longer the interstation path lengths, the
less accurate any 1‐D representation of a 3‐D medium.
Moreover shorter interstation distances result in shorter
usable period ranges and correspondingly reduced depth
resolution.
[23] The histogram of the Moho depth (i.e., the sum of

crustal layer thicknesses) for the Rayleigh wave inversion
between TIKO and MATA (Figure 7, dashed line) yields a
mean Moho depth of 28.3 km and a standard deviation of
2.2 km. This value corresponds within error margins to the
depth of 25 ± 2 km determined by Stern et al. [1987] from
analysis of active source seismic refraction data and to the
26 ± 1 km to 29 ± 1 km inferred by Horspool et al. [2006]
from the joint inversion of teleseismic surface waves and
receiver functions. The shear velocity profiles calculated by
Horspool et al. [2006] averaged for OUZ, WCZ and MATA
(white line in Figures 5d and 5e) show slightly higher
velocities in the crust than obtained from the noise corre-
lation but generally correspond well to the average model
for depths greater than ∼4 km. Our dispersion curves are

computed for periods longer than 5 and 10 s, as opposed to
15 and 20 s in Horspool et al.’s [2006] study, so our results
are expected to better constrain the velocity structure at such
shallow depths.
[24] Compared to the Rayleigh wave inversion results

(Figure 6a, 6c, and 6e), inversion of Love wave phase and
group velocities between TIKO and MATA (Figures 6b, 6d,
and 6f) reveals slightly higher velocities in the upper and
middle crust and a Moho with a mean depth approximately
2 km shallower than observed with the Rayleigh wave data
(Figure 7, solid line). One explanation for this discrepancy
in Moho depths is a tradeoff between the thickness of the
upper mantle layer and velocity in the lower crust layer. In
other words, a velocity‐depth model with a greater Moho
depth requires higher velocities in the lower crust to fit the
Love wave dispersion curves. With Love waves being
sensitive mainly to horizontally polarized shear waves, this
discrepancy would be a possible indication of radial
anisotropy in the lower crust. To test this hypothesis, we
invert both Rayleigh and Love wave phase and group
velocities between TIKO and MATA with the upper crust
thickness fixed to 9 km and the Moho depth fixed at 27 km.
The results (Figure 8) show that both Love and Rayleigh
waves can be fitted well for a common structural model by
allowing considerably higher velocities for Love waves
than for Rayleigh waves in the lower crust. We estimate
the distribution of radial anisotropy by randomly drawing
1000 values from the S velocity distribution for each layer
and computing the radial anisotropy, which we here repre-
sent in terms of the magnitude of anisotropy k = (Vmax −
Vmin)/V = 2(VSH − VSV)/(VSH + VSV) [e.g., Stein and
Wysession, 2003, section 3.6.2]. For the upper and lower
crustal layer we obtain values of 2 ± 0.6% and 15 ± 0.5%,
respectively. The uppermost mantle shows negative anisot-
ropy of −6 ± 0.5%. However, as the dispersion curves have
little sensitivity to velocities at depths deeper than ∼30 km,
this deepest value may represent an artifact (Figure 9).

4. Discussion and Conclusion

[25] The results obtained by shear velocity modeling of
Rayleigh and Love wave dispersion curves derived from
ambient noise correlation are in good agreement with those
of previous studies using more traditional seismological
techniques [Horspool et al., 2006; Stern et al., 1987]. This
demonstrates that ambient noise correlation yields useful
measurements even when the distributions of noise sources
and seismographs are both highly asymmetric. Larose et al.
[2006] demonstrated using 2‐D numerical simulations that
when the noise source distribution is asymmetric, a hetero-
geneous medium (∼1.5 scatterers per unit area) is required to
enable reconstruction of the complete Green’s function. If
that condition is not met, Larose et al.’s [2006] analysis
suggests that only those interstation paths lying parallel to
the predominant source back azimuth contribute to an
estimate of the causal part of the Green’s function in the
cross‐correlation process. The NORD deployment’s linear
geometry means that the interstation paths are near parallel
and oriented northwest‐southeast. Sinclair [2002] observed
the highest density of tropical cyclones in the southwest
Pacific from 1970 until 1997 to the northwest of New
Zealand. In other words, the interstation paths considered

BEHR ET AL.: S VELOCITY STRUCTURE, NORTHLAND PENINSULA, NEW ZEALAND B05309B05309

5 of 12



Figure 5. Inversion results for (d) Rayleigh wave group and phase velocity dispersion curves measured
between Tikorangi (TIKO) andMatakana (MATA) and (e) Rayleigh wave phase velocity dispersion curves
between Tikorangi and Waipu Caves (WCZ). The gray areas show the ensemble of all 10,050 models
evaluated, and the colors illustrate the density distributions of models with misfits smaller than 0.1.
The thick black line in each case represents the weighted average of the models plotted in color. The white
line shows the average model for the results of Horspool et al. [2006]. (a–c) The measured Rayleigh group
(RG, Figure 5a) and Rayleigh phase (RP, Figures 5b and 5c) dispersion curves (black dots) on top of 100
synthetic dispersion curves that were drawn randomly from the corresponding ensemble of models with
misfits smaller than 0.1.

BEHR ET AL.: S VELOCITY STRUCTURE, NORTHLAND PENINSULA, NEW ZEALAND B05309B05309

6 of 12



Figure 6. Inversion results for (e) Rayleigh and (f) Love wave group and phase velocity dispersion
curves measured between Tikorangi and Matakana. The gray areas show the ensemble of all 10,050 models
evaluated, and the colors illustrate the density distributions of models with misfits smaller than 0.1. The
thick black line in each case represents the weighted average of the models plotted in color. The white line
shows the average model for the results of Horspool et al. [2006]. (a–d) The measured Rayleigh group
(RG, Figure 6a) and Rayleigh phase (RP, Figure 6c) dispersion curves (black dots) and Love group (LG,
Figure 6b) and Love phase (LP, Figure 6d) dispersion curves (black circles) on top of 100 synthetic
dispersion curves that were drawn randomly from the corresponding ensemble of models with misfit
smaller than 0.1.
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here are subparallel to the direction in which most noise is
generated. This is in agreement with noise source back
azimuths estimated by Lin et al. [2007, Figure 15] from
differences in signal‐to‐noise ratios between the causal and
anticausal part of the cross correlations. The results of
beam‐forming measurements using a 61‐element array in
the western North Island [Brooks et al., 2009a, 2009b] also
show the northwest of the North Island as one of the
dominant ambient noise sources in New Zealand.
[26] Our analysis suggests that radial shear velocity

anisotropy is required to account for differences in the
Rayleigh and Love group and phase velocity dispersion
curves, which depend on vertically and horizontally polar-
ized shear velocities, respectively (for a recent discussion,
see Endrun et al. [2008]). We estimate the magnitude of
such radial anisotropy for the TIKO‐MATA path to be
∼2% in the upper crust and ∼15% in the lower crust.
[27] Aside from near‐radial anisotropy of 4–6% inferred

from receiver function analysis in the southern North Island
and interpreted to be caused by schists derived from sub-
ducting sediments above the Pacific plate [Savage et al.,
2007], we are not aware of other estimates of radial anisot-
ropy in the upper or lower crust in greater New Zealand
although azimuthal variations in anisotropy have been
extensively studied [e.g.,Marson‐Pidgeon et al., 1999;Gerst
and Savage, 2004; Audoine et al., 2004; Balfour et al., 2005;
Duclos, 2005]. Using Love and Rayleigh waves from tele-
seismic events, Endrun et al. [2008] inferred radial anisot-
ropy values for the lower crust in the Aegean region of
between 4.0 and 7.7%, with a maximum of 15%. Shapiro et
al. [2004] used surface wave dispersion measurements from
teleseismic earthquakes to study crustal radial anisotropy in
Tibet and related this to crustal thinning and middle to
lower crustal flow. They observed values of around 8% in
the lower crust. Azimuthal anisotropy as well as multipathing
may contribute to traveltime differences between Love and
Rayleigh waves [e.g., Endrun et al. 2008]. Yao and van der
Hilst [2009] inferred a maximum phase velocity bias of 3%
from simulations of a heterogenous noise source distribution

surrounding a homogeneous medium, which would corre-
spond to variations of ∼0.1 km s−1 in our phase velocity
measurements. Variations in P velocity can also affect the
Rayleigh wave dispersion curves but not the Love wave dis-
persion curves, and thereby influence the estimated magnitude
of radial anisotropy. Wathelet [2005] showed in sensitivity
tests for a two‐layer model that for Poisson’s ratios of larger
than ∼0.27, the influence of the P velocity on Rayleigh wave
dispersion curves is negligible. While the a priori values of
0.26 in the crust and 0.28 in the mantle assumed by Horspool
et al. [2006] lie within a range that might still affect the dis-
persion curves, our observed values of ∼0.31 in the crust
and ∼0.35 in the upper mantle are unlikely to influence the
S velocity profiles inferred from Rayleigh wave dispersion
curves. These points should be taken into account in future
studies of radial anisotropy in New Zealand and elsewhere.
[28] The ∼28 km crustal thickness inferred here for the

Northland Peninsula is similar to values observed through-
out the western North Island of New Zealand [Horspool et
al., 2006; Stern et al., 1987; Stratford and Stern, 2006].
Such values are approximately 10 km less than the global
average thickness of continental crust [e.g., Fowler, 2005]
and 7–12 km less than observed in the southern North Island
[Savage, 1998; Holt and Stern, 1994].
[29] Stern et al. [1987] demonstrated that a 25 km thick

crust would require a hotter than normal mantle lid to
generate sufficient buoyancy to lift the Northland Peninsula
above sea level. Limited crustal heat flow measurements
suggest that the crust is somewhat hotter than normal in
Northland (74 ± 4 mW m−2 [Pandey, 1981]), although heat
flow studies conducted elsewhere in New Zealand suggest
that those measurements are biased toward higher values by
10–15 mW m−2 due to assumptions about thermal conduc-
tivity [Funnell et al., 1996; Townend, 1999; Goutorbe et al.,
2008]. As noted above, P velocities in the uppermost mantle
beneath Northland are relatively low (i.e., 7.6 km s−1 at
25 km [Stern et al., 1987]), and similarly low values are seen
farther south in the western North Island in active source
[Stratford and Stern, 2006] and mantle refraction (Pn)
studies [Seward et al., 2009].
[30] Stern et al. [2006] recently hypothesized that the

crust beneath the western North Island, including the
Northland Peninsula, has been thinned by the convective
removal of part of the lower crust and lithospheric mantle in
response to a Rayleigh‐Taylor instability. According to this
model, upper plate lithosphere is thickened during subduc-
tion to such an extent that the thickened mantle root and
lower crust become gravitationally unstable and detach from
the upper crust, thereby thinning the crust and allowing hot
asthenospheric material to upwell beneath it. As noted in the
introduction, Northland is thought to have been part of a
subduction zone at approximately 25 Ma. If the Rayleigh‐
Taylor model is appropriate for this region, then future heat
flow measurements may substantiate the seismological
evidence for hot mantle material at depths of ∼25 km.
[31] In conclusion, we have demonstrated the suitability

of ambient noise correlation measurements for shear wave
velocity modeling for a nonoptimal network configuration
(namely, a linear array of five stations operated for up to
14 months) and highly directional noise‐source distributions.
The 1‐D shear velocity models computed from surface wave
dispersion curves obtained from vertical component ambient

Figure 7. Normalized histograms of the Moho depth for the
ensembles shown in Figure 6 in gray. The solid line indicates
the histogram for the joint inversion of Love wave phase
and group velocity measurements (Figures 6b, 6d, and 6f);
the dashed line represents the histogram for the joint
inversion of Rayleigh wave phase and group velocity
(Figure 6a, 6c, and 6e).
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Figure 8. Inversion results for (e) Rayleigh and (f) Love wave group and phase velocity dispersion
curves measured between Tikorangi and Matakana using fixed layer thicknesses. The gray areas show
the ensemble of all 10,050 models evaluated, and the colors illustrate the density distributions of models
with misfit better than 0.1. The white line shows the average model for the results of Horspool et al.
[2006]. (a–d) The measured Rayleigh group (RG, Figure 8a) and Rayleigh phase (RP, Figure 8c) dis-
persion curves (black circles) and Love group (LG, Figure 8b) and Love phase (LP, Figure 8d) dispersion
curves (black dots) on top of 100 synthetic dispersion curves that were drawn randomly from the
corresponding ensemble of models with misfits smaller than 0.1.
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noise correlations show good agreement with the results of
earlier studies based on active source experiments and
teleseismic earthquakes. In particular, the inversion of
Rayleigh wave phase and group velocity dispersion curves
yields a Moho depth of ∼28 km, in close agreement with
the estimates of Stern et al. [1987] and Horspool et al.
[2006]. We have extended previous studies of the North-
land Peninsula by analyzing horizontal component records,
which have allowed us to estimate values for radial
anisotropy in the crust of 2–15% by comparing the shear
velocity profiles inferred from Love and Rayleigh wave
dispersion curves.
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