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Abstract. Metapopulation models have historically treated a landscape as a collection of
habitat patches separated by a matrix of uniformly unsuitable habitat. This perspective is still
apparent in many studies of marine metapopulations, in which recruitment variation is
generally assumed to be primarily the result of variability in ocean currents and interactions
with disperser behavior, with little consideration of spatial structure that can affect disperser
viability. We use a simple model of dispersal of marine larvae to demonstrate how
heterogeneity in dispersal habitat (i.e., the matrix) can generate substantial spatial variation in
recruitment. Furthermore, we show how this heterogeneity can interact with larval life-history
variation to create alternative patterns of source–sink dynamics. Finally, we place our results
in the context of spatially structured matrix population models, and we propose the damping
ratio of the connectivity matrix as a general and novel measure of landscape connectivity that
may provide conceptual unification to the fields of metapopulation biology and landscape
ecology.
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INTRODUCTION

Fragmented populations may be interconnected by

dispersal of organisms, and resulting ‘‘connectivity’’

shapes metapopulation dynamics (Hanski 2002), rates of

evolution (Hanski and Gaggiotti 2004), and efficacy of

management and conservation strategies (Saunders et al.

1991). Dispersal among fragmented populations has

often been modeled as linear movements through a

binary landscape (e.g., MacArthur and Wilson 1967,

Doak et al. 1992, Hanski 2002). Within this simplified

conceptual framework, fragmented populations exist

within patches of suitable habitat separated from one

another by a matrix of non-habitat. Nonetheless, most

ecological landscapes are not binary, and many organ-

isms disperse through a heterogeneous matrix that can

affect the fitness of dispersers (Roff 1977, Elkin and

Reid 2005, Matter 2006, Shima and Swearer 2009),

probability of successful dispersal (Ricketts 2001,

Vandermeer and Caravajal 2001, Revilla et al. 2004),

and thus, patterns of connectivity.

Although the effect of landscape heterogeneity on

dispersal and demographic connectivity is an active area

of research (e.g., Cronin 2007, Vos et al. 2007, Goodsell

and Connell 2008, Vandermeer and Lin 2008) some

important implications remain elusive, in part because

(1) we sometimes fail to appreciate (and hence study) the

potential effects of landscape heterogeneity and (2) we

may lack general analytical frameworks that enable us

to link landscape heterogeneity with measures of

metapopulation connectivity. The aim of our paper is

thus twofold: first, we use a simple model of dispersal to

highlight potentially important and novel implications

of landscape heterogeneity for marine-based metapop-

ulations. Second, we build upon our simple model to

develop and illustrate a new approach that facilitates a

system-wide estimate of metapopulation connectivity in

heterogeneous landscapes.

In coastal marine ecosystems, many species exist as

patchy populations that are naturally fragmented by

landscape features. Benthic organisms that inhabit

discontinuous rocky reef habitats are typically isolated

by expansive sandy beaches and embayments. More-

over, adult stages of many marine organisms are

relatively sedentary and produce large numbers of

offspring that develop as larvae in offshore coastal

waters for extended periods lasting weeks to months

(Roughgarden et al. 1985, Caley et al. 1996, Kritzer and

Sale 2004). Larval dispersal is the primary mechanism

for connecting and replenishing fragmented populations

in marine settings, and variation in larval supply (a

function of larval survival and delivery) into local

populations is thought to be an important determinant

of population dynamics and structure (Caley et al. 1996,

Kritzer and Sale 2004, Pineda et al. 2007).

Manuscript received 5 November 2008; revised 5 August
2009; accepted 7 August 2009. Corresponding Editor: M.
Fortin.

3 E-mail: Jeffrey.Shima@vuw.ac.nz

1215



The coastal ocean matrix through which marine

larvae disperse is chemically, physically, and biologically

variable (Cushing 1975, Lasker 1981, Denman and

Powell 1984, Steele 1989, Mann and Lazier 1996).

Furthermore, dispersal of marine larvae is heavily

influenced by physical forcing: the ocean matrix is

constantly moving, and a substantial fraction of larval

production may be lost due to hydrodynamic advection

away from suitable habitats (Hjort 1914, Largier 2003).

Other sources of heterogeneity in the coastal ocean

matrix (e.g., patchiness of food, predators, or stressors)

may influence fitness of dispersers by altering phenotypic

traits and/or survival probabilities (Hjort 1914, Meekan

et al. 2003, Shima and Swearer 2009).

Most recent models of marine larval dispersal and

metapopulation connectivity focus on hydrodynamically

mediated dispersal (e.g., diffusion, advection, and

retention of larvae by currents and eddy structures;

Gaines et al. 2003, Largier 2003, Cowen et al. 2006,

Aiken et al. 2007, Mitarai et al. 2008, Siegel et al. 2008)

and larval behaviors that potentially modulate advective

and diffusive processes (Paris et al. 2007), ignoring other

sources of matrix heterogeneity. Although these models

provide powerful and exciting insights into potential

patterns of larval dispersal and connectivity in marine

metapopulations, most make predictions based upon

assumptions of a spatially unstructured matrix (albeit, a

moving one). The effect of matrix heterogeneity (other

than water movement) on connectivity within marine

metapopulations remains largely unexplored.

Here, we use a simple model of random dispersal

among coastal subpopulations to demonstrate the

potential for spatially structured sources of larval

mortality (a form of matrix heterogeneity) to generate

spatial structure in larval settlement in the absence of

any complex hydrodynamic forcing. Our modeling

framework is informed and motivated by our empirical

work (Phillips and Shima 2006) on sea urchins and

abalone, which are of great ecological and economic

importance (Morgan and Shepherd 2006). Urchins and

abalone that inhabit rocky reefs exemplify the life

history patterns of many marine reef organisms. They

are patchily distributed across their range, as a set of

discrete local populations that are potentially connected

by dispersing larvae (reviewed in Morgan and Shepherd

2006). Our previous work (Phillips and Shima 2006)

suggests that the larvae of these two species are

differentially affected by suspended sediments from

river outfalls (i.e., a form of spatially structured matrix

heterogeneity). Specifically, we found that the dispersing

larvae of urchins have constant low vulnerability to

sediments through larval ontogeny, whereas abalone

larvae experience initially high vulnerability that dimin-

ishes with larval age (possibly due to differences in traits

such as larval morphology, maternal provisioning,

developmental patterns; Phillips and Shima 2006).

Hence, we evaluate effects of matrix heterogeneity

across a range of larval ‘‘vulnerabilities’’ bracketed by

these empirical observations.
We simulate larval dispersal to explore how vulner-

ability interacts with other larval traits and changing
environmental conditions (e.g., Airoldi 2003, Thrush et

al. 2004) to influence population processes at two scales.
First, we examine predictions for dispersal, settlement,

and source–sink dynamics at the scale of local subpop-
ulations. Second, we use the results of our dispersal
model to analyze landscape-level properties at the scale

of the entire metapopulation. More specifically, the
outcome of simulating dispersal among subpopulations

is a connectivity matrix, which describes the probabil-
ities of moving among subpopulations (e.g., Largier

2003, Cowen et al. 2006). Connectivity matrices
naturally fall within the general framework of spatially

structured matrix population models, for which an
extensive body of theory already exists (see Caswell

2001:62–71). This theory provides analytic techniques to
derive measures of the population-level consequences of

individual dispersal behavior. We use one of these
measures, the damping ratio (sensu Caswell 2001:95–

100), in a new way: the damping ratio of a connectivity
matrix serves as a summary measure of metapopulation

(or landscape) connectivity. This measure may help
unify historically divergent perspectives on connectivity
from the fields of landscape ecology and metapopulation

biology (e.g., Tischendorf and Fahrig 2000, 2001,
Moilanen and Hanski 2001, Bode et al. 2008).

MODELS

Modeling larval dispersal
and spatially structured mortality

Dispersal of pelagic larvae depends on advection and

turbulence at multiple scales, as well as active larval
behavior (e.g., vertical migrations through the water

column or responses to settlement cues from nearby
reefs). This dispersal process has frequently been

modeled in an advection–diffusion framework by
simulating movement of larvae as particles in a flow
field with a constant mortality rate (Possingham and

Roughgarden 1990, Gaylord and Gaines 2000, Largier
2003, Kaplan 2006). We simulate larval dispersal along

a coastline as a one-dimensional random walk, which is
a discrete approximation to advection/diffusion in

continuous time and space (Okubo and Levin 2001).
This is clearly a simplistic representation of dispersal

(effectively a mean of many stochastic settlement events;
e.g., Siegel et al. 2008); however, this simple framework

allows us to study the effects of spatially structured
sources of stress and mortality, and their interaction

with larval life history features, in the absence of
hydrodynamic forcing.

The simulated coastline is divided into L length units,
with M equally spaced units that contain mortality

sources (e.g., coastal discharges of suspended sedi-
ments). The duration of the larval stage is T time steps.

At each time step after fertilization, a larva can move
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one unit to the left, one unit to the right, or stay put with

probabilities pl, pr, and 1 � ( pl þ pr), respectively. We

assume periodic boundaries such that a larva at location

L that moves one step to the right arrives at location 1.

The movement path of a larva is therefore a sequence of

T adjacent or identical locations (i.e., a larva cannot skip

over any points in its trajectory). At any step, the

probability of death upon encountering a mortality

source is m(t), which depends on larval age, t¼ 1, 2, . . . ,
T. Since probability of death is variable, hereafter we

refer to the M sources of mortality as spatially

structured ‘‘stressors.’’

The random walk of T time steps results in a dispersal

kernel, which is the probability that a larva born at

location i arrives at location j (Neubert et al. 1995).

Similarly, the subpopulation at each location i has an

accumulation kernel (sensu Aiken et al. 2007; i.e., the

probability that a larva that settles at i originated at

location j ). In the absence of spatially structured

stressors, the dispersal and accumulation kernels are

independent of location; moreover, if pl ¼ pr, the

dispersal and accumulation kernels are symmetric and

identical to one another. We can simulate simple

advection by pl 6¼ pr, in which case the dispersal and

accumulation kernels are skewed but differ from one

another only in the direction of skew (i.e., they are

mirror images of one another). The addition of spatially

structured stressors modifies the distribution of surviv-

ing settlers (‘‘realized’’ dispersal and accumulation

kernels). The realized dispersal and accumulation

kernels may differ from one another and they may

differ among locations, as we show in the next section.

We employ a simple model of larval vulnerability to

stressors to caricature the range of life history variation

observed in our empirical work (Phillips and Shima

2006). In the simplest case of a species in which

vulnerability does not change with larval age, m(t) ¼ l
is constant for all t, where l is stressor strength. We use

a step function to simulate decreasing vulnerability with

age, and we impose the condition that the sum of m(t)

over all t is equal to lT. For species in which larvae are

vulnerable for the initial fraction v of the dispersal stage,

we set m(t) ¼ l/v for t , vT and m(t) ¼ 0 for the

remaining t � vT, and we vary v in the range l � v � 1.

The form of vulnerability implies that an individual that

encounters a mortality source at random during the

larval stage has, on average, the same probability of

death regardless of life history type, characterized by v.

In our simulations, we vary v in increments of size T�1

to avoid mortality during fractions of time steps due to

the discretization.

We simulate N larvae originating at each location to

generate a connectivity matrix for the population. The

connectivity matrix, C, is composed of elements cij, the

proportion of larvae arriving at location i that originat-

ed at location j. The columns of the connectivity matrix

are therefore the realized dispersal kernels for the larvae

originating at each location j, and the rows are the

realized accumulation kernels for the subpopulation at

each location i.

Matrix model representation and analysis

The dispersal and mortality processes in our simula-

tions can be rewritten in a stochastic matrix model

framework using the same movement and survival rules

and assumptions described in the previous section. The

movement probabilities for each time step t in the

dispersal stage comprise a matrix D, with element dij as

the probability of moving from location j to location i

during any time step. In our model, all elements on the

diagonal are equal to the probability of staying put: dii¼
1� ( plþ pr). Each element above or below the diagonal

(dij for i¼ j� 1 and i¼ jþ1) is set to pl or pr, respectively.

With our assumption of periodic boundaries, d1L ¼ pr
and dL1 ¼ pl. Similarly, we define the survival matrix,

S(t), to be a diagonal matrix with element sii(t) as the

probability of survival if a larva moves to location i

during time step t, regardless of where it moved from. In

our simulations, we assume the spatially structured

stressors are the only sources of mortality. Hence, sii(t)¼
1� m(t) for i in each of the M stressor sources, and sii(t)

¼ 1 otherwise. For a species with constant vulnerability

throughout the dispersal stage, S(t) is independent of

time, with diagonal elements sii(t) ¼ 1 � l. For species

with a vulnerable period, sii(t)¼ 1� l/v for t , vT and

sii(t)¼ 1 for t � vT. The connectivity matrix is the result

of iterating the one-step survival and dispersal matrix

over all T steps in the dispersal stage:

C ¼
YT

t¼1

SðtÞD:

The connectivity matrix projects the spatial distribu-

tion of settlers from a population with any given initial

spatial distribution. For example, suppose (1) the initial

population of reproducing adults is n0, a vector of length

L in which the ith element is the number of adults at

location i on the coastline; (2) reproduction occurs at

discrete intervals, and settlers mature by the next

reproductive event; and (3) survival and reproduction

are constant and density independent. With these

assumptions, the distribution of new recruits to the

reproducing population is n1 ¼ bCn0, where b is the

product of per capita larval production and survival

from settlement to reproduction. The distribution of

offspring of these recruits is n2¼ bCn1¼ b2C2n0, and the

distribution of offspring of the initial n0 adults in the kth

interval is nk ¼ bkCkn0. Here, we have ignored survival

and fecundity of (sedentary) adults over successive

reproductive events (i.e., we treated the species as

semelparous). This allows us to analyze the consequenc-

es of dispersal, embodied in the properties of C, in

isolation from dynamics within subpopulations (e.g.,

density-dependent survival, growth, and the like).

We apply two general results from matrix theory to

describe the population-level consequences of individual
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dispersal behavior and mortality. First, under the

assumptions listed in the previous paragraph, nk
approaches a stable spatial distribution (i.e., the

subpopulation sizes may differ from one another, but

their relative sizes approach values that are constant

over time) that is independent of the initial spatial

distribution n0. The stable spatial distribution is equal to

the right eigenvector (w1) of C (Caswell 2001:79–86).

Second, the rate at which the population approaches the

stable spatial distribution is equal to the ratio of the

largest to the second largest eigenvalue of C:

q ¼ k1

jk2j

where jk2j denotes the modulus of k2, i.e., for a complex

eigenvalue k2¼ aþ bi, jk2j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ða2 þ b2Þ

p
. The ratio q is

termed the damping ratio (Caswell 2001:95–96), and it

varies from a minimum of 1 to infinity.

The damping ratio provides an intuitive quantitative

measure of population-level connectivity: large q implies

that dispersers rapidly spread throughout existing

patches of habitat, whereas small q implies increasingly

isolated patches. For example, a population with large q
that is perturbed from its stable spatial distribution (e.g.,

by extinction of some subpopulations) will rapidly

return to the stable distribution via dispersal among

the subpopulations. Alternatively, if a group of empty

habitat patches were inoculated with a few individuals, q
is the rate at which successive generations of offspring of

the initial propagule would fill the patches on the

approach to the stable spatial distribution.

RESULTS

Effects of matrix heterogeneity and larval life history

on dispersal and settlement

Matrix heterogeneity (i.e., spatially structured sources

of larval stress) affects the probability of larval survival

during the dispersal period, and thus alters realized

patterns of dispersal and connectivity among local

populations (Fig. 1 shows the comparison between

column I with columns II and III). Moreover, larval

vulnerability mediates the effects of spatially structured

stressors. Larvae that are vulnerable to stressors

throughout their larval ontogeny (Fig. 1, column II)

have a reduced probability of surviving a dispersal

trajectory that takes them past point sources of stress

regardless of larval age. The result is a ‘‘fragmented’’

connectivity matrix (Fig. 1B) comprised of some local

populations (those furthest from point sources of stress)

that produce and accumulate most of the successful

dispersers (Fig. 1E), and other local populations (at or

near sources of stress) that produce and accumulate

relatively few (Fig. 1H).

Realized accumulation kernels summarize the distri-

butions of origins of successful dispersers (i.e., larvae

that survive and settle) to a given location. Likewise,

realized dispersal kernels summarize the distributions of

destinations of all successful dispersers produced at a

given location. Local populations that produce larvae

with a constant vulnerability to stressors (or those

embedded within a spatially homogeneous matrix)

exhibit accumulation kernels that are identical to the

dispersal kernels regardless of their location (Fig. 1,

columns I–II). Local populations embedded within a

spatially heterogeneous matrix and connected by dis-

persal of larvae that are vulnerable to stressors only

early in ontogeny (Fig. 1, column III) have accumula-

tion kernels that differ from the dispersal kernels. This

asymmetry arises because larvae that originate at or near

a source of stress tend to encounter stressors at an earlier

developmental stage (i.e., when they are most vulnera-

ble), whereas larvae that originate farther from stressors

are more likely to outgrow their vulnerability, and thus

pass by a stressor relatively unscathed. Consequently,

larvae that originate far from sources of stress exhibit a

realized dispersal kernel that is approximately Gaussian

in form (as per spatially homogeneous stressors, cf. Fig.

1D, F, lower panels) and an accumulation kernel that is

‘‘punctuated’’ at point sources of stress (Fig. 1F, upper

panel). Populations at or near sources of stress may

receive relatively high numbers of successful dispersers

(originating from a range of distant populations),

though they contribute relatively few successful dispers-

ers to their own or more distant populations (Fig. 1I).

Consequences of dissimilar dispersal and accumulation

kernels: sinks and sources

For any given location, the ratio of total disperser

accumulation (summed over the entire realized accumu-

lation kernel) to total production of successful dispersers

(summed over the entire realized dispersal kernel) gives a

measure of ‘‘net cost’’ of a local population to the wider

metapopulation. We present the net cost as the

logarithm of this ratio such that a net cost of 0 implies

production equal to accumulation, and a net cost . 0

implies accumulation is greater than production.

Net costs are 0 when dispersers diffuse though a

uniform matrix (Fig. 2A, black line) or when dispersers

with constant vulnerability to stress diffuse through a

heterogeneous matrix (Fig. 2A, gray line). When

dispersers with early larval vulnerability disperse

through a heterogeneous matrix, however, some local

populations contribute disproportionately to the pool of

successful dispersers available to the wider metapopula-

tion and therefore become important sources (sensu Nee

2007) for the metapopulation. In contrast, the interac-

tion of stage-structured vulnerability and spatially

structured stressors causes other populations to become

sinks (Fig. 2A, dotted line). The difference in predicted

patterns of net costs for the two life histories occurs

despite equivalent stable spatial distributions (Fig. 2B,

dotted and gray lines).

We simulated dispersal of an equal number of larvae

originating from each local population in order to

isolate the effects of dispersal from the population
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dynamics. However, the number of larvae produced by a

local population will, in general, depend on the local

population size. Hence, the source–sink dynamics

described in the previous paragraph represent only the

potential costliness of local populations (e.g., for the

case in which local populations have identical numbers

of adults). The actual cost of a local population will

depend on demographic processes that may vary

FIG. 1. Patterns of connectivity for random walk simulations of larval dispersal along a coastline of length L¼ 1000 units with
10 equally spaced stressors (at locations 1, 101, 201, . . . , 901). A population in each length unit releases N¼10 000 larvae that move
to the left or right with equal probability ( pl¼ pr¼ 0.333) for T¼ 10 000 time steps. Panels in each column contain output from
three mortality scenarios: column I, no spatially structured stressors (probability of death [m(t)]¼ 0 for all larval ages [t]); column
II, larvae with constant vulnerability to spatially structured stressors [m(t)¼0.2 for all t]; column III, larvae with early vulnerability
to spatially structured stressors [m(t)¼ 1 for t , vT, m(t) for t � vT, v¼ 0.2, where v is the vulnerability of the initial fraction of the
dispersal stage]. Row 1 shows connectivity matrices, C, with darker shading indicating larger cij, the proportion of larvae arriving at
location i that originated at location j (lighter shading in panel B indicates lower overall survival). Row 2 shows realized
accumulation and dispersal kernels for populations at locations farthest from stressors. Row 3 shows realized accumulation and
dispersal kernels for populations at locations that contain stressors. Realized accumulation kernels summarize the distributions of
origins of successful dispersers (i.e., larvae that survive and settle) to a given location. Realized dispersal kernels summarize the
distributions of destinations of all successful dispersers produced at a given location. The upper half of each panel shows the natal
origins for the dispersers that settled either far from a stressor (for the second row) or near a stressor (for the third row), i.e., top
halves show where larvae settling to a given site came from. The bottom half (shown as negative numbers) gives destinations of
dispersers that started either far from or near to a stressor, i.e., where larvae produced at a given site went. Dispersal kernels are
reflected over the horizontal axis for ease of presentation; negative numbers indicate dispersers that moved away from a
subpopulation. Mean (solid traces) and 95% CIs (gray dots) are given for all kernels.
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spatially, such as density dependence and adult lifespan,

in addition to the local settlement rate. Similarly, the

stable spatial distributions would be modified by density

dependence in the local populations.

Linking subpopulation properties

to system-wide connectivity

The connectivity matrix (C) represents the strength of

all point-to-point connections in a metapopulation, and

simple patterns of spatial structure may be discerned

directly from C. For example, in the simple linear

habitat that we simulated, Fig. 1B clearly shows a

metapopulation split into several partially isolated

clusters of subpopulations. However, in metapopula-

tions with more complex spatial structure, extracting

such patterns by eye may be difficult and subjective.

The damping ratio obtained from C provides a

quantitative measure of overall connectivity that can

be used for comparisons across systems and to examine

the impact of environmental changes. We present four

examples to demonstrate how life history features

interact with spatially structured mortality to influence

connectivity as measured by the damping ratio (Fig. 3).

In each example, we calculate the damping ratio over a

range of vulnerabilities, v (bracketed by the values used

in Fig. 1B, C), as another factor is varied. The four

factors that we examine are larval stage duration (T ),

advection (difference between pl and pr), stressor

strength (l), and stressor extent. We vary stressor extent

by increasing the width of each of the M mortality

sources to more than one length unit. We show how the

changes in the damping ratio are consistent with

qualitative predictions for changing system-wide con-

nectivity.

We expect increasing total larval stage duration (T )

will increase system-wide connectivity, i.e., connectivity

increases with increasing mean distance traveled by

larvae. Indeed, this effect is apparent in the damping

ratio (q; Fig. 3A). The increase in q is more rapid for

species in which a smaller fraction (v) of the early larval

stage is vulnerable because most additional encounters

with stressors occur after the end of the vulnerable

period.

The damping ratio reveals a strong interaction

between advection and vulnerability in their combined

effect on system-wide connectivity (Fig. 3B). Increasing

advection (the difference between pl and pr) increases

connectivity when larvae are vulnerable throughout the

dispersal stage but decreases connectivity when larvae

are vulnerable to mortality only during the first few time

steps (small v). With strong advection, larvae are

unlikely to stay near their location of natal origin for

long. Advection therefore forces more larvae originating

upstream of a mortality source through the mortality

source early in the larval stage. For larvae with early

vulnerability, the effect of increasing mortality is greater

than the effect of increasing mean dispersal distance.

For larvae with constant vulnerability, however, the

effect of advection on survival of individuals originating

near a mortality source is small compared to the increase

in mean dispersal distance with increasing advection.

Not surprisingly, increasing stressor strength reduces

connectivity: the damping ratio decreases as clusters of

populations between stressors are increasingly isolated

by reducing the probability of survival of dispersers that

encounter stressors, and this effect does not differ much

across the range of vulnerability (Fig. 3C). Increasing

stressor extent causes a greater reduction in connectivity

in species with constant vulnerability relative to species

with early vulnerability (Fig. 3D). Greater stressor

extent increases the expected amount of time a larva

spends in the vicinity of stressors; however, this is

irrelevant for larvae that have passed the vulnerable

portion of the dispersal stage.

FIG. 2. (A) Net cost of each local population to the
metapopulation estimated as the ratio of larval accumulation to
larval production (i.e., sink strength) and (B) stable population
distribution expressed as a fraction of the largest subpopulation
in each simulation. Given are patterns for larval dispersers with
early vulnerability to stressors (black dotted lines), constant
vulnerability to stressors (gray solid lines), and no spatial
stressors (black solid lines), using output from simulations
presented in Fig. 1.
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DISCUSSION

The intervening landscape (i.e., the matrix) of a

metapopulation can affect probabilities of dispersal and

successful establishment into a local patch. The role of

the matrix is increasingly a focus of study, particularly

as landscapes become modified by anthropogenic

activities. Emerging evidence from a range of systems

tells us clearly that the matrix matters for metapopula-

tion connectivity (Ricketts 2001, Vandermeer and

Caravajal 2001, Haynes and Cronin 2004, Murphy and

Lovett-Doust 2004, Revilla et al. 2004, Cronin 2007, Vos

et al. 2007, Goodsell and Connell 2008, Vandermeer and

Lin 2008).

Using a simple representation of larval movement

along a coastline, we demonstrated that matrix hetero-

geneity can generate spatial variation in settlement, and

that matrix heterogeneity can interact with larval life

history such that the effect on settlement is likely to

differ between species (Fig. 1). Our results suggest that

local recruitment depends not only on hydrodynamic

forcing (the focus of most marine metapopulation

simulations), but also the quality of the environment

through which larvae move. Furthermore, the interac-

tion between life history and matrix heterogeneity leads

to differences in the source–sink status of subpopula-

tions that are not apparent from the spatial pattern of

population abundance (Fig. 2). Hence, we suggest that

the impacts of matrix quality on dispersal success must

be considered along with local habitat quality and

demographic rates in subpopulations to understand

source–sink structure in a metapopulation.

Our modeling framework was motivated by our past

empirical work on larval abalone and sea urchins, and

their respective vulnerabilities to suspended sediments

FIG. 3. Metapopulation connectivity response surfaces. Connectivity is estimated by the damping ratio and is presented as a
function of larval vulnerability, v, to spatially structured stressors and, on the duration axis: (A) larval duration, T; (B) strength of
advection, pl� pr; (C) strength of stressor, l; and (D) spatial extent of stressor. Simulated coastline length is L¼ 500 units with five
equally spaced stressors (M, sources of mortality). Surfaces are shaded for ease of visual interpretation; grayscale does not represent
quantitative information.
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that enter coastal environments (i.e., the dispersal

matrix) from point sources such as rivers and storm

drains (Phillips and Shima 2006). In our model,

dispersers with early vulnerability to sediments are

similar to abalone larvae, while those with constant

vulnerability represent sea urchin larvae. We predict that

the effects of spatially structured stressors differ between

the two species (i.e., effects differ among life histories).

Consequently we would expect the introduction of

spatially structured stressors to strongly alter spatial

covariance in the distributions of these two species. As

both urchins and abalone are important grazers of

structurally important macroalgae on temperate rocky

reefs (Morgan and Shepherd 2006), altered connectivity

regimes that result in different population distributions

may have consequences for the structure and function-

ing of local ecosystems. Similarly, as both abalone and

urchins are harvested commercially in many areas,

altered connectivity regimes and the emergent source–

sink properties of the two species would likely have

implications for management, including optimal place-

ments of marine reserves.

We used the matrix formulation of our dispersal

model to explore other sources of variation in connec-

tivity, and we asked how these interact with larval

vulnerability in a spatially heterogeneous matrix (Fig.

3). We chose to explore variation in pelagic larval

duration because this is an important life-history trait

that varies across many species and it is generally

assumed to affect patterns of connectivity (e.g., Caley et

al. 1996, Kinlan and Gaines 2003, Teske et al. 2007).

Similarly, we chose to explore variation in the rate of

advection as a simple proxy for hydrodynamic forcing

and/or larval behavior (e.g., directed swimming)—both

elements have been the primary focus of recent modeling

efforts to explore and quantify connectivity in marine

settings (e.g., Cowen et al. 2006, Aiken et al. 2007, Paris

et al. 2007, Mitarai et al. 2008, Siegel et al. 2008). We

simulated different forms of environmental change by

separately varying stressor strength (e.g., sediment loads

transported into coastal environments) and stressor

extent (e.g., the number or concentration of sediment

discharges into a coastal environment). These model

explorations provide a useful set of predictions of how

connectivity regimes might vary across differing dispers-

er life histories and/or under changing environmental

conditions. More generally, our analysis demonstrated

the potential for a wide range of variation among species

in response to any particular environment. Hence, we

suggest that by ignoring larval life-history variation and

its interaction with matrix heterogeneity, models that

simply treat larvae as particles dispersed by water

movement (and/or larval behavior) neglect potentially

important sources of variation in metapopulation

connectivity.

An additional goal of our model exploration was to

demonstrate the utility of standard matrix modeling

techniques, and the damping ratio specifically, in the

study of connectivity. Given that models of metapopu-

lation and landscape dynamics generally begin with or

result in a description of pair-wise connections between

habitat patches (i.e., a connectivity matrix), techniques

borrowed from matrix modeling approaches provide a

natural framework for analysis. Ecologists frequently

consider matrix modeling techniques in the context of

populations structured by life-history stages (age, size,

reproductive status, and the like); however, the frame-

work is generally applicable to populations structured

by other factors, including space. Indeed, matrix

modeling techniques, including the damping ratio, have

been used by others predict and explore spatial structure

(e.g., Lebreton and Gonzalez-Davila 1993, Lebreton

1996, Westerberg and Wennergren 2003, Westerberg et

al. 2005).

We emphasized the utility of the damping ratio of the

connectivity matrix because it links local to landscape

processes in a single summary measure, and it comple-

ments other measures of connectivity that are used in

landscape ecology (reviewed in Calabrese and Fagan

2004). In particular, measures derived from graph

theory have been promoted recently for general use in

landscape and conservation applications (Urban and

Keitt 2001, Minor and Urban 2008, Treml et al. 2008,

Urban et al. 2009). Graph theoretic measures of

connectivity generally fall in one of two categories:

measures based on presence/absence of links between

patches and measures that sum patch characteristics or

pair-wise connection strengths over all patches. For

example, Urban and Keitt (2001) define five measures of

landscape connectivity, three of which fit in the first

category: number of ‘‘components’’ (groups of connect-

ed patches), ‘‘order’’ (number of patches in the largest

component), and ‘‘diameter’’ of the largest component

(maximum of the minimum number of connections that

must be traversed between any pair of patches). These

three measures depend on the presence or absence of

connections, but ignore connection strengths. The other

two measures defined by Urban and Keitt (2001) fit in

the second category: ‘‘recruitment’’ (sum of patch sizes

weighted by patch quality for the focal species), and

‘‘dispersal flux’’ (sum of patch sizes weighted by patch

quality and by probability of dispersal away from each

patch). By summing values over all patches, connectivity

measures in this category ignore the overall spatial

arrangement of patches (e.g., dispersal flux could be

high because a few patches are strongly connected with

one another but concentrated in one small part of the

landscape, or because most patches in the landscape

have moderately strong connections).

More recent discussions of landscape connectivity

(e.g., Urban and Keitt 2001, O’Brien et al. 2006, Saura

and Pascual-Horta 2007, Bode et al. 2008, Minor and

Urban 2008) have broadened the list of potential

connectivity measures (e.g., to treat clustering, distribu-

tion of number of connections, or mean path strength).

These measures similarly focus on summarizing num-
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bers of connections or averaging connection strengths

over patches. Their utility and appeal stems in part from

the intuitive link between the mean flux or number of

steps required to move between patches, and individual

movement behavior for a given species. Although

perhaps less intuitive, the damping ratio avoids prob-

lems inherent in many alternative connectivity measures.

In particular, the damping ratio integrates information

on all pair-wise connection strengths as well as the

spatial arrangement of patches.

The definition of landscape connectivity has engen-

dered considerable debate between landscape ecologists

and metapopulation ecologists, who have historically

viewed connectivity as a purely patch-level property

(Hanski 2002). These divergent perspectives on connec-

tivity have hindered exchange of ideas and limited

integration of metapopulation biology and landscape

ecology (e.g., Tischendorf and Fahrig 2000, 2001,

Moilanen and Hanski 2001). A fundamental criticism

of the landscape approach is the lack of a clear

theoretical link between landscape connectivity and the

resulting population dynamics (Moilanen and Hanski

2001). The matrix population modeling framework that

we applied to marine metapopulations addresses this

gap in the quantitative treatment of connectivity. In

particular, the damping ratio provides a well-defined

link between pair-wise connection strengths specified in

the connectivity matrix and population-level processes.

More generally, we propose that the mathematical tools

provided by the matrix-modeling framework (e.g.,

analyses of sensitivity and elasticity; Caswell 2001:206–

257) are useful and powerful tools for understanding

metapopulation connectivity.
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