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RESEARCH ARTICLE

Partnering with AI: the case of digital productivity assistants
Jocelyn Cranefield , Michael Winikoff , Yi-Te Chiu , Yevgeniya Li ,
Cathal Doyle and Alex Richter

School of Information Management, Victoria University of Wellington, Wellington, New Zealand

ABSTRACT
An emerging class of intelligent tools that we term Digital
Productivity Assistants (DPAs) is designed to help workers improve
their productivity and keep their work-life balance in check. Using
personalised work-based analytics it raises awareness of individual
collaboration behaviour and suggests improvements to work
practices. The purpose of this study is to contribute to a better
understanding of the role of personalised work-based analytics in
the context of (improving) individual productivity and work-life
balance. We present an interpretive case study based on interviews
with 28 workers who face high job demands and job variety and
our own observations. Our study contributes to the still ongoing
sensemaking of AI, by illustrating how DPAs can co-regulate
human work through technology affordances. In addition to
investigating these opportunities of partnering with AI, we study
the perceived barriers that impede DPAs’ potential benefits as
partners. These include perceived accuracy, transparency, feedback,
and configurability, as well as misalignment between the DPA’s
categorisations of work behaviour and the categorisations used by
workers in their jobs.
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Introduction

Artificial intelligence (AI) is forecast to play a key role in transforming the future of work
(Faraj et al. 2018; Strich et al. 2021). It has been suggested that AI-based information
systems should be seen as partners rather than tools for work, due to their advanced capa-
bilities such as machine learning and natural language processing (Kravchenko and
Kyzymenko 2019) and that a reciprocal relationship is needed for human-AI collabor-
ation to meet its potential (Schuetz and Venkatesh 2020). Field-based research in this
area is emergent and important, given that there are known challenges to partnering
with AI. Today’s machine learning technologies have increasing levels of autonomy
and capacity for learning but are also known for their inscrutability (Baird and Maruping
2021; Berente et al. 2021). They can limit human-AI interaction and lack the ability to
convey how they reach decisions (Strich et al. 2021). Further, it has been suggested
that particular human capabilities or competencies are needed to work with AI (Lewis
and Clutterbuck 2019). Understanding the human-AI relationship as it occurs in practice
is, therefore, an important area for research.
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In more recent times, there has been a focus on personal work analytics, with some
early studies showing the potential to improve workers’ productivity and wellbeing
(e.g. You et al. 2021) by capturing data on their behaviour and making suggestions on
how they can improve. However, as noted earlier, an understanding of the human-AI
relationship as it occurs in practice is currently lacking, which prevents researchers
and practitioners from addressing negative attitudes and resistance when AI is intro-
duced to help workers (Chiu et al. 2021).

We aim to help address this gap by investigating human-AI interaction in an emerging
context – productivity and wellbeing at work. We conduct an interpretive case study
(Walsham 1995) examining the deployment of an enterprise-level Digital Productivity
Assistant (DPA). Our overarching aim is to understand the emergent role of such
tools vis-a-vis their human partners, i.e. how AI can help workers to improve their pro-
ductivity and wellbeing in the workplace. We consider the following research questions:

. What opportunities do AI-based assistants offer when it comes to improving individ-
ual workers’ productivity and wellbeing in the workplace?

. What are the barriers experienced by workers to using AI to improve their pro-
ductivity and wellbeing?

The paper is structured as follows. In the Background section, we explore related studies
in the area of productivity and wellbeing in digital work, discuss the concept of a Digital
Productivity Assistant (DPA), and the theoretical lens of co-regulatory theory and techno-
logical affordances. We then explain our methodological approach to data collection and
analysis. This is followed by our findings on the DPA’s contributions to improving individ-
ual workers’ productivity and wellbeing in the workplace and the barriers experienced by
workers when using the AI. Next, we provide a discussion about how our findings apply
more broadly to other settings, focusing on three main areas: accuracy, transparency,
and feedbackand then finish with a conclusion and outlook.

Background

Productivity and wellbeing in the context of digital work

There is a range of related work on productivity and wellbeing in the context of digital
work across a number of disciplines. Cho and Voida (2020) argue that most of the work
in HCI and CSCW on productivity and wellbeing has assumed that work is conducted in
an office setting. They note that post-COVID there will be significantly more work from
home, and that consequently, more attention needs to be given to supporting pro-
ductivity and wellbeing when work is done at home, which differs from the work
context in a number of ways, such as the presence of family members, and differing
time demands. They argue for a more flexible consideration of time, and a more holistic
view of productivity that does not focus so much on narrow metrics such as tasks com-
pleted, which reinforces the idea that being busy is good, rather than promoting a more
result-oriented view. Kim et al. (2019) identify six themes that affect whether an activity is
seen as productive. These include not just the more obvious ones (such as producing
work products, where factors include the quality, quantity, and nature of the product),
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but also time management aspects (efficiency of time use, the intensity of focus, and
whether tasks were completed on time [‘punctuality’]), as well as mental and emotional
states (e.g. attention vs. distraction), and the impact and benefit of the task being per-
formed. They, therefore, argue that productivity tracking tools tend to measure what
is easy to measure and that the notion of productivity used is too simple and too
narrow. Our findings are consistent. In particular, we highlight that Microsoft MyAna-
lytics’ conceptualisation of categories of time use is too simplistic (focus time vs. meeting,
with the aim of minimising the latter). Kim et al. document a range of task categories, for
example, the task of Learning, which is seen as productive, uses both individual activities
(focus time) and meeting-type activities (e.g. attending seminars). Similarly, the task of
Communication could be done using face-to-face meetings, conference calls, or email.
Additionally, especially important when considering wellbeing, Kim et al found that par-
ticipants included non-work-related tasks that were considered productive, such as
health, leisure activities (both individual such as watching Netflix and group such as a
team retreat), social activities, and living (e.g. shopping and housework). Kim et al
also flagged ‘the need and opportunity for customising productivity trackers to fit an
individual’s context and preference’ (p.10).

Wajcman (2019) considers time management from a socio-technical perspective.
She considers the underlying assumptions about time, time management, and
embedded values, and how they arise from certain aspects of Silicon Valley culture.
The author interviewed twenty engineers (tellingly, 18 were male, and all but one
were aged 25–40) and noted that the intended users of the calendar app being devel-
oped were projections of the developers: ‘knowledge workers who inhabit a work
culture in Silicon Valley that is hyper-driven’ (p. 322). The paper highlights embedded
values (that time is to be managed, that efficiency and productivity are desired goals,
that idleness is undesired). More closely related to our work, Wajcma goes on to
briefly consider the vision of a digital personal assistant that can be tasked with mana-
ging one’s calendar, and perhaps even with ‘nudging’ the user towards better habits
using behavioural science and AI. However, the brief discussion does not consider
deployed tools, but rather the views of the developers of the tools, and focuses on
the higher-level question of what should the aim of these tools be. Interestingly,
DPAs such as Microsoft MyAnalytics could be argued to have somewhat addressed
this concern by focusing on empowering the user to reflect and change, in accordance
with their own values. However, as we note later in this paper, there is still a concern
regarding embedded values that may not align with the user’s values (e.g. meeting
time should be reduced).

The reports on the New Future of Work (Teevan et al. 2021, 2022) are a synthesis of
research, both from Microsoft and elsewhere, and from a broad range of disciplines, on
the impacts of the COVID-19 pandemic, and the associated forced shift to remote work.
The 2021 report covers a number of areas including collaboration and meetings, personal
productivity and wellbeing, devices and physical ecosystems, and societal implications.
Of these, the most relevant is the second: personal productivity and wellbeing. The
2022 report has a different ‘slicing’, focusing on the scale: individual, teams, organis-
ational, and societal.

The personal productivity and wellbeing chapter of the 2021 report highlights that the
pandemic and the change to working from home have posed challenges to productivity
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and wellbeing. The effects have varied depending on a range of factors, such as whether
the person had prior experience working remotely, their working from home context
(e.g. home office space and equipment, whether other people share the house), and
caring responsibilities for others. Broadly speaking, the shift to remote work has, on
the one hand, given increased flexibility, which is valued, but on the other hand,
blurred the line between work and non-work, making it harder to disconnect from
work. This is argued to represent a shift in perspective from ‘work-life balance’ to
‘work-life integration’. Another finding is that the number of hours worked have
increased, including in evenings and weekends. Mental and physical health concerns
are also highlighted, although some of these relate to the broader implications of the pan-
demic (e.g. inability to interact socially face-to-face, and the closure of gyms).

Overall, these findings underscore the need for DPAs to help people reflect on their work
practices, in order to improve wellbeing, work-life balance (or indeed work-life integration!),
and productivity. The report also highlights that there is a strong desire for work to move to
a hybrid model, rather than return to being fully in the office or remain fully remote. This
means that this need for DPAs to support ongoing reflection and adjustment will remain as
the nature of work continues to change. The 2022 report also highlights explicitly that there
is a role for technology to play in supporting work-life integration and wellbeing. However,
its discussion of the potential of AI is limited to human-AI collaboration, using AI in meet-
ings (tomonitor behaviour, and to summarise meetings), and recommendation systems that
help foster connections between people, and support knowledge sharing.

The reports find that managers can play a crucial role in helping to reduce the negative
consequences of remote work: workers who had more support from their manager in
prioritising work had less of an increase in working hours (Section, 2.4.1; Teevan et al.
2021). This particular finding highlights the potential value of the network management
tool for managers, in order to ensure that their reports are not neglected. A second
finding is that virtual meetings are more fatiguing than face-to-face, which more strongly
motivates the need to reduce the number of meetings and to have gaps between meetings.
A third is that the 2022 report notes that productivity has a number of dimensions, and
that different people interpret it differently; and that wellbeing is also multi-dimensional,
and is increasingly important. Both of these findings have implications for how one
attempts to measure productivity and wellbeing: the measurement metrics should
attempt to take account of these multi-dimensionalities. A fourth is the need to
provide support for forming and maintaining social links, especially ‘weak ties’.

The emergence of AI in the co-regulation of digital work

An emergent group of information systems combine AI techniques such as machine
learning with behavioural analytics to play the role of a coach or co-regulator, supporting
users in self-improvement. For example, there are AI-based tools designed to coach
people in reaching health-related goals such as weight loss (Stein and Brooks 2017), in
games and sports such as cricket (Mandot and Chawla 2013), and in leadership skills
(Strong and Terblanche 2020; Terblanche and Cilliers 2020). Other AI-based systems
aim to help workers manage workplace productivity challenges that arise from infor-
mation overload and technostress (Ayyagari et al. 2011; Mazmanian et al. 2013; Tarafdar
et al. 2013).
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It is in this human-AI collaboration space that AI can play an important and helpful
role by supporting human actors to better perform their tasks (Lee 2018). Taking a
human-AI collaboration perspective, the class of tools known as Intelligent Assistants
(also referred to as AI Assistants, Intelligent Personal Assistants, Intelligent Software
Assistants, Intelligent Digital Assistants, or Intelligent Agents) and humans can poten-
tially work together to create a new, higher-level human-machine symbiosis in perform-
ing work (Jarrahi 2018). An intelligent assistant (IA) is ‘an integrated system of intelligent
software agents that help the user with communication, information and time manage-
ment’ (Azvine et al. 2000, p. 215), where they learn from the user as they are performing
repetitive tasks, adapting its behaviour to their habits, and improving its performance
with minimal intervention (Azvine et al. 2000). Examples include intelligent assistants
for organising email (Segal and Kephart 1999); intelligent writing assistants (Oakman
1994); and intelligent assistants for data analysis (Serban et al. 2013).

Microsoft MyAnalytics (MMA)1 reflects a move from analytics using personal data
(Ruckenstein 2014) to using workplace data, i.e. moving from personal analytics to enter-
prise personal analytics. As discussed later, these tools also leverage research on persua-
sive information systems: systems that aim to persuade a human to change their
behaviour (Oinas-Kukkonen and Harjumaa 2009).

The result is a new class of tools that we term ‘Digital Productivity Assistants’ (DPAs).
These tools use personal workplace data to provide insight and persuasion to help
workers improve their productivity and their wellbeing.

In this paper, we focus on the case of MMA which applies machine learning to data
created by users’ activity in the Office 365 suite to coach users in improving productivity
and wellbeing.2 MMA provides an overview of people’s work patterns, such as collabor-
ation behaviour, work hours, and time dedicated to focused work.

MMA also provides actionable advice in the form of suggestions for how individuals
can change their behaviour. For example, MMA makes individuals aware of when they
spend too much time in meetings or multi-tasking, and suggests that they plan more
‘focus time’ (time that is free of meetings and other interruptions) in their calendar in
advance. MMA analyses a range of information in the Office 365 ecosystem including
collaboration (meta) data (e.g. from emails, calendars and Microsoft Teams), employing
a range of AI techniques (‘AI-powered suggestions’, Janardhan 2019). For example,
natural language processing is used to analyse email content in order to identify assigned
tasks. MMA applies a range of behavioural techniques, such as comparative metrics and
evidence-based justifications for particular changes, in order to nudge users towards a
desired behaviour. By acting as an analyst and adviser on productivity-related behaviours
MMA, and other DPAs, can be seen as emergent collaboration partners for knowledge
workers; an application of the emergent phenomenon of machine-human collaboration
(Seeber et al. 2018, 2020).

Theoretical lens: co-regulation and technology affordances

Owing to the cognitive and operational capabilities of AI-based platforms (Chiu et al.
2021), intelligent DPAs have the potential to collaborate with individuals in planning,
monitoring, and control of thinking, feeling, and actions. AI’s automated action sup-
ported by natural language processing and machine learning algorithms may, therefore,
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affect co-regulation dynamics. By analysing individuals’ behaviours based on personal
and work-related data, AI-based work partners can adapt their intervention strategies
depending on an individual’s changing context. Nonetheless, it remains unclear how
AI performs the role of a co-regulator of work, and how users react to AI when it
plays such a role. To understand the relationship between DPAs and human actors,
we draw on two theoretical lenses: co-regulation and the theory of technology affor-
dances. We summarise these theories below and explain their relevance to this study.

Co-regulation occurs when an actant (e.g. a teacher, supervisor, peer, or tool) interacts
with an individual to support them in the course of that person’s self-regulation (Hadwin
and Oshige 2011; Allal 2020). Self-regulation is an ongoing process through which people
set, attain and maintain goals in the context of self-improvement. This process spans cog-
nitive, metacognitive, motivational, and behavioural dimensions (Allal 2020). Self-regu-
lation is also important in the contemporary workplace where individuals are
increasingly expected to self-manage their attention and behaviour amidst competing
goals, time constraints, and work climates that emphasize initiative, empowerment
and self-management (Lord et al. 2010, p. 562). Self-regulation involves four sub-pro-
cesses: (1) goal setting, (2) monitoring progress towards the goal, (3) interpretation of
feedback derived from monitoring, and (4) adjustment of goal-directed actions and/or
of the definition of the goal itself (Allal 2010, p. 349). When deciding whether to
commit to a goal, individuals calculate how much effort will be involved in reaching
the goals and whether the outcomes will be worth it (Aspinwall and Taylor 1997).
Once goals are established, they provide a standard against which performance can be
measured through feedback on goal-performance discrepancy (Donovan and Hafsteins-
son 2006). Co-regulation may impact any or all of the above four processes, which are
cyclical and can occur in any order (Allal 2010). For example, co-regulation may
influence goal selection by promoting particular standards (Lord and Brown 2003)
and work climates may favour particular goals (Dragoni 2005; Lord et al. 2010). Tools
can play a key role in co-regulation. For example, e-coaching systems promote
ongoing awareness about a coach’s behaviour, thinking, and feelings (e.g. by presenting
progress and behaviour) and foster relationships (e.g. personalised messages to motivate
the coachee) (Beun et al. 2017).

To understand DPAs’ co-regulatory interaction with users we employ the lens of tech-
nological affordances. Gibson (1979) introduced the concept of affordances to explain
how an environment offers opportunities for action relative to an individual. (For
example, an adult-sized seat offers an adult the affordance of sitting). Affordances exist
independently of whether they are perceived, and whether affordances are acted on
depends on an individual’s action capabilities (Gibson 1979). (For example, a baby
lacks the action capability to sit on an adult-sized seat). Co-regulation uses co-regulatory
affordances to provide individuals with the potential for action and/or constrain their
self-regulation (Hadwin et al. 2018). Whether co-regulatory affordances enhance or
inhibit self-regulation depends on whether they are perceived and acted on by an indi-
vidual (Allal 2020).

As we are studying an AI-based co-regulatory system, we draw on the lens of techno-
logical affordances, an extension of Gibson’s theory (Gaver 1991; Hutchby 2001; Markus
and Silver 2008; Leonardi 2011; Majchrzak and Markus 2012; Volkoff and Strong 2013).
A technology affordance is a possibility for action that is afforded to actors by a
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technology (Majchrzak and Markus 2012; Pozzi et al. 2014). It describes what a person
with a particular purpose can do with a technology (Majchrzak and Markus 2012),
such as sharing information. However, a technological affordance needs to be perceived
and actualised by a goal-oriented actor in order to translate into the afforded action.
Technological affordances may be perceptible (when perceptible information is available
about the action possibilities), hidden (when there is no such information) or false (when
perceptual information suggests a non-existent possibility) (Gaver 1991).

Based on the above theories, a DPA can be theorised as providing technological affor-
dances for coregulation, or co-regulatory technological affordances. While a DPA may
present functional co-regulatory affordances for improving productivity and wellbeing,
these affordances may be perceived by actors as enablers or constraints (or not perceived
at all). Further, whether the DPA’s affordances actually result in better productivity and
wellbeing will depend on the human partner’s context, capabilities and goals. AI’s auto-
mated regulative action may further complicate the co-regulation of productivity and
wellbeing. An affordance lens is thus useful to explore the interdependent relation
between individuals and the technology in the context of use, including affordances
and constraints (Leonardi and Vaast 2017).

Materials and methods

This research uses a unique case study (Yin 2008) within the interpretivist tradition
(Walsham 1995). We elected to study the case of MMA as it was a newly deployed
system and to our knowledge the only widely-available intelligent DPA that operated
in an enterprise-wide setting. Our study is based on two sets of data. The first data set
is based on our own use of MMA. It consists of a collection of screenshots and
memos representing MMA’s full range of functionality and interactions with users.
This first data set helped us build an understanding of how this highly novel tool
worked and interacted with users. On a weekly basis three researchers involved in this
study captured and reviewed the elements the tool used to disseminate insights and sug-
gestions (i.e. a weekly digest, a dashboard, an Outlook add-in, and an inline suggestion
add-in). We took screenshots of these and documented suggestions the tool was making
to us. This process sensitised us to the study context prior to entering the field and helped
us develop an approach to interviewing that covered all aspects of MMA analytics. We
complemented this data with secondary data including official documents and online
videos provided by the tool’s developers.

The second data set comprised in-depth interviews with twenty-eight workers from
three organisations (university, IT consulting firm, and technology company) that had
implemented MMA.3 These participants included academics (n = 12), academic support
personnel (n = 4), and IT professionals (n = 12) (See Table 1 for details). Their jobs are
characterised by high job varieties and high job demands, juggling needs from different sta-
keholders, evolving requirements, and increased performance expectations. When apprais-
ing stressful situations, knowledge workers need to build a reserve of resources to cope with
challenges (Lazarus and Folkman 1984; Aspinwall and Taylor 1997; Lin et al. 2015). MMA
presents the action potential to achieve their productivity and wellbeing goals. Their view
of and interactions with MMA are, therefore, meaningful and informative for our research
questions. The interviews were conducted between November 2019 and February 2020.
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They were focused on understanding participants’ experiences of using MMA and con-
sisted of three parts: (1) exploring participants’ general approach to self-regulation of
time at work; (2) exploring their understanding of MMA and its value to them and (3)
asking them to comment on the most recent report from their MMA dashboard. In

Table 1. Characteristics of interviewees.
Pseudonym Gender Role Responsibilities Organisation

Uriel M Partner business development (e.g. networking, strategy &
operations) and client deliverables

IT consulting

Brian M Systems Manager management of applications and infrastructure
(strategy and operations); management of system
specialists (12 team members)

University

William M Consultant Business analysis, project management, enterprise
architecture, and consulting.

IT consulting

Bob M Technical Problem Manager Business continuity planning, development of
problem-solving processes, problem analysis and
solving, team management

IT company

Yusef M Dynamics 365 Developer Requirements elicitation and software development IT company
Zoe F Dynamics 365 Developer System maintenance, operation, management, and

service support (support 32 different systems)
IT company

Alice M Consulting Enterprise
Architect

Consultancy – IT strategy, IT decision-making, IT
implementation and use

IT company

Felicity F Research Development
Coordinator

Designing and fostering research environments,
supporting research activities, and organising
research events

University

Xavier M IT Services – General
Manager

Business development (e.g. networking, strategy &
operations) and managing the unit

IT consulting

Jessica F Academic Teaching, research, academic services, admin
leadership, external engagement, professional
development programme,

University

Tom M IT technician IT services – system administration and IT service
support

IT consulting

Victoria F consultant Product and service development, from strategy,
planning to development

IT consulting

Liz F Academics & leadership role Teaching, research, academic services, admin
leadership

University

Oliver M Web and communication
advisor

Supporting academics and the faculty with
communication activities; analysing and managing
social media/web content; responding media
inquiries

University

Sarah F Academic & leadership role Teaching, research, academic services, admin
leadership, external engagement,

University

Quentin M Academic Teaching, research, and administrative duties University
Harry M Academic Teaching, research, and academic services University
Chris M Digital Solutions – Associate

Director
Management of IT portfolio, programmes, projects,
and teams

University

Patrick M Academic Teaching, research, and external development University
Matthew M Academic Teaching, research, and academic services University
Isaac M Subject librarian Managing library resources, supporting academics and

students to utilise library services and resources
University

Elsa F PhD student, research
assistant, tutor, and
lecturer

Research, teaching, professional services (e.g. editing) University

Donna F Research & Teaching Fellow Mostly research recently University
Kathy F Academic & leadership role Teaching, research, academic services, admin

leadership, external engagement,
University

Noah M Digital solutions – learning
technologists

Learning and teaching development and support
(focusing on the role of digital tools)

University

Rachel F Academic Research, teaching and administration University
Ginny F Academics & leadership role Research, teaching and administration University
Adrian M Digital Solutions – Director IT strategy and operations University
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combination, these rich datasets helped us understand the co-regulatory affordances of
MMA and how workers were reacting to these in practice.

We analysed the collected data using an iterative and interpretive approach
(Walsham 2006). First, we coded the screenshots and memos about how MMA pre-
sented behavioural analytics and interacted with users. To understand MMA’s co-regu-
latory affordances, we used an inductive process to develop preliminary themes, then
returned to the literature and undertook a second round of coding that drew on
themes from persuasive design theory. We coded the transcribed interview data
using NVivo software to develop a set of themes about users’ experiences of MMA.
This was a highly iterative process. To enhance reliability and mitigate any bias
arising from our personal use of MMA, each interview was independently coded by
two researchers. We employed conscious ‘bracketing’ (Chan et al. 2013) of our own
experiences and focused on identifying diverse participant experiences. We inter-
spersed individual coding with meetings to compare and agree on codes and merge
them into higher-level themes that represented people’s experiences with using
MMA. The later stages of this coding process was sensitised by the theoretical concepts
of co-regulation and technology affordances and were validated through several iter-
ations until we had reached a point of saturation (no new codes emerged from data
analysis) and a consensus was reached.

Results

The first section of the results reports on our analysis of the screenshots and memos cap-
turing MMA’s analytics and interaction with users, to identify the co-regulatory affor-
dances that MMA offers users (i.e. the opportunities that it provides for self-regulatory
action, and for users to engage with it as a co-regulator of productivity and wellbeing)
and how these draw on methods of persuasion. In the second section of the results,
we report findings about participants’ experiences with MMA and how they responded
to its affordances. To place these findings in context we firstly report on the practices that
participants used to regulate their work prior to deployment of the DPA. These practices
were well-established before MMA was introduced and, therefore, affected their
responses to its affordances. Our thematic analysis of participants’ experiences then
leads us to identify a set of perceived barriers to engagement.

It is notable that most study participants did not act on the DPA’s affordances, saw the
DPA as presenting constraints, and/or rejected the DPA. Nonetheless a few participants
activated the DPA’s affordances and reported that working with the DPA helped them
transform work practices and achieve positive outcomes relating to their productivity
and wellbeing. In our analysis, we, therefore, consider the reasons for these differences
between users. We relate our findings to the interdependent sub-processes of co-regu-
lation: goal setting, monitoring of progress towards goals, interpretation of feedback
derived from monitoring, and adjustment of (self-regulatory) actions or goals.

Opportunities: co-regulatory affordances of the DPA

We identified four types of technological affordances that the DPA provided for the co-
regulation of productivity and wellbeing. These were: (1) Monitoring work patterns and
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their impact on wellbeing and productivity, (2) identifying and setting goals, (3) auto-
mating co-regulation to scaffold habit- and goal-building, and (4) developing contextual
awareness of the self and others. These are outlined below.

Monitoring work patterns and their impact on wellbeing and productivity
MMA sent users a weekly email report about their individual work patterns. The report
tracked patterns such as the amount of time spent in meetings and reading/writing email,
highlighted issues and accomplishments relating to productivity and wellbeing, and
suggested foci for attention. (For example, ‘Looks like reviewing your after-hours collab-
oration may be an opportunity because your average is over 4 hours for the past 4
weeks’). The report was linked to a dashboard (which users could also access directly)
that provided drill-down analyses of four types of ‘work patterns’ with accompanying
commentary: (1) Focus (time not spent in meeting or email activity as recorded in
Outlook), (2) Wellbeing (days protected from after-hours work as recorded in
Outlook), (3) Collaboration (time spent in meetings or email activity as recorded by
Outlook) and (4) Network (the network of collaborators recorded in Outlook). The
report compared individuals’ performance in each category to their performance in
the previous month and to implicit norms. These affordances can be seen as linked
with several sub-processes of the co-regulation cycle: monitoring of progress towards
goals, interpreting feedback from monitoring and promoting adjustment of actions or
goals. The weekly report can be seen as a scaffolded affordance for individuals to
develop a monitoring practice.

Identifying and setting new goals
The DPA also provided affordances for the user to identify and set new goals that related
to the four work patterns: focus, wellbeing, network and collaboration. By doing this, and
omitting other ways of framing work patterns, it positioned these four categories as those
that matter most for managing productivity and wellbeing. This can be seen as drawing
on the principle of reduction from persuasive information systems design (Fogg 2002;
Oinas-Kukkonen and Harjumaa 2009), i.e. reducing complex behaviour into simpler
tasks, which can increase the benefit/cost ratio of a behaviour. Each work category was
linked with a rhetorical question invoking the user to review the DPA’s analytics and
suggesting candidate goals; e.g. ‘Do you have enough uninterrupted time to get your
work done?’, ‘Could your time working with others be more productive?’ These rhetori-
cal questions implied that new goals were needed and employed gain framing (outlining
the gains that would result) to make these goals seem desirable.

When users drilled down to see more detailed analytics, the DPA presented a series of
normative suggestions relating to implicit goals. For example, in a breakdown of
meeting-related behaviours, it analysed performance against ‘[Meeting] Invitations
sent with a day’s notice’ and ‘[Meeting invitations] sent with an agenda’. The tool’s ‘sug-
gestions’ combined normative framing with imperatives, such as ‘Respond to meetings
on time’. The associated dialogue elicited goal-setting. For example, the statement,
‘Looks like you worked in your quiet hours for more than 7 hours per week over the
past month’ implicitly suggested that users should aim to reduce time spent in after-
hours meetings. The Wellbeing section of the dashboard asked, ‘Are you able to discon-
nect and recharge?’ and showed the number of ‘quiet days’ – days that were ‘protected’
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from after-hours meetings or email handling. When users clicked the question-mark icon
beside each monitoring category they were given short explanations of ‘How it works’
(i.e. where the monitored data came from) and ‘Why it matters’ (the rationale for this
aspect of self-regulation). For example, the Wellbeing section stated, ‘People who discon-
nect daily from work report lower levels of stress and anxiety’, the Focus section noted, ‘It
can take up to 23 minutes to focus after checking just one email or chat’ and the rhetori-
cal question, ‘Do you have enough time to get your work done?’ The combination of
these features created goal setting affordances.

Automating co-regulation to scaffold habit- and goal-building
Another affordance of the DPA was automating the co-regulation of work. Through
automated actions, this affordance reduces the user’s cognitive efforts and supports a
shift in productivity/wellbeing with little behavioural change. For example, users were
offered a tool to automate the booking of two-hour blocks of daily focus time optimised
around existing commitments. If users deployed this tool (via a single click) a weekly
cycle of self-monitoring of focus time was triggered, with the tool reporting it in its
weekly digest, ‘here’s how you’re doing on your plan to get daily focus time’. In other
words, an explicit goal (having a ‘plan’ for focus time) was triggered by the deployment
of the tool. This can be seen as using the persuasive design principle of tunnelling
(guiding users by providing a means for action that brings users closer to the target
behaviour) (Fogg 2002; Oinas-Kukkonen and Harjumaa 2009). Similarly, a ‘shorten
meeting’ button encouraged users to shorten one-hour meetings to 45 minutes in a
single click. These examples show the use of nudging and choice architecture (Thaler
and Sunstein 2008). The DPA limited users’ available choices while making readily avail-
able more ‘desirable’ choices (i.e. having shorter meetings, and automating the booking
of focus time).

When activated, the automated co-regulation tools triggered monitoring by MMA,
which can be seen as affordances to foster habit- and goal-building. For example, once
the focus time booking tool was enabled, the DPA’s weekly email started to report on
the user’s ‘focus plan’. This is an act of reframing in which the reactive deployment of
automation is recast as part of a deliberate strategy; in this case, to have, and monitor,
a weekly ‘focus plan’. Selecting the automation tools can also be seen as activating the
peripheral route of attitudinal and behavioural change (Petty and Cacioppo 1986) – in
which the user responds to a positive cue without engaging with the underlying logic
– in pursuit of a higher-level change goal (making the monitoring of focus time a new
goal or ‘plan’). The reframing (i.e. the DPA’s report on ‘your focus plan’) implies an elev-
ated level of agency on the user’s part and can be seen as designed to appeal to the central,
goal-directed system of change (Petty and Cacioppo 1986).

Developing contextual awareness of the self and others
The DPA had several affordances for building contextual awareness of self and others.
These were geared toward generating new perspectives that would foster new beha-
viours and norms to facilitate the wellbeing of self and colleagues. The DPA’s analyses
of time use can be seen as designed to draw users’ awareness to their attentional focus
– both in terms of how they spent time and who they spent it with. The DPA’s
reports paid particular attention to the times spent in meetings – including how
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many people were in the meeting and whether multi-tasking was occurring during the
meeting. The network analysis reported on the amount of time that individuals spent
communicating and meeting with specific key people (i.e. those who regularly emailed
or met with them). This allowed ready identification of people who made excessive
time demands and drew attention to the equity of distribution of time to those
deemed as being ‘important’. (This was inferred by the tool but users could assign
or unassign colleagues as being ‘important’). Another metric reported on ‘top after-
hours collaborators’. This highlighted those whose personal lives might be interrupted
by interactions, or who were causing such interruptions. The DPA’s tools for automat-
ing the booking of focus time and the delayed delivery of emails that were sent after-
hours were affordances for fostering improved awareness of wellbeing at a team level.
For example, if an email was composed after-hours, the DPA prompted the user to
enable a feature to delay the email delivery until the recipient’s working hours.

These affordances can be seen as calling on the principle of reciprocity – i.e. if workers
look out for their colleagues they are more likely to look out for you. In this way, the DPA
had affordances for the normalisation of collegial concern and individual contributions
towards the management of collective wellbeing.

Self-regulation of work prior to the DPA’s deployment

Before reporting our findings on the study participants’ responses to the DPA, we outline
the practices that they used to manage productivity and wellbeing prior to MMA’s
deployment. This is important to help understand their experiences of the DPA,
which offered affordances for doing things they were used to doing on their own.

Participants reported having a range of well-established practices for managing their
productivity and wellbeing prior to engagement with MMA. Common practices included
reserving time for priority work, shifting meetings to make gaps for key tasks, booking
time for exercise, assigning restricted times for checking email, and planning to work
from home on certain days to minimise disruption. Participants spoke of managing
their time in relation to categories of work that were meaningful to their role; for
example, service-line managers spoke of allocating time to clients and their direct
reports, while university academics placed a strong emphasis on making time to do
research, something they found challenging due to the competing pressures of teaching
and administrative work that often presented more urgency. The goals guiding these
practices were implicit but related to using time effectively, getting priority work done,
and improving work-life balance. Participants did not monitor their progress against
these implicit goals and had no ready means for doing so. Nonetheless, they had a
sense of how they were tracking against their goals.

It was notable that some participants felt that they had little control over their use of
time. Those who held dual roles as academics and senior administrators expressed par-
ticular difficulty in regulating their work. They explained that they needed to work
around other peoples’ availability and/or they found themselves overriding the time
planned for doing important work with more reactive, urgent tasks. They were aware
of goal-performance discrepancy, but felt that they had little ability to address this,
and normalised a long working week. For example, Liz,4 an academic who holds a
senior leadership role, said that her 70-hour weekly average was inevitable due to the
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deadline-driven nature of the role, her organisation’s processes, and the high level of
detail in her administrative work. Kathy, an academic who holds a senior leadership
role, reported that she had ‘failed miserably’ to find time for research despite engaging
a mentor and trialling different time-management strategies. She periodically reviewed
weekly calendars that she had printed out, to get ‘a gut feel’ for the negative impacts
of the administrative part of her role, but said that doing this did not inform her plan-
ning. Such individuals might be expected to gain benefit from a DPA. However, as we
report below, they were unable and/or unwilling to take advantage of the DPA’s co-regu-
latory affordances.

Barriers: responses to the DPA’s co-regulatory affordances

When MMA was deployed within Office 365, a new AI-based actant unexpectedly
entered the private contexts in which participants self-regulated their productivity
and wellbeing. It presented them with unfamiliar analyses of their work habits, and
unsolicited affordances and suggestions for change. This was not well received by
many participants who expressed concern about the lack of warning, low accuracy,
limited relevance of the data presented by MMA, and unease about being monitored.
Although the DPA offered new means of managing productivity and wellbeing, most
participants did not act on the DPA’s affordances, saw the DPA as presenting con-
straints, and/or rejected the DPA. Nonetheless, a few participants activated the
DPA’s affordances and reported that working with the DPA had helped them trans-
form work practices and achieve positive outcomes relating to their productivity and
wellbeing. In our analysis, we outline the key perceived barriers to engagement with
the DPA that emerged from our thematic analysis of participants’ experiences, and
consider the reasons for differences between users. We relate our findings to the inter-
dependent sub-processes of co-regulation: goal setting, monitoring of progress towards
goals, interpretation of feedback derived from monitoring, and adjustment of (self-
regulatory) actions or goals.

Our analysis of the interview data identified three high-level barriers experienced by
participants in relation to working with the DPA: These were: (1) a mismatch between
the experienced reality of work and the data and analyses presented by the DPA,
which excluded interactions that occurred outside of Office 365, (2) terminological
and conceptual differences between users’ perspectives and those presented by the
DPA, including the way in which the DPA assigned reductive categories for the use of
time (focus time vs. collaboration time), which lacked relevance to role-specific activities,
and (3) the amount of time and effort involved for participants to interpret the DPA’s
feedback and monitoring, which created a new role demand.

Barrier 1: mismatch between experienced reality of work and view presented by
DPA
Many participants reported that the view of their work habits presented by MMA did not
match their experienced reality. They recognised that the DPA had no visibility to work
activity that was not recorded in Office 365, such as impromptu in-person (or zoom)
meetings and calls. For example, Tom, IT technician, indicated the biggest shortfall of
MMA is its inability to capture real office interaction.
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One thing that a tool like this will never indicate is real office interaction where you,
somebody stands up, walks to a whiteboard and say let’s discuss this because it’s not
a scheduled meeting, so there’s no electronic record of it. So where it says I’m available
to focus, I might have been sitting here for an hour as you have a conversation on a
physical whiteboard. So there’s no way to measure it unless you actually physically put
it into a tool.

Kathy also stated: ‘It’s giving me a reflection of my Outlook calendar, which is not a
reflection of my work life’. Many of her meetings were not recorded or not counted
by the DPA, with the result that the DPA showed Kathy that she had 68% of her
time available for ‘focus time’ yet she felt that she had significantly less time than
this available to focus on key tasks. The strong cognitive dissonance between
Kathy’s lived-in reality and the situation shown by the DPA can be seen as creating
a major disincentive to working with the DPA. Making sense out of the DPAs ana-
lytics in such situations required significant time and cognitive load, and may not be
possible without the user having a mental model of how the DPA’s data is collected
and categorised, and how its insights are calculated. As the DPA could not adjust to
Kathy’s work practices, MMA’s data and analytics could only be improved if she
changed her diary-management practices in Outlook. Most participants reported
similar concerns.

Barrier 2: mismatch between the DPA’s reductive categories and those used by
workers
The DPA introduced new terminology and reductive categories for the use of the time
that did not map onto the established role-related categories and concepts that partici-
pants used to think about their use of work time. For example, academics reported
assigning their time to three categories – teaching, research and administration.
However, the DPA assigned all time to either ‘focus’ or ‘collaboration’, and did not
support user assignment of time to personally-meaningful categories. Many participants
reported being confused by the fact that MMA assigned their work time to two mutually
exclusive categories (‘collaboration’ and ‘focus time’). This was especially problematic for
those who saw collaboration as part of their focused work, such as collaborating on pro-
jects. Felicity, a research development coordinator, noted,

I guess anything like that is going to be very blunt and it’s going to make assumptions about
what you’re doing… It assumes that meetings are collaborative. It assumes that time outside
of meetings is focused time, it makes all sorts of assumptions… [and] given the bluntness of
the instrument… I’m less inclined to take it seriously.

Uriel, a partner of an IT consulting firm, further questioned the arbitrary compartmen-
tation between ‘focus’ and ‘collaboration’.

For any meeting you turn up to, like if you’re a, meetings orientated person… a productive
meeting normally you put an hour before and an hour after, as a general rule of thumb.
Otherwise why are you there? So to me in my sort of role it [MMA’s presentation] is slightly
skewed, it [any meeting] should be more 33% collaboration time and 66% focus time.

This situation was compounded when MMA suggested the goal of protecting more time
for focused work by reducing the time spent on collaboration. Further, the terminology
used by the DPA for categorising time was often not well understood. In some cases,
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interviewees understood the DPA’s concepts, such as ‘focus time’. However, in other
cases, people consistently misinterpreted a concept. For instance, ‘quiet time’ was
often interpreted as ‘a day that was not too busy’, whereas the DPA used it to mean ‘a
day where work was only done during the defined working hours’. In such situations,
the DPA’s intended affordances (such as automating the booking of ‘focus time’) and
use of reduction (assigning all time to two categories) (Oinas-Kukkonen and Harjumaa
2009) acted as constraints, and/or the affordances were perceived as false affordances
(Gaver 1991).

Barrier 3: time-consuming new role demand: interacting with AI
Many participants reported that the effort required to understand the DPA’s analytics
and/or improve the accuracy of data it drew on was onerous and stressful. This work
can be seen as creating a new role demand: workers now needed to interact with an
AI-based work partner, the DPA, which lacked insight into their work and depended
on them for quality data inputs. For example, a few participants took on this role and
started using the Outlook calendar more intensively and in ways that the DPA would
‘understand’. This extra work, and the role of partnering with the DPA were rejected
by those unwilling to take on the extra cognitive effort. Ginny, an academic programme
director, stated: ‘I don’t think I’m going to go into the dashboard and have a look at it
because it doesn’t actually tell me what I can do’. In such cases, the DPA’s affordances
can be seen as effectively remaining hidden (Gaver 1991) to those who were unwilling
to contribute interpretive efforts.

We now turn to cases where participants triggered the affordances, finding them useful.

Affordances as opportunities

Despite the above issues, a few study participants engaged strongly with the DPA’s co-
regulatory affordances, and actively used (activated) these to change their work patterns
and gain benefits in their productivity and wellbeing. Table 2 summarises how individ-
uals activated each of the affordances to make changes to their work practices and
thereby increase the frequency and/or scope of their self-regulation of work (productivity
and wellbeing).

Notable among these was Brian who worked in an IT management role and had a
good understanding of how the DPA worked. Brian emphasised that while he saw it
as a ‘dumb tool’ he could get value from the DPA by putting effort into working with
it – this involved him making efforts to interpret the way in which the DPA reported
his time use, and to ensure that meetings were recorded in his diary. Brian also
booked focus time in his diary, making this visible to the rest of his team, and cultivating
a group norm that these blocks of time could be interrupted only if absolutely needed:

Although it’s focus time and it’s available to me to be able to focus, I’ve left it there and I
don’t call it anything else. I don’t, I block it out. People quite often impinge on that focus
time, […] I’ve told them that’s okay as long as they’re not doing it to any great degree
because I am trying to get things done.

Similarly, Uriel, who worked in a business development role, reported having to work to
gain value from the analytics that the DPA showed him: ‘You’ve sort of got to dig into
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that information and… you’ve got to know what questions you’re going to ask before
you can use it usefully’.

Another participant retrospectively added meetings and changed their duration in
Outlook to reflect what had actually happened. These were new co-regulatory practices
performed by humans for the DPA. In other words, humans were doing a new type of
work for the AI so that the AI would have better data and perform better for them.
Those who did this work had a sense of the reciprocity involved. They recognised that
these efforts were required to successfully activate the DPA’s affordances and optimise
their value.

A few participants used the MMANetworking feature to actively review howmuch they
interacted with key people. Comparing how much time they spent interacting with
different people allowed participants to identify those who were consuming an unusually
high amount of their time, or who were not receiving the attention that was needed.

It [the MMA Networking feature] could highlight to me if I’m spending time with people I
shouldn’t or don’t need to or too much, you know, someone’s here when they should be
back here…Why am I spending so much time with Susan? You know, she’s a STM that
works way down in the bowels of our business. It’ll get me questioning why. (Xavier, IT Ser-
vices General Manager)

We also found a larger number of participants who, despite not being engaged strongly
with the DPA, found aspects of the DPA useful. These aspects include the tool’s broad
goals relating to wellbeing, and responding to specific suggestions, such as planning
shorter meetings.

Discussion

We now generalise our findings by considering how they apply more broadly to other
settings. We frame our discussion under three main areas: (perceived) accuracy, trans-
parency, and feedback (including configurability).

Perceived accuracy

The perceived accuracy of information is the extent to which the DPA is seen as
providing an accurate representation of the participant’s (relevant) work activities.

Table 2. Activation of the affordances in new work practices – examples.
Affordance New practice arising from activation of the affordance

Monitoring progress Reading weekly reports reviewing the DPA dashboard; Taking time to
interpret and make sense out of the DPA’s report and evaluate the
implications

Identifying and setting goals Working to plan weekly focus time; Identifying goals (e.g. increase focus
time, reduce out-of-hours work, shorter meetings, improved meeting
practices such as sending meeting agenda in advance)

Automating co-regulation to scaffold
habit- and goal-building

Automating booking of ‘focus time’

Developing contextual awareness of self
and others

Reducing the frequency and duration of meetings with people who were
perceived to be using too much time; normalising the protecting of focus
time at team level (making it inappropriate to book meetings across
designated focus time); asking the CIO to delay sending urgent midnight
emails to system administrator
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For example, when a busy academic or professional is told by the DPAs that they
have 80% of their time available as ‘focus time’ this immediately creates a negative
first impression. If a tool’s information is not seen as accurate, then the tool will not
be trusted.

The DPAs’ perceived accuracy is influenced by the coded-in ‘assumptions’ of the DPA.
For example, a calendar appointment with no other people listed is not deemed to be a
meeting (this was often incorrect in reality). Conversely, Jessica, an academic, had a
‘meeting’ that was actually a silent writing group (i.e. focus time). Additionally, the
DPA’s assumptions that ‘collaboration =meetings’ and that ‘time = collaboration +
focus’ are questionable. The former is arguably old-fashioned, and at odds with newer
ways of working (such as encouraged by MS-Teams). The latter ignores the possibility
of other valid uses of time at work. For instance, giving a lecture is neither collaboration
nor focus.

Interestingly, when the participants’ experience of focus time diverged from that
shown by the tool, they expressed dissatisfaction with the tool’s accuracy (rather than
seeing this as an insight into their own time management). However, participants
reacted very differently when the tool accurately revealed the amount of time they had
spent on using email (this was reported in the ‘wellbeing’ category). The fact that the
problem was visualised/externalised and quite accurately quantified appears to make it
easy to internalise as a self-regulation issue, whereas in the case of focus time, the
‘problem’ was cast as being the tool’s accuracy.

The perceived accuracy of information was related to certain workplace practices. On
the one hand, the work done outside the Office 365 ecosystem is invisible for the tool (e.g.
using a different calendar, or chat messenger instead of Outlook) and will decrease the
tool’s accuracy.

On the other hand, when people used the Outlook calendar and Outlook email exclu-
sively (for work), and understood the concepts, they generally accepted the tool’s view as
correct (in some cases except for ad hoc meetings).

More broadly, the lesson here is that any AI tool development and deployment needs
to consider not just the accuracy of the data, and of the tool’s recommendation or behav-
iour, but also to what extent the data and the tool are perceived as being accurate. A per-
ception of inaccuracy can occur even if the tool is accurate but there is a difference in
conceptual understanding. Perceived accuracy can be aided by transparency, which we
turn to next.

Transparency

Transparency can be defined as ‘being able to understand the ways systems make
decisions and the data being used’ (Dignum 2019, p. 51). In order to trust a system, it
is important to understand to some extent how it reaches conclusions, what information
it uses, and even what concepts, terms, and assumptions are being used. Transparency is
important because even if the information is seen as being accurate, a lack of transpar-
ency can undermine credibility (Lewis et al. 2018, p. 140).

The DPA does not provide a way for a user to interact with it in order to understand
why it is making a specific recommendation, or how a certain displayed observation has
been derived. When the tool estimates the time available to focus, the user cannot easily
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find out the basis for that estimate in terms of definitions, concepts, assumptions, and
data used. One participant, who worked in consulting, noted,

Yeah so the focus, 60% available to focus. Yeah, that’s an interesting one because I think
once again, when I look at these sorts of things, I go, well, how does it actually figure out
what focus time is or what’s not focus time? […] how does it calculate that? How’s it
going? Otherwise it kind of doesn’t sound right, and within what hours? (Uriel, Partner –
IT consulting firm)

Transparency applies to a range of aspects of the DPA’s co-regulation including:

. Concepts: what does the DPA mean by various terms (such as ‘focus time’, or ‘quiet
days’)?

. Processing: how does the DPA interpret what it sees? How is particular output derived
by the DPA, and how should the user interpret it?

. What assumptions is the DPA making (e.g. that appointments with no other invited
participants are ‘focus time’)?

Transparency also applies to norms and values. The DPA has embedded (and implicit!)
norms and values (e.g. meetings should be reduced; more focus time is good). These values
are not necessarily wrong, but theymay apply differently to different contexts. They may be
appropriate for a knowledge worker, who is primarily working alone, but less so for an HR
manager whose job requires frequent meetings with other people. In addition to conflicts
between the embedded norms of the tool and the user’s norms, there can also be inconsis-
tencies amongst the tool’s norms. For example, the DPA’s metrics and messages encourage
the user to reduce time spent in meetings, but also to reduce the number of emails, which
together imply limited opportunities for collaboration.

It is worth noting that these findings apply not just to the specific context that we
investigated (MMA), but also more broadly to a range of other intelligent systems.
Indeed, transparency is also discussed in the broader AI literature on accountability
(e.g. Dignum 2019), and there is a sub-field dedicated to explainable artificial intelligence.
One important finding of our study that applies more broadly is that transparency needs
to be interpreted quite broadly: it’s not just about explaining recommendations or behav-
iour, but can also be about explaining concepts, assumptions, norms and values that are
embedded (implicitly) in the tool.

Feedback & configurability

Finally, our analysis, through the lens of co-regulation, highlighted a few key points relating
to the use of these systems. Viewing systems such as MMA as co-regulatory partners high-
lights that there is a key feedback loop missing: there is no way for the worker to provide
feedback to the tool about the interaction, or about the user’s concepts. Effective co-regu-
lation is hindered by this lack of communication from the human to the system. The
system can only observe human behaviour, which gives an indirect and limited view.
The co-regulation is also hindered by limited communication from the tool to the user.
The tool provides a range of messages, but these are unidirectional, and do not permit a
dialogue. This need for richer bidirectional communication is a key finding.
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One particular form of feedback needed is the ability to configure the system. For
example, rather than have DPA assume that a meeting with no participants is focus
time, the user could override this, specifying that a certain meeting is actually collabora-
tive, even though other participants are not recorded in the calendar. Similarly, rather
than assume that there are only two categories of meeting (focus and collaboration), it
would be useful to define role-specific categories (e.g. teaching, research, service for an
academic).

More broadly, providing the user with the ability to provide feedback, and to configure
aspects of the tool, can reduce the mismatch between the tool (including its assumptions
and concepts), and the user’s view of the world. It can also give people using the tool
more of a feeling of having control.

Privacy

The reader might be surprised to find privacy last, and not featuring prominently. The
reason is simple: privacy (and more broadly ethics) was not seen as an issue by most par-
ticipants. This can be explained by the fact that in the design of the MMA, there was
enough attention given to privacy, including being very clear that insights were only
available to the person on whose data they were based on. This meant that the possible
concern about one’s line manager having access to detailed monitoring of their reports
was not actually seen as an issue for the MMA.

Synthesis

Summarising the discussion above, those who perceived the co-regulatory affordances
were those who put more effort into working with the DPA, and saw it as useful. On
the other hand, if users were cognitively entrenched (Dane 2010) and held negative
emotions toward AI (Zhu et al. 2021), then the DPA’s weaknesses in accuracy, trans-
parency, and configurability were perceived as constraints. This confirms that collab-
oration with AI needs to be two-way and that humans need to be aware of the needs
and limitations of emerging AI-based systems and willing to adapt to the new type of
collaboration (Zhang et al. 2021).

Developers need to consider the implications of ‘framing’ that is built into an AI-based
system. In this study, the goal categories that were monitored were highly abstract and
rigid (i.e. focus, collaboration, wellbeing, and networking), and did not map readily
onto the way in which people framed their own use of time. A lack of compatibility
between technology and users hinders acceptance and adoption (Karahanna et al.
2006). We suggest that the design of the DPA be accommodating and adaptive. Previous
research on expectation adjustment techniques, such as giving the user control over the
amount of control AI should have (Kocielnik et al. 2019), could help guide the design of
future DPAs.

Conclusion and outlook

Drawing on the lens of co-regulation and technology affordances, this study has analysed
the emergence of human-AI collaboration in the context of co-regulation. We reveal
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opportunities and perceived barriers involved in AI acting as a co-regulator. Analysis of
the data from twenty-eight interviews and the IT artefact (MMA) identified four types of
affordances: (1) monitoring work patterns and their impact on wellbeing and pro-
ductivity, (2) identifying and setting new goals, (3) automating co-regulation to
scaffold habit- and goal-building, and (4) building contextual awareness of the self and
others.

Besides the design of the DPA, it is important to consider dynamic co-regulation pro-
cesses involving individuals and other factors (e.g. organisational contexts and cultural
influences) (Hadwin et al. 2018). Individual differences such as motivation, abilities,
and adaptation styles affect engagement in co-regulation (McCaslin and Burross
2011). Self-regulation skills, such as goal-setting (goal clarity, goal acceptance, and goal
commitment), deserve further attention. Previous research showed that learners with
excellent self-regulation skills rely less on co-regulation (Räisänen et al. 2016). In this
study, we did not assess self-regulation skill level but observed that many participants
did not have clear productivity and wellbeing goals. Future research can examine the
role of self-regulation skills in the co-regulation processes to understand if self-regulation
still exerts similar effects when an actant is a tool instead of a human. Organisational con-
texts (e.g. structure and work design) can also be considered to unravel complex pro-
cesses of co-regulation. A social view of co-regulation maintains that co-regulation is
affected by the social expectations, processes and structures where self-regulation and
co-regulation activities occur (e.g. Volet et al. 2009). Researchers can investigate
whether setting up a clear role description and expectation for the DPA can build
swift trust between humans and AI (Meyerson et al. 1996). Additionally, since it takes
time to engage with DPAs, learn how to use them, and to adapt practices, encourage-
ment, support, and institutionalised incentives are important (for example, training,
paid time, and rewards or other recognition). Furthermore, similarly to human-
human collaboration, an accurate understanding of each other (Huber and Lewis
2010) is a key to enhancing collaboration effectiveness. On the one hand, the AI
system needs to be trained with appropriate data sets to increase accuracy. On the
other hand, humans need to learn to understand the DPA’s co-regulation terminologies,
concepts, and processes (Ezer et al. 2019), which emphasises the role of explanation in a
broad sense.

Our findings based on analysing and theorising empirical materials can be generalised
to organisations who intend to introduce MMA to enhance the productivity and well-
being of workers whose job demands and job variety are high. Moreover, our research
demonstrates naturalistic generalisability and transferability (Smith 2018) by offering
rich discussions around the IT artefact and individual experiences. This allows the
reader to reflect on their experience and assess if the research results can be transferred
to their context. However, it should be noted that many participants in our study had
neutral or negative attitudes toward MMAs, which is common in adopting disruptive
technologies at the early stage (Zhu et al. 2021). Future research can explore DPA’s
co-regulatory affordances and investigate how affordances are actualised by involving
users who perceive DPA’s affordances as opportunities instead of constraints.

Our study has presented a case of ‘AI in action’ – an AI-based tool that is emerging as a
co-regulatory change agent in the workplace. In this sense, it can be seen as presenting an
early view of ‘lived in AI’- AI, as experienced by the workers, positioned to assist in
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managing issues of personal productivity and wellbeing. Importantly, our study has
explored the emergent partnering of AI and human workers and identified perceived bar-
riers to this. As the ongoing sensemaking of AI continues, we call for more research to
enhance human-AI collaboration for the regulation of productivity and wellbeing at
work.

Notes

1. MMA was further developed and merged into the product Viva Insights as we completed
data gathering.

2. Illustrative examples can be found at https://docs.microsoft.com/en-us/viva/insights/
personal/use/dashboard-2.

3. The research received all necessary ethics approvals.
4. Hereinafter pseudonyms.

Disclosure statement

No potential conflict of interest was reported by the author(s).

ORCID

Jocelyn Cranefield http://orcid.org/0000-0003-3690-1698
Michael Winikoff http://orcid.org/0000-0002-5545-7003
Yi-Te Chiu http://orcid.org/0000-0002-4198-9666
Yevgeniya Li http://orcid.org/0000-0002-4291-9045
Cathal Doyle http://orcid.org/0000-0001-5633-3654
Alex Richter http://orcid.org/0000-0002-3699-6466

References

Allal L. 2010. Assessment and the regulation of learning. In: Peterson P, Baker E, McGaw B,
editors. International encyclopedia of education. Vol. 3. Oxford: Elsevier; p. 348–352.

Allal L. 2020. Assessment and the co-regulation of learning in the classroom. Assessment in edu-
cation: principles. Policy & Practice. 27(4):332–349.

Aspinwall LG, Taylor SE. 1997. A stitch in time: self-regulation and proactive coping.
Psychological Bulletin. 121(3):417–436.

Ayyagari R, Grover V, Purvis R. 2011. Technostress: technological antecedents and implications.
MIS Quarterly. 35(4):831–858.

Azvine B, Azarmi N, Nauck D. 2000. Intelligent systems and soft computing: prospects, tools and
applications. In: Azvine B, Nauck DD, Azarmi N, editors. Berlin: Springer; p. 215–238.

Baird A, Maruping LM. 2021. The next generation of research on IS use: a theoretical framework of
delegation to and from agentic IS artifacts. MIS Quarterly. 45(1):315–341.

Berente N, Gu B, Recker J, Santhanam R. 2021. Managing artificial intelligence. MIS Quarterly. 45
(3):1433–1450.

Beun RJ, Fitrianie S, Griffioen-Both F, Spruit S, Horsch C, Lancee J, Brinkman W-P. 2017. Talk
and tools: the best of both worlds in mobile user interfaces for E-coaching. Personal and
Ubiquitous Computing. 21(4):661–674.

Chan ZCY, Fung Y, Chien W. 2013. Bracketing in phenomenology: only undertaken in the data
collection and analysis process. The Qualitative Report. 18(30):1–9.

JOURNAL OF THE ROYAL SOCIETY OF NEW ZEALAND 21

https://docs.microsoft.com/en-us/viva/insights/personal/use/dashboard-2
https://docs.microsoft.com/en-us/viva/insights/personal/use/dashboard-2
http://orcid.org/0000-0003-3690-1698
http://orcid.org/0000-0002-5545-7003
http://orcid.org/0000-0002-4198-9666
http://orcid.org/0000-0002-4291-9045
http://orcid.org/0000-0001-5633-3654
http://orcid.org/0000-0002-3699-6466


Chiu Y-T, Zhu Y-Q, Corbett J. 2021. In the hearts and minds of employees: a model of pre-adop-
tive appraisal toward artificial intelligence in organizations. International Journal of
Information Management. 60:102379.

Cho J, Voida S. 2020. Envisioning new productivity tools for domestic information work environ-
ments. MSR New Future of Work Workshop.

Dane E. 2010. Reconsidering the trade-off between expertise and flexibility: A cognitive entrench-
ment perspective. Academy of Management Review. 35(4):579–603.

Dignum V. 2019. Responsible artificial intelligence: how to develop and use AI in a responsible
way. Berlin: Springer Cham.

Donovan JJ, Hafsteinsson LG. 2006. The impact of goal-performance discrepancies, self-efficacy,
and goal orientation on upward goal revision 1. Journal of Applied Social Psychology. 36
(4):1046–1069.

Dragoni L. 2005. Understanding the emergence of state goal orientation in organizational work
groups: the role of leadership and multilevel climate perceptions. Journal of Applied
Psychology. 90(6):1084–1095.

Ezer N, Bruni S, Cai Y, Hepenstal SJ, Miller CA, Schmorrow DD. 2019. Trust engineering for
human-AI teams. In: Proceedings of the Human Factors and Ergonomics Society Annual
Meeting. Vol. 63. p. 322–326.

Faraj S, Pachidi S, Sayegh K. 2018. Working and organizing in the age of the learning algorithm.
Information and Organization. 28(1):62–70.

Fogg BJ. 2002. Persuasive technology: using computers to change what we think and do.
Ubiquity. 2.

Gaver WW. 1991. Technology affordances. In: Proceedings of the SIGCHI conference on Human
factors in computing systems. p. 79–84.

Gibson JJ. 1979. The ecological approach to visual perception. New York: Psychology Press.
Hadwin A, Jarvela S, Miller M. 2018. Self-regulation, co-regulation, and shared regulation in col-

laborative learning environments. In: Alexander P, Schunk DH, Greene JA, editor. Educational
psychology handbook series handbook of self-regulation of learning and performance.
New York: Routledge; p. 83–106.

Hadwin A, Oshige M. 2011. Self-regulation, coregulation, and socially shared regulation: exploring
perspectives of social in self-regulated learning theory. Teachers College Record. 113(2):240–
264.

Huber GP, Lewis K. 2010. Cross-understanding: implications for group cognition and perform-
ance. Academy of Management Review. 35(1):6–26.

Hutchby I. 2001. Technologies, texts and affordances. Sociology. 35(2):441–456.
Janardhan K. 2019. Minimize distractions and stay focused with AI-powered updates in Microsoft

365 [Internet]. https://www.microsoft.com/en-us/microsoft-365/blog/2019/05/06/minimize-
distractions-stay-focused-ai-powered-updates-in-microsoft-365/.

Jarrahi MH. 2018. Artificial intelligence and the future of work: human-AI symbiosis in organiz-
ational decision making. Business Horizons. 61(4):577–586.

Karahanna E, Agarwal R, Angst CM. 2006. Reconceptualizing compatibility beliefs in technology
acceptance research. MIS Quarterly. 30(4):781–804.

Kim Y-H, Choe EK, Lee B, Seo J. 2019. Understanding personal productivity: how knowledge
workers define, evaluate, and reflect on their productivity. In: Proceedings of the 2019 CHI
Conference on Human Factors in Computing Systems. p. 1–12.

Kocielnik R, Amershi S, Bennett PN. 2019. Will you accept an imperfect AI? Exploring designs for
adjusting end-user expectations of AI systems. In: Proceedings of the 2019 CHI Conference on
Human Factors in Computing Systems. Glasgow; p. 1–14.

Kravchenko A, Kyzymenko I. 2019. The forth industrial revolution: new paradigm of society
development or posthumanist manifesto. Philosophy and Cosmology. 22:120–128.

Lazarus RS, Folkman S. 1984. Stress, appraisal, and coping. New York: Springer.
Lee K-F. 2018. AI superpowers: China, Silicon Valley, and the new world order. New York:

Houghton Mifflin Harcourt.

22 J. CRANEFIELD ET AL.

https://www.microsoft.com/en-us/microsoft-365/blog/2019/05/06/minimize-distractions-stay-focused-ai-powered-updates-in-microsoft-365/
https://www.microsoft.com/en-us/microsoft-365/blog/2019/05/06/minimize-distractions-stay-focused-ai-powered-updates-in-microsoft-365/


Leonardi PM. 2011. When flexible routines meet flexible technologies: affordance, constraint, and
the imbrication of human and material agencies. MIS Quarterly. 35(1):147–167.

Leonardi PM, Vaast E. 2017. Social media and their affordances for organizing: a review and
agenda for research. Academy of Management Annals. 11(1):150–188.

Lewis L, Clutterbuck D. 2019. Co-evolution: exploring synergies between artificial intelligence (AI)
and the supervisor. In: Birch J, Welch P, editor. Coaching supervision. London: Routledge;
p. 200–216.

Lewis M, Sycara K, Walker P. 2018. The role of trust in human-robot interaction. In: Abbass H,
Scholz J, Reid D, editor. Foundations of trusted autonomy. Cham: Springer; p. 135–159.

Lin W, Ma J, Wang L, Wang M. 2015. A double-edged sword: the moderating role of conscien-
tiousness in the relationships between work stressors, psychological strain, and job perform-
ance. Journal of Organizational Behavior. 36(1):94–111.

Lord RG, Brown DJ. 2003. Leadership processes and follower self-identity. New York: Psychology
Press.

Lord RG, Diefendorff JM, Schmidt AM, Hall RJ. 2010. Self-regulation at work. Annual Review of
Psychology. 61:543–568.

Majchrzak A, Markus ML. 2012. Technology affordances and constraints in management infor-
mation systems (MIS). In: Kessler E, editor. Encyclopedia of management theory. Thousand
Oaks: Sage Publications; p. 832–834.

Mandot C, Chawla R. 2013. Artificial intelligence based integrated cricket coach. In: Unnikrishnan
S, Surve S, Bhoir D, editors. International conference on advances in computing, communi-
cation and control. Berlin: Springer; p. 227–236.

Markus ML, Silver MS. 2008. A foundation for the study of IT effects: a new look at DeSanctis and
Poole’s concepts of structural features and spirit. Journal of the Association for Information
Systems. 9(10):609–632.

Mazmanian M, Orlikowski WJ, Yates J. 2013. The autonomy paradox: The implications of mobile
email devices for knowledge professionals. Organization Science. 24(5):1337–1357.

McCaslin M, Burross HL. 2011. Research on individual differences within a sociocultural perspec-
tive: Co-regulation and adaptive learning. Teachers College Record. 113(2):325–349.

Meyerson D, Weick KE, Kramer RM. 1996. Swift trust and temporary groups. In: Kramer R, Tyler
T, editor. Trust in organizations: frontiers of theory and research. Thousand Oaks: Sage; p. 166–
195.

Oakman RL. 1994. The evolution of intelligent writing assistants: trends and future prospects. In:
Proceedings Sixth International Conference on Tools with Artificial Intelligence. p. 233–234.

Oinas-Kukkonen H, Harjumaa M. 2009. Persuasive systems design: Key issues, process model, and
system features. Communications of the Association for Information Systems. 24(1):485–500.

Petty R, Cacioppo J. 1986. Communication and persuasion: central and peripheral routes to atti-
tude change. New York: Springer-Verlag.

Pozzi G, Pigni F, Vitari C. 2014. Affordance theory in the IS discipline: a review and synthesis of
the literature. In: AMCIS 2014 Proceedings. Savannah (GA).

Räisänen M, Postareff L, Lindblom-Ylänne S. 2016. University students’ self-and co-regulation of
learning and processes of understanding: a person-oriented approach. Learning and Individual
Differences. 47:281–288.

Ruckenstein M. 2014. Visualized and interacted life: personal analytics and engagements with data
doubles. Societies. 4(1):68–84.

Schuetz S, Venkatesh V. 2020. The rise of human machines: How cognitive computing systems
challenge assumptions of user-system interaction. Journal of the Association for Information
Systems. 21(2):460–482.

Seeber I, Bittner E, Briggs RO, De Vreede G-J, De Vreede T, Druckenmiller D, Maier R, Merz AB,
Oeste-Reiß S, Randrup N. 2018. Machines as teammates: a collaboration research agenda. In:
Bui T, editor. Proceedings of the 51st Hawaii International Conference on System Sciences.
Waikoloa Village (HI); p. 1–10.

JOURNAL OF THE ROYAL SOCIETY OF NEW ZEALAND 23



Seeber I, Bittner E, Briggs RO, de Vreede T, de Vreede GJ, Elkins A, Maier R, Merz AB, Oeste-Reiß
S, Randrup N, et al. 2020. Machines as teammates: a research agenda on AI in team collabor-
ation. Information and Management. 57(2):103174.

Segal RB, Kephart JO. 1999. Mailcat: an intelligent assistant for organizing e-mail. In: Etzioni O,
Miller JP, Bradshaw JM, editors. Proceedings of the third annual conference on autonomous
agents. New York: ACM Press; p. 276–282.

Serban F, Vanschoren J, Universiteit Leuven KJ, Kietz O, Bernstein A. 2013. A survey of intelligent
assistants for data analysis. ACM Computing Surveys (CSUR). 45(3):1–35.

Smith B. 2018. Generalizability in qualitative research: misunderstandings, opportunities and rec-
ommendations for the sport and exercise sciences. Qualitative Research in Sport, Exercise and
Health. 10(1):137–149.

Stein N, Brooks K. 2017. A fully automated conversational artificial intelligence for weight loss:
longitudinal observational study among overweight and obese adults. JMIR Diabetes. 2(2):e28.

Strich F, Mayer A-S, Fiedler M. 2021. What do i do in a world of artificial intelligence?
Investigating the impact of substitutive decision-making AI systems on employees’ professional
role identity. Journal of the Association for Information Systems. 22(2):304–324.

Strong N, Terblanche N. 2020. Chatbots as an instance of an artificial intelligence coach. In:
Wegener R, Ackermann S, Amstutz J, Deplazes S, Künzli H, Ryter A, editors. Coaching im
Digitalen Wandel. Göttingen: Vandenhoeck & Ruprecht; p. 51–62.

Tarafdar M, Gupta A, Turel O. 2013. The dark side of information technology use. Information
Systems Journal. 23(3):269–275.

Teevan J, Baym N, Butler J, Hecht B, Jaffe S, Nowak K, Sellen A, Yang L. 2022. Microsoft new
future of work report 2022.

Teevan J, Hecht B, Jaffe S. 2021. The new future of work: research, fromMicrosoft on the impact of
the pandemic on work practices. Microsoft.

Terblanche N, Cilliers D. 2020. Factors that influence users’ adoption of being coached by an artifi-
cial intelligence coach. Philosophy of Coaching: An International Journal. 5(1):61–70.

Thaler RH, Sunstein CR. 2008. Nudge: improving decisions about health, wealth, and happiness.
New Haven: Yale University Press.

Volet S, Vauras M, Salonen P. 2009. Self-and social regulation in learning contexts: an integrative
perspective. Educational Psychologist. 44(4):215–226.

Volkoff O, Strong DM. 2013. Critical realism and affordances: theorizing IT-associated organiz-
ational change processes. MIS Quarterly. 37(3):819–834.

Wajcman J. 2019. The digital architecture of time management. Science, Technology, & Human
Values. 44(2):315–337.

Walsham G. 1995. Interpretive case studies in IS research: nature and method. European Journal
of Information Systems. 4(2):74–81.

Walsham G. 2006. Doing interpretive research. European Journal of Information Systems. 15
(3):320–330.

Yin RK. 2008. Case study research: design and methods. Thousand Oaks: Sage Publications.
You C-W, Yuan CW, Bi N, Hung M-W, Huang P-C, Wang H-C. 2021. Go gig or go home:

enabling social sensing to share personal data with intimate partner for the health and wellbeing
of long-hour workers. In: Proceedings of the 2021 CHI Conference on Human Factors in
Computing Systems. p. 1–16.

Zhang R, McNeese NJ, Freeman G, Musick G. 2021. An ideal human expectations of AI teammates
in human-AI teaming. Proceedings of the ACM on Human-Computer Interaction. 4
(CSCW3):1–25.

Zhu Y-Q, Corbett JU, Chiu Y-T. 2021. Understanding employees’ responses to artificial intelli-
gence. Organizational Dynamics. 50(2):100786.

24 J. CRANEFIELD ET AL.


	Abstract
	Introduction
	Background
	Productivity and wellbeing in the context of digital work
	The emergence of AI in the co-regulation of digital work
	Theoretical lens: co-regulation and technology affordances

	Materials and methods
	Results
	Opportunities: co-regulatory affordances of the DPA
	Monitoring work patterns and their impact on wellbeing and productivity
	Identifying and setting new goals
	Automating co-regulation to scaffold habit- and goal-building
	Developing contextual awareness of the self and others

	Self-regulation of work prior to the DPA’s deployment
	Barriers: responses to the DPA’s co-regulatory affordances
	Barrier 1: mismatch between experienced reality of work and view presented by DPA
	Barrier 2: mismatch between the DPA’s reductive categories and those used by workers
	Barrier 3: time-consuming new role demand: interacting with AI

	Affordances as opportunities

	Discussion
	Perceived accuracy
	Transparency
	Feedback  configurability
	Privacy
	Synthesis

	Conclusion and outlook
	Notes
	Disclosure statement
	ORCID
	References


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /PageByPage
  /Binding /Left
  /CalGrayProfile ()
  /CalRGBProfile (Adobe RGB \0501998\051)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings false
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.90
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.90
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Average
  /MonoImageResolution 300
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects true
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /ENU ()
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [595.245 841.846]
>> setpagedevice


